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THESIS ABSTRACT

Josef Gordon

Master of Science
Department of Geography
September 2013

Title: Comparative Geospatial Analysis of Twitteariment Data during the 2008 and
2012 U.S. Presidential Elections

The goal of this thesis is to assess and charaetde representativeness of
sampled data that is voluntarily submitted throagbial media. The case study vehicle
used is Twitter data associated with the 2012 Beasial election, which were in turn
compared to similarly collected 2008 Presidentiatton Twitter data in order to
ascertain the representative statewide changé ipro-Democrat bias of sentiment-
derived Twitter data mentioning either of the Rdmam or Democrat Presidential
candidates.

The results of the comparative analysis show tiethtean absolute error
lessened by nearly half — from 13.1% in 2008 t@%2n 2012 — which would initially
suggest a less biased sample. However, the irchedlse strength of the positive
correlation between tweets per county and populatensity actually suggests a much

more geographically biased sample.
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CHAPTERI

INTRODUCTION

The overarching goal of this thesis is to assedscharacterize the
representativeness of sampled data that is vollynsatbmitted through social media.

The case study vehicle used is Twitter data aswatiaith the 2012 Presidential election.
More specifically, those data were compared tolantyicollected 2008 Presidential
election Twitter data in order to ascertain theeéspntative statewide changes from 2008
to 2012 in the pro-Democrat bias of sentiment-a&tivVwitter data mentioning either of
the Republican or Democrat Presidential candidageklitionally, representativeness is
inferred from a change between 2008 and 2012 icdhelative strength of overall
Twitter use and population density per county.

2012 data were collected for the comparative amatiging the nine weeks
leading up to Election Day, November 6th, 2012, #red2008 data are referenced from
the results of a separate study conducted by GaxdteA\(2011). The states of interest
for the 2012 comparative analysis are Californlarifa, Indiana, Missouri, North
Carolina, Ohio, and Texas, as originally choserGlyo-Avello for his 2008 study.
California and Texas were chosen as being reprasenbf Democrat- and Republican-
leaning states, respectively, and the rest wersazhdue to their characterization as
swing states. In 2008, Gayo-Avello’s findings sesigd a strong pro-Democrat sample
bias in Twitter sentiment relative to candidate traars, which he suggests is due in large

part to the self-selection of urban and young \sotavoring Obama.



The measure of sample bias for Gayo-Avello’s st{aohd repeated again for the
2012 comparative analysis) is derived from thelattion of “votes” to Twitter users,
which are then compared with election results. tlewi'votes” are attributed by the
sentiment of individual tweets mentioning Obam&omney (or McCain in 2008), and
then aggregated to individual users. Sentimemdasured by counting the number of
positive or negative words appearing in conjunctatm a candidate’s name. For both
this thesis and the comparative analysis by Gayel8\2011), the positive and negative
words used in the sentiment analysis are sourcad & previously published subjectivity
lexicon (Wilson 2005).
Based on the 2008 Presidential election Twittea daalysis, Gayo-Avello
(2011) concludes that Twitter data results in adxiesampling that cannot reliably
predict Presidential election outcomes. Thesedteptovide a foundation for
comparative analysis. By conducting a similar gfukis thesis can document the extent
to which the pro-Democrat sample bias lessenedareased relative to the 2008 study,
as evidenced by a change in the mean absolute(btAtE) between statewide actual
election results and Twitter sentiment-derived itssas well as a change in the
correlative strength of overall Twitter use and plagion density per county. This thesis
is driven by two central research questions.
1. What is the extent to which geographic information
volunteered through social media has diffused from

2008 through 20127



2. What are the relative urban and rural patterns of
geographic information volunteered through social

media in 20127

Although the predictivity of social media relatitmass events is an important
component of the comparative analysis, the centmateptual issue at hand is the extent
of participation, or rather, the diffusion of udetlee technological means of data
production (in this case, Twitter) from 2008 to 20Whereby the Presidential elections
simply represent convenient and much-discussedrawes, rather than events of
primary interest.

The results of the comparative analysis showttir@MAE lessened by nearly
half — from 13.1% in 2008 to 7.23% in 2012 — whvebuld initially suggest a less biased
sample. However, the increase in the strengthepbsitive correlation between tweets
per county and population density actually suggestaich more geographically biased
sample. In all likelihood, the lessening of the B/ due to increased electoral
contestation, although the effect of the diffustdruse into pro-Republican demographic
sectors cannot be ruled out.

Increased geographic bias, trending toward a edret@n of use in high-density
urban areas is also documented and not surprigihght of the sheer magnitude of
overall increased use of Twitter — from 20,000 ss®ilected over 6 months in 2008 to
490,000 users collected over 2 months in 2012wedisas in light of the relative

newness of the technology in 2008.



CHAPTERIII

BACKGROUND

GIS has benefited in the last few decades fronativent of internet and mobile
technologies, which have in turn helped facilitde growth of participatory GIS in the
1990s, volunteered geographic information (VGInglside Web 2.0 at the turn of the
century, and currently the popular field of Big Ba¢search. This very general
developmental trend has been paralleled by a @rititerest in the democratization of
GIS and the process of data production.

Three fundamental questions have arisen througheuwevelopment of
geospatial and data production technologies, na(d¢hlwho takes part, (2) how does this
participation occur, and (3) what are the motivgfiactors for the participants in terms of

data production?

Participatory Gl S and Citizen Science

Participatory GIS has its roots in citizen scierarg] throughout much of its
development has been acted out in the sphere déata and public agency research,
where the use of GIS has been facilitated or festéy traditionally expert knowledge-
holders. The focused and well-planned recruitnoépiarticipants on the part of
researchers has often been central to particip&@typrojects, and has been motivated
in part by the desire to both democratize the peod data production and promote civic

engagement. Through the democratization of tltktioaally top-down expert-oriented



process of data production, the fulfillment of palhterest via participatory GIS may be
strengthened by the inclusion of local citizen kiexlge.

In the case of Weiner’s study (1995) in South Afyrit00 village elders were
recruited to provide localized geographic and caltinformation for a GIS-based land
reform project, which was largely an attempt toalkalternative voices to contribute to
the traditionally top-down development planninggaes. Guided by the primary
stakeholders, Weiner was able to identify importiatta, goals, and decisions that may
not have been illuminated without community pap@&tion. Similarly, Jordan’s study
(2002) recruited locals in Nepal to help informesssnents of forestry-related issues
regarding conflict resolution, access to resourard,biodiversity preservation.

In both instances, although the empowerment of lomamunity members
alongside the democratization of development peEesia data production were explicit
goals of the participatory GIS projects, the retongint of individuals was also predicated
upon the idea that the locals simply had a beties bf what was actually happening on
the ground, and thus the data would be of highatitgtand subsequent policy decisions
would be more informed.

Historically, as geospatial tools developed, théhmoés of recruitment and means
of data production (e.g., online surveys, smartghaps) lent themselves toward greater
flexibility of the application of participatory Glfrojects, ranging from public online
surveys of attendants of U.S. National Parks (Br@@hl), to citizen-based noise studies
of cityscapes with mobile phones (Kanjo 2009 andskianeuve 2009) to smartphone

transportation analyses based on bicycle commatees (Kessler 2011).



Web 2.0and VGI

The same development of geospatial and internehtdogies that diversified the
spectrum of research in participatory GIS also ghb@about the proliferation of newer,
less solicited types of data production, which hgeeerally been referred to as
volunteered geographic information (VGI). The Brigetween participatory GIS and
VGI blend, and sometimes distinctions of levels syms of participation/solicitation
become meaningless, but essentially, the generd¢rmbdata production in VGI centers
around more open-ended and unsolicited avenueslaftary participation, as compared
with the more focused or guided studies that hawvepcised much of participatory GIS.

The advent of Web 2.0 has created an active r#thera passive Internet society,
where users produce rather than simply consume déte bulk of citizen-based data
production has in recent years shifted away frameti@d participatory studies, which is
not to say that participatory GIS has waned, bilterathat the means (e.g., smartphone)
and ends (e.g., FourSquare check-ins) of unsali&it®l production have grown in
popularity in day-to-day lives. Parallel to theeat rise of social media, the magnitude
and variety of unsolicited types of data productiane rapidly increased (e.qg.,
Facebook, Yelp, TripAdvisor, Flickr, and TwitterDver the past decade, it has become
normalized for individuals to catalog and publiglygactivities, emotions, and opinions,
resulting in an immeasurable amount of publiclyilade, freely volunteered (and

geographic) Big Data.



Big Data

Understandably, the increased magnitude of citlzsed data production has
garnered interest in a wide range of Big Data awib$ media research, including studies
on demographics (Mislove 2011), online informatabfiusion (Van Liere 2010), internet
geographies (Takhteyev 2012), sentiment analysisl(Vall 2011), ethics and privacy
(Henderson 2012), emergency response (Starbird) 20&d4lth and epidemiology
(Signorini 2011), citizen journalism (Murthy 201tedia discussions (Bruns 2012),
urban and transportation analysis (Ueno 2012)nfired and market trends (Bollen
2011), social activism (Vallina-Rodriguez 2012)danass events ranging from movie
premieres (Asur 2010) to elections (Gayo-Avello POINonetheless, despite the topical
and technological novelty, the excitement aroungl Bata is mitigated by the intellectual
need to address the questions of who participhtes, and why they participate.
Considerations of the nature of participation iroigly reference the idea that large
internet-based digital repositories simply refleapulation distributions, and thus show
us pictures of only urban life while underrepresentural or unconnected areas. Due to
the necessary technological facilitation of papition, the issue of access has been
inextricably intertwined with citizen-based dataguction since its beginnings in
participatory GIS and VGI, where despite the faet taccess has generally “expanded for
the most advantaged users, at the bottom of thelddyvide relatively little has
changed” (Elwood 2006: 694).

The advent of cheaper and more advanced technslotag serve to eventually

lessen the digital divide by providing a wider rargf users access to the means of data



production, as has been argued with the poteriticgh@ap smartphones to connect the
developing world (Boyera 2007, Jensen 2012). lomogfion, there are claims that
smartphone ubiquity is a myth, as in the case@Llthited States, where nearly 16% are
left out of the data production process due to pgu@ernisco 2011). Furthermore, as
the growing interests of government, academia addstry focus upon the potential of
citizen-based data to provide meaningful insights societal trends or environmental
conditions, Big Data research should be approasthidthe critical understanding that
new technologies may inadvertently widen the “thydivide’ between those
adopting/having the technology and those avoidatgihg it” (Newman 2012: 301).
Perhaps the most meaningful part of Newman'’s statéems that it's not always about
access, but also about choice, which is centrddgassue of the types of participation
that occur in the very general realm of Big Dataother words, not every person with a
smartphone chooses to put their thoughts, opinmmnisieas up for public consumption.
Likewise, with regards to any responsible analg$iSwitter data, access to the
means of data production is certainly an issueyvatenced by Twitter’s reflectance of
overall patterns of internet use globally (i.ee thsproportionate presence of U.S. and
Europe) and nationally (i.e., the disproportionatesence of highly populated areas).
However, access alone is not the only reason pexsgld witter; participation is
characterized by age and culture demographics.lev8bime demographics may
currently be the primary contributors to publicadignerated data via social media, the
demographic composition will likely change over éinas has been evidenced by the

continued dissemination of Facebook out of theahdollege-aged users. For the time



being, however, the majority of Twitter users aneler 30, and they continue to be the
fastest growing demographic (Smith 2012).

Despite the uneven representation of sample papofatthe attractiveness of
citizen-based Big Data is understandable, duentpats unprecedented size, as well as
to its potential reactivity to real-world event®ne of the obvious low-hanging fruits in
Big Data research, and in Twitter research paudityl is political analysis. The
predictive capacity of Twitter data has been a jpapopic in recent years, both
internationally and in the United States, and sdlfare has been mixed reviews

regarding accurate Twitter-based election predistio

Twitter Elections

Initial studies often presented optimistic resuttgarding the predictive capacity
of Twitter data relative to election results. Somgearchers had found that the volume
of candidate or party mentions alone reflectedtieleaesults. In the case of Spanish
elections, Borondo (2012) found that votes and tsveerrelated closely and predicted a
Zapatero victory in 2004 and a Partido Popularoricin 2011. In the 2010 Brazilian
Presidential election, Dilma was the predicted winiy virtue of single tweet mentions,
over Serra and Marina respectively, with a meamwlabs error of 4.07% (Trumper
2011). Perhaps most famous, the 2009 German fezlections were found to have
incredibly high correlations between party tweentians and election results, with a
mean absolute error of 1.65% among six parties @jam 2010 and 2011).

Other studies have found that although volume ekt® alone are predictive,

these measures are supplemented by the sentimeveatt affiliated with mentions
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(Bermingham 2011, Cummings 2010). Additionallyotier vein of election-oriented
Twitter research has focused solely upon the afficd sentiment analysis (Ceron 2012,
Lampos 2012, and Sang 2012).

In an attempt to draw out some of the complexiieSwitter data, further
research has shed light on the effect that tempm@iuser sampling has on the
predictivity of tweets. One study presents varyilegrees of predictivity according to
aggregation of types of users (i.e., high or loagtrency of use), as differentiated by
magnitude of tweets (Chen 2012). Another explteagoorally segmented samples prior
to election (Bermingham 2011).

Despite the perceived general optimism, contrarsaaskeptical about the
veracity of studies that promote the predictiveazaty of Twitter data. Some of this
skepticism relates to the issue of transparenoylgiity, and replicability of methods,
especially of those studies whose findings aredapen word counts (Gayo-Avello
2012 and Jungherr 2011).

Combined with skepticism regarding methodologygottudies have found weak
correlations between election-oriented Twitter datd real-world election results, and
thus serve as empirical refutations of positivelitss O’Connor’s (2008) study found
that, although sentiment correlated with Obamasgpproval ratings, it did not show
meaningful positive correlations with electoralgictions, as derived from the polarity
lexicon OpinionFinder (O’Connor 2010). Similar ués were found in Gayo-Avello’'s
2008 study of the U.S. Presidential election, aedevattributed in part to the issue of the
ineffectiveness of simplistic sentiment analysesylich tweets were mislabeled as

positive or negative due to subtleties or lingaisbmplexities (Gayo-Avello 2011).
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Another 2008 study found that sentiment analybtgme-series data too volatile to
predict future opinions in the U.S. Presidentialcibn (Bravo-Marquez 2012). In the
2010 U.S. Senate special election in Massachus#itsig (2011) found that neither
volume of tweet mentions nor sentiment analysisiately predicted the winner.
Additional skepticism surrounds the inherent isstiencorrected sample bias
(Gayo-Avello 2012, Metaxas 2011 and 2012). Gayeliflatly states that “until
Social Media becomes regularly used by the vasbmtajof people, its users cannot be
considered a representative sample and forecastssuch data will be of questionable
value at best” (2011: 14). Some studies have tBckegun to model results using age-
based corrections, though some assumptions argedglue to uncertainty regarding the
age of the subset of Twitter users who take pagtention-oriented discussions (Choy

2011, Choy 2012).

Thesis Data Basdline

The findings and conclusions from Gayo-Avello’©80esearch (2011) serve as
the baseline for the 2012 comparative analysisthétime of publication, this study was
one of the more critical refutations of the optimisriginally associated with Twitter
data’s predictive capacity. He noted several fumelatal flaws in the previous research.
One of his criticisms was that simple word couritsamdidate mentions in the tweeted
body of text alone did not provide evidence ofdletual meaning of the tweet. In turn,
deriving meaning or opinion from the tweet by wédginple sentiment analysis — such

as counting words associated with other words @@sitive or negative words associated

11



with Obama or McCain) — was also inadequate fortfBwdata analysis due to the
shortness of the tweets and the inability to panggiistic subtleties.

After testing four types of sentiment analysis, anthparing the results of these
against a subset of tweets for which he knew tle€sigrue voting intent — as published
on TwitVote — Gayo-Avello found that all of the dyses performed poorly. Nonetheless
and without an alternative, Gayo-Avello chose toceed with the least poor form of
sentiment analysis, the polarity lexicon associatgd OpinionFinder (Wilson 2005),
with the knowledge in hand that tweets themselve®o#en too short and, for many
infrequent users, too few, to provide meaningfigragate user sentiment. Again, this is
no slight against the polarity lexicon itself, lpather an issue with the structure and
content of the tweets.

Overall, the study’s results found that Twitter tteent largely over-predicted
Obama wins in all seven states of interest. Hgeastg the young age and urban

geographic bias skewed the apparently pro-Demesaraple.
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CHAPTER 11

METHODOLOGY

In order to make a comparative analysis betweeratailable 2008 data from
Gayo-Avello (2011) and the 2012 data gatheredisdtrrent study, similar methods
were applied. Though, these methods were extefoddhis study to investigate spatial
patterns associated with the 2012 Presidentiatietetweets. The following section

documents methods associated with the 2012 dd&ctioh and analysis.

Twitter Streaming API, Amazon Web Services, and Hive

Twitter data were collected for nine weeks priotite 2012 U.S. Presidential
Election — from 12:00 a.m. on Tuesday, Septembeudtil 11:59 p.m. on Tuesday,
November 8. The method of collection entailed the use oftlaris Streaming API,
which was accessed using a cURL command with MaX@8rminal. Irrespective of
location, Twitter data was collected by tracking Keywords “Obama” or “Romney”.

The nine weeks of tweets mentioning “Obama” or “Reyi were uploaded to
Amazon Web Services (AWS) S3 storage servers ubsmgnport/Export option. The
Import/Export option entailed delivering a hardverio AWS, whereupon the data were
directly uploaded to pre-existing user-specifiethdauckets. Although more expensive
than using an internet connection, the Import/Expption was quicker.

The subsequent computation was run with an inteeattive session, which
parsed the Twitter data located on S3 servers. iftheactive Hive session was set up

using Elastic Compute Cloud (EC2) and Elastic MapRe (EMR) tools.
13



In order to parse the Twitter data, one tweettaha — with each tweet stored as a
single line of text — a JSON Serde was neededS@N Serde essentially functions as a
means of identifying and then accessing differgpes of data within nested JSON files,
where some of the data is embedded within pardatfdemats (e.g., array, map, struct).
These nested data types populated the fields thialidvcomprise the tabular/spatial GIS
database in the subsequent steps. The particeride $hat worked best for the nested
JSON files was downloaded from GitHub (github.comuitimornski/Hive-
Demol/tree/master/exercises/lib). The two previmrsions of this Serde (e.g., 0.1 and
0.2) did not entirely work with the complicated teskstructure of Twitter data, and
would sometimes return NULL values even when tha datries were known to exist.
The third version of the Serde (e.g., 0.3) was &bkxtract the necessary fields.

The extracted fields included the tweet text, usitwveet ID (i.e., numeric and
string format), longitude, latitude, timestamp,aldt profile place settings (i.e., city,
state, and/or country), user ID (i.e., numeric sinohg format), and self-identified user
location, which was typed in by the user and vamel@vels of specificity. In order to
facilitate the comma-separated importation of tiata into tabular format, commas were
stripped from three fields — including the twebg place full name (i.e., city, state,
and/or country), and user location.

Due to the compartmentalized storage of files os&8ers, single chunks of data
(e.g. original Twitter JSON files) are not allowkedexceed a specified file size. This
compartmentalization of data was mirrored in timalfiproduct of the Elastic MapReduce

job, where each chunk of JSON data resulted imaividual comma-separated text file,
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resulting in hundreds of small output files tharevdownloaded and joined for the

subsequent sentiment and geospatial analysis.

Parsing L ocations from Tweets

Location data were extracted from four fieldstie taw JSON files. Two of the
fields were geotagged and contained longitude artide, respectively, while the other
two fields contained semantic user locations, wimcfuded reference to individual cities
and states. Most (approximately 90%) of the ggaycally-referenced tweets were
identified based on the user location field, whigs typed into the profile by the user.

The geotagged tweets (i.e., containing lat/lorigrmation) were identified and
extracted with Hive and the JSON Serde by detet¢hiagresence of longitude and
latitude coordinates. These tweets were then lntaatp ArcGIS by importing a CSV
file into ArcMap as an XY Event Layer, a procesdchireferences the appropriate
coordinate fields. These tweets were then cradeserced against U.S. Census data in
order to attribute them with county names.

Other locations were extracted by identifying tveetat contained a location
reference — either in the user location field @ piace full name field — to the seven
states of interest. Subsequent analysis at thetgtevel was done by matching
mentions of census places (e.g., cities, townshkifjages) within either the user location
or place full name field.

The process of matching mentions of census phlaitbs the user location or
place full name fields of the tweet involved deyehm a Python script that would match

place names within substrings of tweet locatiorcdpgons. The need to identify
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substrings was due in part to the messy natureeofiser location field, which could
hypothetically include any variation of individualkustomizable location references (i.e.,
Upper East Side Indianapolisr +254 Fort Wayne Ih The script required two CSV
inputs — a file containing the tweets themselvasd, afile containing a list of Census
places.

In order for the location parsing process to wahk, list of Census place names
needed to have their categorical descriptors gdgpm within the name field (e.g.,
city, village, and township). The Python scripttaieed the Census place name with any
mention of it in the location description field thie tweet, and then extracted the
matching place name from within the tweet’s locafiields and wrote the place name to
a new field. The final result of the location pagsprocess was an individual CSV file
for each state, which was then joined back intd& database containing the Census

place name field, and analyzed in ArcMap as pdirgs centroids of Census places).

Sentiment Analysis

The polarity lexicon published by Wilson (2005c@mprised of positive and
negative words, and the sentiment analysis for B608 and 2012 simply measured the
ratio of positive and negative words in a singledtvthat appeared in conjunction with
the mention of a Republican or Democrat candidataise. A vote was determined for
each tweet according to its sentiment, or ratipasfitive and negative words, and these
individual “tweet votes” were aggregated to therdBs in order to determine a user’s

overall sentiment toward the candidates, thus iimigra user’s individual vote. This
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method mitigated the effect of varying degreessarparticipation, where 1% of users
contributed approximately 25% of tweets.

The sentiment analysis involved using a Pythompseimilar to the one used in
the aforementioned location analysis process. sthigt required three CSV inputs — one
containing the Twitter data and one list each difpee and negative words from the
polarity lexicon. The Python script detected, agted, and counted any matching words
from the polarity lexicon corpus with any matchingrds in the body of the tweets

themselves.

Comparison with Election Data

Once all of the tweets were georeferenced, theysisabf correlations between
Twitter vote sentiment, Census, and election das done in ArcMap and Excel.

Twitter points were aggregated to Census countygoois. 2012 Presidential election
results were sourced from CSV files downloaded fthenindividual state-level
Huffington Post election websites (http://electi¢ndfingtonpost.com/2012/results).

The CSV files containing election results were lgtaunto ArcMap and joined
with the feature layer that contained both the Tewitesults and Census data. From
there, statewide and county level tabular cormtetiwere calculated for total amounts of
Twitter use, Twitter sentiment results, Census patn statistics, and actual 2012

Presidential election results.
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CHAPTER IV

RESULTS

Following a report of the overall sentiment anady#his section organizes the

results by each of the two research questions.

Sentiment Analysis

Approximately 1/3 of the 3.6 million tweets thaintained both location
information and candidate mentions were discardedadneutral categorization by the
sentiment analysis. Neutral categorization isaanised solely by a lack of sentiment in
the tweets, but also because of the limitatiorth@fpolarity lexicon, which, for instance,
does not contain the worebted and thus the termvoted Romney because I'm
Republican- is categorized as neutral, when it is an obvendorsement. Likewise, the
phrase once again the media treated Obama with kid glakesgng WH news
conference -despite being implicitly critical of Obama, or atkt critical of an uncritical
media, is considered neutral due to the lack ofexpyicitly negative words. Also,
tweets that contain the same amount of positiveragative words are understandably
considered neutral, as in the case of the phrasst-thing about driving from Dallas is
reading the ridiculous anti-Obama billboardsvherebestandridiculous cancel each
other out.

Although revelations surrounding the limitationssohple sentiment analysis are
far from novel, full disclosure is warranted noreddss — which Gayo-Avello (2011)

points out, as well — that without sufficient redjao linguistic complexities and implied
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meanings, the method of counting positive and megatords is a significant source of
undetermined error and omission.

By measuring candidate mentions alone, the topieal is more pronounced than
sentiment-derived bias, as shown in Table 1. @ifierence is likely due in part to the
twofold effect of incumbency, where Obama is refeesl in non-election tweets, simply
as a side-effect of being the acting President,adsm because the overall rhetoric of the

election is often situated around the performariceeddefending incumbent.

Table 1: Possibly an effect of incumbency, the statewiele@ntages of Twitter mentions
of Obama outweigh the percentages of sentimentetki witter “votes” for Obama.

Actual % Twitter % Twitter %
Obama VotesObama "Votes'Obama Mentions

California 60.2 55.6 56.6

Florida 50.1 54.7 60.5
Indiana 43.9 53.8 60

Missouri 44 .4 53.8 60.8

N. Carolina 48.4 55.1 59.3
Ohio 50.7 53.9 59

Texas 41.4 53.5 63.5

Resear ch Question One: What Isthe Extent to Which Geographic I nfor mation

Volunteered through Social Media Has Diffused from 2008 through 20127

The predictive capacity of the 2012 Twitter-deriweshtiment data showed a fair
improvement over the 2008 results of Gayo-Avelkilsdy, with a Mean Absolute Error
(MAE) of 7.23% in 2012, as compared with 13.1% @08. Table 2 compares the results

by state and shows a lessening in 2012 of Twitt@r én every state except California.
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One possible inference from the lessened MAE isttieapro-Democrat bias
evidenced in 2008 lessened in 2012. The effeatle§sened bias, however, cannot be
entirely differentiated from the conflating effexdt Twitter users simply changing

opinions, or in other words, the difference in MAtay simply suggest a more contested

election.

Table2: Comparison of 2008 and 2012 U.S. Presidentiadtieles using sentiment
derived from tweets which mentioned either ObamBamney. The pro-Democrat bias
from 2008 has lessened according to the MAE.

2008 % Actual2008 % 2012 % Actual2012 %
State Obama Votes Twitter Votes 2008 Twitter ErraObama Votes Twitter Votes 2012 Twitter Error
California 62.28 62.70 0.42 60.24 55.62 -4.62
Florida 51.42 66.20 14.78 50.10 54.69 £.59
Indiana 50.50 64.70 14.20 43.93 53.84 9.91
Missouri 50.07 68.10 18.03 44.38 53.76 9.38
N. Carolina 50.15 66.60 16.44 48.35 55.07 6.72
Ohio 52.31 59.80 7.49 50.67 53.94 3.27
Texas 44.06 64.40 20.34 41.38 53.53 12.15
MAE 13.10 MAE 7.23

The influence of greater electoral contestatiorg@sosed to the possibility of a
lessening of pro-Democrat bias, is supported byebsening of percentages of actual
Obama votes for each state. Additionally, as shiowiable 3, the general lessening of
the strength of the correlation between the Dentamie percentages and population
density by county suggests a more contested eteictithe traditionally urban
strongholds that supported Obama in 2008. Onftiier thand, as the blatant exception to
the trend, the increase of the positive correlatioMissouri between Democrat vote

percentages and population density conversely stgge increased geographic

polarization of political opinion within that state
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Table 3. A general lessening between 2008 and 2012 gbdlséive correlation
(Pearson’s) for Democratic vote percentage and populatiorsitgn

2008 Democrat Vote %2012 Democrat Vote %
vs Population Density vs Population Density

California 0.4069 0.407
Florida 0.474 -0.4858
Indiana 0.5452 0.4894

Missouri 0.5239 0.7104

N. Caroline. 0.3968 0.2288
Ohio 0.5676 0.5245
Texas 0.4789 0.2755

In terms of pro-Democrat Twitter bias, the most telling dati@n is between
Twitter use and population density by county, as shown iteabWith the exception
of California, the positive correlation between Twitter aed population density
increased substantially in the 2012 election, which shoaighle issue of geographic
sample bias is currently more pronounced than it was in.2B@gaps unsurprisingly,

Twitter use is growing along existing patterns of poputatistribution.

Table4: A general increase between 2008 and 2012 of the positixeation
(Pearson’s) for number of Twitter users and population density.

2008 Twitter Users 2012 Twitter Users
vs Population Densitys Population Density

California 0.9452 0.6435
Florida 0.1768 0.6465
Indiana 0.2956 0.9239

Missouri -0.0079 0.7998

N. Carolina 0.5425 0.8366
Ohio 0.6343 0.9099
Texas -0.0535 0.8699
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Resear ch Question Two: What Arethe Relative Urban and Rural Patterns of

Geographic Information Volunteered through Social Mediain 20127

Based on the available data from the Gayo-Ava(il () results from the 2008
election, only gross geographic patterns can bgpeoad. But, the data gathered for the
current study, provide a more detailed look atentrurban and rural trends in the use of
social media to share volunteered geographic irdtion.

The geographic bias toward areas of increased wbasity is highlighted when
we look at only the counties that have statistyjcadbresentative Twitter samples, as seen
in Table 5. The vast majority of tweets come frasubsection of counties that contain
high popoulation density and overall high proportad state populations. For example,
in Texas 97.2% of the overall Twitter sample corfnesy approximately 1/3 of the
state’s counties, which in turn contain 88.1% @f $lhate’s total population. In another
example, 94.7% of the overall Twitter sample in tRdCarolina comes from 2/5 of the
state’s counties, which in turn contain 77.6% ef $hate’s total population.

The fairly low threshhold of counties with statslly representative Twitter
samples, as compared with the high percent of atipul living in those counties, points
out the unequal spatial distribution of Twitterdahe general undersampling of less
populated areas.

Essentially, except for California and Florideg thther five states in question
show an oversampling of heavily populated counissgvidenced by the difference
between the percentage of Twitter users from thesaties and the percentage of the

state’s total population that these counties coseprilhe fact that Twitter use mirrors

22



population distribution, as shown in Table 4, i$ swrprising, but the oversampling of
heavily populated areas is an important considarati election analysis, where distinct

correlations also exist between voting trends aglfation distributions.

Table5: Where the percentage of tweets outweighs theepgage of population (from
counties with statistically representative Twitamples), high population counties are
being disproportionately weighted.

% of Twitter Users from : . % of Population from
. : - % of Counties with . . -
Counties with Statistically, Counties with Statistically

. . Statistically Representative . .
Representative Twitter . Representative Twitter
Twitter Samples

Samples Samples
California 99.5 66.7 98
Florida 99.1 53.7 94.5
Indiana 91.3 28.7 69.7
Missouri 87.8 13 60.1
N. Carolina 94.7 40 77.6
Ohio 96.8 53.4 86.3
Texas 96.8 21.7 84.9
Total 97.2 33.2 88.1

Another way to understand the effect that oversamgieavily populated areas
has on potential election-oriented Twitter sentithaa shown in Table 6, is to show that
the counties with statistically representative Tevisamples also tend to have higher
Democrat vote percentages in the 2012 election.

In other words, most of the Twitter data are beiagrced from counties with
increased average percentages of Obama votersouggh the difference in statewide
percentages in Table 6 are not enormous, the isetdeaverage Democrat voting results
in heavily populated counties, in combination vilie oversampling of Twitter data from
those counties, serves as a possible means dionfiaf pro-Democrat Twitter

sentiment.
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Table 6: The counties with statistically representativeiffer samples also have higher
Democrat vote percentages.

0 )
% Actual Obama /o Actgal Ot_)ama \./o.te for
. Counties with Statistically
Vote for All Counties . .
Representative Twitter

(Mean) Samples (Mean)
California 52.6 56.1
Florida 39.9 45
Indiana 38 43.2
Missouri 33.7 42.7
N. Carolina 44.5 44.7
Ohio 43.1 46.7
Texas 28.3 34.4
Total 36.8 44.3

Twitter’s pro-Democrat geographic bias toward higgeopulated counties is
readily apparent when displayed cartographicallyseen in Figure 1. High
concentrations of tweeters visibly stand out intibavily populated counties that voted
for Obama in the 2012 election. The pro-Democeaiggaphic bias is especially visible
in California and Florida, where all of the coustigith high total populations (shown in
black) are also counties that contained high ansoahTwitter users, which in turn voted
for Obama in the 2012 Presidential election (showatark blue), with the exception of
Orange County, California (shown in dark red). #igan Indiana, the same pro-
Democrat geographic bias is apparent, where theaminty with high population levels,
Marion County (shown in gray), is also simultandgasplace with high amounts of
Twitter users and a pro-Democrat election reshib\is in dark blue).

The pro-Democrat geographic bias is also evidehtarth Carolina and Ohio, as
seen in Figure 2, where all of the counties thaehagh populations (shown in gray or

black) also have high amounts of Twitter users@mdDemocrat election results (shown
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Tweeters per County

lessthan 5.000 Total Population per County
5,000 - 10,000 less than 500,000
B more than 10,000 N B 500,000 - 1,000,000
Romney Obama Hl more than 1,000,000
Win Win
California Florida

.y

Indiana Missouri

Figure 1: For California, Florida, and Indiana, countieshaiigh amounts of Twitter
users (shown in dark blue or red) also tend to Imégfe total populations (shown in
grayscale), which in turn tend to vote Democrabyahin dark blue).

in dark blue). Texas is similar in its displayTofitter’'s pro-Democrat geographic bias,
although there are some exceptions in countiesndrballas. These exceptions to the

trend, as also evidenced in Missouri around Ka@sgs(seen in Figure 1), show that
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geography is only a part of the story. Despitetghigh amounts of Twitter users in
highly populated counties that voted for Romneyyahin dark red), the demographic
composition of Twitter use in these pro-Romney ¢@sin Texas and Missouri is likely

to be young, urban, and pro-Democrat.

Tweeters per County

tess hian 5.000 Total Population per County

5,000 - 10,000 | less than 500,000
I more than 10,000 MM B 500,000 - 1,000,000

Romney Obama H more than 1,000,000
Win Win
North Carolina Ohio
it
B
W |
L1

Texas

Y ‘tj‘\

Figure 2: For North Carolina, Ohio and Texas, counties Witfh amounts of Twitter
users (shown in dark blue or red) also tend to Imégfe total populations (shown in
grayscale), which in turn tend to vote Democrabyahin dark blue).
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CHAPTER YV

CONCLUSION

The lessening of the MAE of the sentiment-deriVedtter election results from
13.1% in 2008 to 7.23% in 2012 would initially seggthat (1) Twitter is more
predictive in 2012 than it was in 2008, becausd {fifter’'s pro-Democrat bias had
lessened due to a diffusion of use over the previour years. Though, in actuality, the
lessening of the MAE is likely due in large paretonore contested election in 2012, as
evidenced primarily by closer statewide electiosutts, and also by the lessening of the
correlation between actual Democrat votes and adipul density.

The likelihood that the lessened MAE does notalbtyrovide evidence of a
greater diffusion of Twitter use is also statidticaorroborated by the exponential
increase in magnitude of use — from 20,000 usegs six months in 2008 to 490,000
users over two months in 2012 — alongside the gtiiaerease in positive correlation
between Twitter use and population density. Tloesiased correlation between Twitter
use and population density shows that Twitter ns#il2 is more geographically biased,
which would suggest that Twitter use in 2008 waara¢arly stage of demographic
maximization, and that the concentrated utilizatbd witter in urban areas had yet to
fully materialize.

Because of Twitter’s tendency to closely followds of population distribution,
and in combination with the current tendency inaral politics to show a positive
correlation between population density and coumidis pro-Democrat election results,

there is also a natural correlation between highl&eof Twitter use and counties with
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pro-Democrat election results. Perhaps more istieigly, however, Twitter data tend to
slightly oversample highly-populated counties, Vi turn tend to further weight the
importance of counties with pro-Democrat electiesults.

Nonetheless, despite strong evidence of geogrdywscin Twitter use, and a
prevalence of Twitter to slightly statistically oweeight areas of greater population with
pro-Democrat voting results, geography alone do¢explain the pro-Democrat bias, as
evidenced in part by the anomalous counties in §axa Missouri that show high
amounts of Twitter use in highly populated countiest voted for Romney in 2012.

One very prevalent non-spatial consideration,onfrse, is that Twitter use in
2012 has steadily increased among young peoptjidsnced by the Pew Research
Institute (Smith 2012). Another perhaps more ekisind non-spatial reason for the pro-
Democrat bias, in the specific case study of Twiigerelated to cultural factors of
participation, where urban areas have a greatstjile predilection toward internet and
social media use than rural areas. This mightlaésdue, in part, to simple issues of
infrastructural capacity and access to the meapsaricipation (e.g., internet, cellphone
networks).

Sample bias in social media along lines of popoiatlistribution are not
surprising, and pro-Democrat bias in Twitter intardar is also understandable, as
evidenced by the aforementioned results and coiecisisbut it should also be
understood that, in a manner of speaking, thesstgpBig Data studies can make
mountains out of molehills. The “votes” in thisidy are often based upon individual
users’ few casual observations of candidates operiad of months, the “sentiment” of

which is being derived by arbitrarily counting pog and negative words. The link is
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tenuous at best, and the method runs the risk@fwealuing otherwise offhanded and
reactive moments in time. The primary differeneéaieen analyzing unsolicited Twitter
data (as it pertains to political sentiment) andlyzing political surveys, is that the
respondents of traditional surveys are (hopefulpughtfully engaging in explicit
guestions referencing the extent of their approv#he candidates. A tweet, on the other
hand, hypothetically, may simply be a negative oasp to a poorly designed jingle or
montage in a candidate’s ad, and the polarity aximight very well mistake the
meaning anyway.

Nonetheless, Big Data research will likely conéria grow in popularity as more
data and means of analysis become available, @nargfuments toward infrastructural
proliferation of the means of data production w&lfo probably bear fruit in the long run.
The less urban areas will likely become more reprees] over time. For now, it is safe
to say that Big Data, or at least big Twitter damGayo-Avello originally found in his
2008 study (2011), is too biased a sample of udmahyoung people to be used for
general purposes of electoral prediction, and nmopsrtantly, Twitter is more

geographically biased now than it was in 2008.
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APPENDIX

CODE ASSOCIATED WITH THESIS

The cURL command used to call on Twitter’'s Streagmi®l

e curl -u username:password
"https://stream.twitter.com/1/statuses/filter.jswatk=Romney,Obama" >
$(date +%Y_%m_%d_%H_%M_%S).json

The HiveQL statements used to parse the data on AWS

e ADD JAR s3://gordonjar/hive-json-serde-0.3.jar ;

e CREATE EXTERNAL TABLE tweets (
text string, id_str string, id bigint, coordinatége string,
coordinates_long float,
coordinates_lat float, created_at string, countoglecstring, country
string, full_name string, name string, user_idssting, user_id bigint,
user_location string
)
ROW FORMAT SERDE
‘org.apache.hadoop.hive.contrib.serde2.JsonSerde’
WITH SERDEPROPERTIES (
"text" = "$.text",
"id_str" ="$.id_str",
"id" = "$.id",
“coordinates_type" = "$.coordinates.type",
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"coordinates_long" = "$.coordinates.coordinates[0]"
"coordinates_lat" = "$.coordinates.coordinates[1]",
"created_at" = "$.created_at",

“country_code" = "$.place.country_code",

“country" = "$.place.country"”,

"full_name" = "$.place.full_name",

"name" = "$.place.name",

"user_id_str" = "$.user.id_str",

"user_id" = "$.user.id",

"user_location" = "$.user.location"

)

LOCATION 's3://gordontweets/twitter/" ;

CREATE EXTERNAL TABLE tweetsexport (

text string, id_str string, id bigint, coordinatége string,
coordinates_long float, coordinates_lat float, t¥daat string,
country_code string, country string, full_namergjriname string,
user_id_str string, user_id bigint, user_locatitsmg

)

row format delimited fields terminated by ',’

STORED AS TEXTFILE LOCATION 's3://gordontweets/tveit/" ;
FROM tweets

INSERT OVERWRITE TABLE tweetsexport select regexgplace(text,
""" as text, id_str, id, coordinates_type, odioates_long,
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coordinates_lat, created_at, country_code, country,
regexp_replace(full_name, ",", ") as full_namemm®a user_id_str,

user_id, regexp_replace(user_location, ",", ""ussr_location ;

The Python script used for the sentiment analysis
e # somewhere to hold the hit words in memory
scoreDictionary = {}
# read the dictionary file and store all entriefhvihe given value
def initDictionary(filename, value):
file = open(filename,"r")
for line in file:
# drop the new line from the end
word = line.strip().lower()
# store the word in the dictionary with giveruea
scoreDictionary[word] = value
file.close()
def parseLine(line):
plusScore =0
pluswWord =™
minusScore = 0
minusWord = ""
words = line.strip().split(",")[0].split(" )
for word in words:

score = observeWord(word.lower())
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if score > O:
plusWord+=";"+word
plusScore+=score
elif score < 0:
minusWord+=";"+word
minusScore+=score
return
plusWord+","+str(plusScore)+","+minusWord+","+strfmsScore)+","+s
tr(plusScore+minusScore)
def observeWord(word):
if scoreDictionary.has_key(word):
return scoreDictionary[word]
return O
def processTextFile(filename):
# input data
file = open(filename,"r")
# where the output will go
output = open(filename+"-output.csv","w")
# write the header line to the output file
output.write(file.next().rstrip()+",plusWords, plusGnt,minusWords,minu
sCount,totalScore\n")
for line in file:

output.write(line.rstrip()+","+parseLine(line)+")
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output.close()
initDictionary("polarity_positive.csv",1)
initDictionary("polarity_negative.csv",-1)
processTextFile("Points.csv")
The Python script used to parse Census place naomed witter location fields
e # somewhere to hold the hit words in memory
scoreDictionary = {}
# read the dictionary file and store all entriethvihe given value
def initDictionary(filename, value):
file = open(filename,"r")
for line in file:
# drop the new line from the end
word = line.strip()
# store the word in the dictionary with giveruea
scoreDictionary[word] = value
file.close()
def parseLine(line):
placeScore =0
placeWord ="
for word in scoreDictionary:
if word in line:

# do real stuff

placeWord+=word
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placeScore+=scoreDictionary[word]
#print word
return placeWord+","+str(placeScore)
def processTextFile(filename):
# input data
file = open(filename,"r")
# where the output will go
output = open(filename+"-output_places_indi.csv")
# write the header line to the output file
output.write(file.next().rstrip()+",placeWordsgae Count\n™)
for line in file:
output.write(line.rstrip()+","+parseLine(line)w")
output.close()
initDictionary("indiana_places.csv",1)

processTextFile("indiana_geo.csv")
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