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DISSERTATION ABSTRACT
Caitlin Forbes Spear
Doctor of Philosophy
Department of Special Education and Clinical Saesnc
December 2014
Title: Examining the Relationship Between Implenagioin and Student Outcomes: The
Application of an Implementation Measurement Fraiow
The current study evaluated the implementationvafence-based reading
interventions using a multifaceted implementatiozasurement approach. Multilevel
modeling was used to examine how three direct rmeasaf implementation related to
each other and to student academic outcomes andioine patterns of implementation
across time. Eight instructional groups were vitigmed weekly for nine weeks, and pre-
and post-test assessments were given to 31 atindkrgartners from two schools using
established evidence-based practices. Each imptatrmnmeasure represented a
different measurement approach (i.e., discrete\nered measurement, global ratings)
and focused on different aspects of implementggoan, structural, process, or
multicomponent elements). Overall, results of #malysis indicated that (a) the
implementation tools were highly correlated witlcleather, (b) only the multicomponent
tool independently accounted for group differen¢gstogether the multicomponent and
process-oriented measures appear to account fiioadtvariance in group differences,
and (d) there were no significant trends in impletaton across time as measured by any
of the tools, however there were significant dégferes in trends over time between groups

when using the structural measure. Implicationgdsearch and practice are discussed,



including the importance of taking a multifacetggbabach to measuring implementation

and aligning implementation measures with prograeoty.
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CHAPTER |
INTRODUCTION
Implementation
Implementation is a jack of many trades; diffidoltdefine, challenging to
measure, yet critically important to improving tteivery of evidence-based practices,
particularly in the field of education. It is anethat has been used in various literature
bases (e.g., mental health, K-12 education, edilgltood) with multiple definitions,
widely varying scope, and measurement consideratiboross these sources, fidelity of
implementation (e.g., treatment fidelity, treatmemeégrity) is the most commonly
accepted interpretation. While this term has alemof definitions, it is most commonly
used as a synonym for adherence, or a measure detiree to which a program or
intervention is delivered as intended by programesearcher design (e.g., Harn, Parisi,
& Stoolmiller, 2013; Mowbray, Holter, Teague, & Bgé, 2003; Odom et al., 2010;
O’Donnell, 2008). From a researcher perspectivs,ftitus on adherence is critical for
documenting the internal validity of the study teasure whether the obtained effect is a
function on the intervention being implemented gseeted (Mowbray et al., 2003;
O’Donnell, 2008). Other fields, such as programl@ai@on, or more recently
implementation science, conceive of implementaéism larger process that examines
service delivery (i.e., use of the program/intetiar) over time and across systems (i.e.,
scale-up), with a focus on the interactions betwteermultiple stakeholders (e.g.,
teachers, principals) whose relationships impadigyeant outcomes (Durlak & DuPre,
2008; Fixsen, Naoom, Blase, Friedman, & Wallac®2M™arn et al., 2013; Mowbray et

al., 2003).



Whether viewed from the fine (i.e., fidelity/adbece) or broad (i.e.,
systems/scale-up) perspective, the rationale tmlysg implementation — to determine
what actually occurs during program delivery — imagortant implications for
researchers, practitioners, and policy makers &ldom, Hansen et al., 2010).
Researchers have begun the important work of doetingethe efficacy of many of
these programs to promote their use in schoolsekiemwmuch is as yet unknown about
the complex variables that impact efficient and@nable implementation of these
programs in real world settings (Fixsen et al.,2@dom, 2008; Odom, Hansen et al.,
2010). Despite these unknowns, many of these pmugyeae described as evidence-based
when the only aspect of implementation that hasadlgtbeen assessed is adherence to
program protocol within the constraints of a reskatudy. This approach highlights a
problematic assumption that practices will transfenoss contexts, or that adherence to
program, which is clearly an important variable wihietermining program efficacy, is
related, or synonymous, to sustainability (Harrglet2013; O’Donnell, 2008).

Ultimately, the complex act of implementation ssiamportant to the process of
disseminating and sustaining the use of evidense¢bpractices (EBPSs) as the
development of programs themselves, yet very fewdsrds of evidence for assessing
and measuring that process are widely in use @lay., 2005). The lack of agreement
on how to define implementation, the erroneousafigbe term as a synonym for fidelity,
and the problematic assumption that measures @radbe are adequate to capture the
full range of variables that impact implementatpmse significant challenges to the field
as it works to support schools in selecting andasning the use of EBPs. While the field

has yet to develop this common definition, thergr@ving agreement that a



comprehensive model of implementation must incliwd®core mechanisms that are
discussed next: delivery (what to measure) and oneagent (when and how to measure)
(Odom, Hansen et al., 2010).

Delivery. Delivery is a key element of any definition of ireplentation.

Whether focused on an intervention, an innovatwran approach, implementation
involves the delivery of services. For the purpasiedarity, from this point on these
services will be referred to generally as a progréfhile this is a clear starting point, this
notion of delivery is complex, and typical approesiio defining and measuring
implementation often overlook the nuances involwvegrogram delivery, which include
both the content and context.

Content — What to measurePhe first element of delivery that needs to be
considered is content, or the “what” of the progrémthe field of education, this
typically involves curricular content, or instrumti on a sequence of information
designed to ensure that students learn specificepis, behaviors, skills, or strategies
(Howell & Nolet, 2000). Typical views of implemetitan assess the degree to which a
packaged set of tasks, designed by researchewsrarutum developers, are delivered as
intended. While these definitions are useful, aidyf widely accepted, they are really
only appropriate for determining whether prograriveéey adhered to a set protocol, and
the amount of the program that was delivered. Thgses of implementation measures
should more accurately be thought of as the fiegt 81 determining whether a program
is efficacious. Additional steps are needed tordeitee the active ingredients of the
program that are the underlying mechanisms of ahargher than simply examining

implementation of the full package (Durlak, 2010).



This is true for programs that are both curriculdependent (e.gReading
Mastery), as well as those that are curriculumpeaeent, and not necessarily specified
by procedure (e.g., explicit instruction, positbhehavior support). These types of
programs still contain active ingredients or caticomponents that must be delivered
and accounted for, however assessing adherencehiecklist of procedures may
overlook important delivery features for these g/péprograms, such as variables
related to how well programs are delivered or htwdents attended to different types of
instruction (Harn & Parisi, 2013; Harn et al., 200&lom et al., 2010). Recent work in
the field of implementation science has led todbeelopment of definitions that
encompass these broader views of delivery. For plaRixsen and colleagues define
implementation as “a specified set of activitiesigeed to put into practice an activity or
program of known dimensions” (2005, p. 5). Thiamsimportant step toward developing
a comprehensive model of implementation, howevelpes not address another critical
aspect to implementation delivery: contextual \alea.

Context.Program delivery is not simply a function of delivg content, but is
also impacted by contextual factors (e.g., whovee$ it, who receives it, structural and
environmental factors) (Harn et al., 2013). A coeffansive definition of implementation
must therefore also account for the contextualreatfidelivery (Odom, Hansen, et al.
2010). When delivering instruction in school sejtincontextual variables (e.g., district,
school, classroom, teacher, student) can impademmgntation and outcomes and need
to be considered (Flay, et al., 2005; Harn e28l1,3; Odom, Hansen et al., 2010).
Durlak and DuPre (2008) extend Fixsen et al.’s ®@i&finition to encompass the

context as well as the program by defining impletagon as “what a program consists



of when it is delivered in a particular setting” §89). Odom, Hansen and colleagues
(2010) take this one step further, adding, “thegpan delivered tand experiencetdy
participants” (p. 417, emphasis added). Each dfeluefinitions allows for a flexible
view of contextualized delivery, however these ldregews of implementation fail to
specify how these broader contextual variables im@ayact measurement or their impact
on outcomes.

Measurement—When and how to measureWhile it is often discussed as such,
implementation is not simple program deliveryslaiso the complex act efaluating
that delivery — a process that involves not onlgidieag the purpose of that evaluation
(e.g., Are we evaluating initial implementationsupporting schools in scaling-up a
program?), but also where the school is in thegsscand questions about when and
how to measure that delivery. Understanding thas®fs should impact what and how
implementation is measured (Flay et al. 2005). Uchsthe second element of
implementation that needs to be considered is hawullibe measured. Two dimensions
of measurement are particularly important when ictamgg implementation: time and
specific measurement approach.

Time—When to measure implementatiohhere are several time-related issues
to consider when measuring implementation. Typaggdroaches to assessing
implementation often report one overall score thaither representative of just one
assessment point, or is averaged across an etitg 3here is growing recognition that
implementation is not stable, but rather dynamicl eéhanges over time (e.g., within a

school day, over the course of a school year, tbeginning to end of an intervention)



(Chomat-Mooney et al., 2008; Harn et al., 2013; @ab al., 2010; Zvoch, 2009). This
has important implications for the way implemeratshould be measured and reported.

Implementation is a complex process, not a simgadhof establishing program
delivery (Fixsen et al., 2005; Odom, Hansen e2&l1,0). Fixsen and colleagues outline
six stages of implementation that move a programmfinitial development to sustained
use: (a) exploration, (b) installation, (c) initiaiplementation, (d) full operation, (e)
innovation, and (f) sustainability. These stagesictvwill be described fully in the next
chapter, have unique and distinct components iebtiaroughout the process of
implementation.

Clearly, time is an important variable in a pracdgs complex. Fixsen et al.
(2005) estimate that the entire implementation @secan take two to four years for a
single EBP, but there is limited research invesiiggthis process, with the majority of
efforts focusing on initial implementation. Thdselings may highlight issues with a
specific program, but it's also quite possible tirae within implementation stage is a
factor here, and that programs may have differéfates on student outcomes at different
stages of implementation (Durlak & DuPre, 2008 yFrdaal., 2005).

Approaches—How to measure implementatidrhe second measurement
element that needs to be considered in a comprieeerisw of implementation is the
actual measurement process itself, namely the type®asures and the measurement
approaches that are used to assess implementatiole discussed in more depth in the
next chapter, two recent reviews of implementalit@nature in the mental health and
education fields indicate that there are four typiemeasures that are commonly used to

assess implementation: (a) direct observationséljreport, (c) interviews, and (d)



assessment of archival records (Durlak & DuPre82@Donnell, 2008; Odom, Hansen
et al., 2010). Of these four approaches, only tivbservation assesses implementation
in action enabling observers to gather data that constterfull complexities of
program delivery (i.e., content and context), whitdly support long-term sustainability
(Flay et al, 2005).

The information that is obtained during implemdiotameasurement depends on
the theoretical framework, perspective, and measeinté approach that is used to obtain
the information. Different methodologies emphasiéterent aspects of implementation
(e.g., rich descriptions via qualitative methodsgtiency counts of specifically defined
behaviors using quantitative methods, etc.), andsm@ment tools can therefore be
tailored to highlight and capture different aspexdtsnplementation. Different
measurement approaches can also be used to agdess vime frames, from a broad
perspective on global features of classrooms athoes to discrete assessments of
classroom processes in momentary time samples. &dbbse elements has important
implications for the development of an implemematmeasurement system. For
example, issues such as construct validity, rditgpand technical aspects of
observational approaches (e.g., rater effects sarghtions, stability of indicators) are
addressed in different ways by various approacBbsihat-Mooney et al., 2008). These
measurement questions must be carefully consideraay comprehensive view of
implementation. It is only with a clearly definednstruct, and accurate, reliable and
valid measurement that the field can truly begiagsess, understand, and impact

implementation on a large scale (Odom, Hansen ,e2@l0).



Implementation as a multifaceted constructGiven the complex variables
involved in delivering and measuring implementatiibiis necessary to recognize the
multifaceted nature of this construct when develg@ comprehensive model. Several
researchers have begun work in this vein, drawiogp fthe work of Dane and Schneider
(1998) and Durlak and DuPre (2008) to describetalgttinct aspects of implementation
that can be measured individually: (a) adherermedd@sage, (c) quality, (d) participant
response, (e) program differentiation, (f) monitgrcomparison conditions, (g) program
reach, and (h) adaptation. These subcomponentspbéimentation, discussed more in
the next chapter, can be useful in considering thmrcontent and context of program
delivery, and measurement timing and approachesgaact implementation assessment
(Odom, Hansen et al., 2010). This multifaceted vadwnplementation may hold
important implications for the field of educatiagiyen the limited understandings of
which aspects of implementation are most relatestudent outcomes and sustainability
(Durlak, 2010; Webster-Stratton, Reinke, Hermamé&wvcomer, 2011).

This limited understanding stems from the assusngtiat implementation
measures of adherence in an efficacy study arteceta the transfer of effective use of
EBPs in real word settings. This assumption is thasethe supposition that a program
has been systematically studied to identify thevaatore ingredients thatustbe
included to achieve the determined effect, rathantonly studied as an integrated
package; however very few programs identified adesce-based have completed this
complex task (Durlak, 2010; Harn & Parisi, 2013yiiat al., 2013). This assumption
also presumes that these adherence measuredragsigj-term sustainability of program

use, though both Durlak (2010) and Fixsen et &l0%2 note the problematic nature of



this assumption, and discuss its role in maintgiite research to practice gap. Using a
comprehensive model that conceives of implememtatgoa complex, multifaceted
construct may provide important insight into howstecessfully transfer significant
research outcomes into sustained, effective schaséd delivery (Flay et al., 2013; Harn
et al., 2013).
Toward a Comprehensive Model

As Durlak and DuPre note, “Science cannot studgtwitcannot measure
accurately and cannot measure what it does natefgf2008, p. 342). Implementation
scientists like Fixsen and colleagues (2005), Dualad DuPre (2008), and Odom,
Hansen et al. (2010) have laid the groundworkH important process of defining and
accurately measuring implementation, yet thereushmmore work to be done. While the
field has begun to discuss implementation as aifactted construct with elements of
delivery and measurement, very few researchersamdining all of these elements in
their examinations of implementation, leaving @égap in the knowledge base as to
which implementation measures are appropriate fochvcontexts, and how different
tools relate to long-term outcomes (Flay et al030 Figure 1 offers a useful platform
for beginning this type of work, as it combines ralsdof implementation science,
measurement considerations, and multicomponentsvawnplementation to provide an
overarching framework of the delivery and measurgmemponents that must be
addressed in a comprehensive view of implementation
Statement of Purpose

With this conceptual framework in mind, this styzmpposed to examine the

implementation of established evidenced-based &ttgcy programs being fully



implemented in school settings using different eaibn and observational approaches.
By examining the implementation of an establish&® Ehis study focused on how well
teachers delivered the programs and its impacutcomes. In terms of measurement,
the three implementation approaches all involveddinect observation of the program,
however they varied in terms of their measuremppt@ach and their emphasis on the
different dimensions of implementation. These ddfé implementation tools examined
four essential aspects of implementation: (a) asfer to program theory, (b) dosage, (c)
quality, and (d) participant responsiveness. Theeat study also examined how these
aspects relate to student outcomes during thepdiation stage of implementation. This
stage was selected as the processes that makamprdgtivery more or less effective are
expected to be more salient during the full operasitage (Fixsen et al., 2005).

Given these specifications about delivery and mnegsent, the purpose of the
current study was to examine the extent to whiskructional implementation during
small group reading interventions, as measuredht@etdifferent implementation tools
(OTR, CLASS, QIDR), is associated with the academnitomes of at-risk kindergarten
students. This was addressed using two level lvieiGal linear modeling, with students
nested in groups. Patterns of implementation adnoeswere also examined using a two
level growth model, looking at time across groupe hext chapter provides a synthesis
of the implementation literature base in whichitaate the current study. This review of
the literature is followed by a chapter that dstttile methods of the current study, which
outlines both the intervention and implementatiataccollection procedures that were

used in the present study, as well as the anaygisoach. The fourth chapter provides an
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overview of the results of all analyses, while fiinal chapter concludes with a discussion

of the findings and their implications for reseaettd practice.
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CHAPTER Il
LITERATURE REVIEW

“[Research suggests] that the what, who, when, andofiimplementation need

more careful inquiry. In other words, we need maagity about which aspects of

implementation are most important for differentcauhes, how to assess each

aspect most accurately, who should provide thessacg data, when these

assessments should be done, and what ecologitatdatiould be evaluated.

Then decisions must be made about the best anafypimach to apply when

studying the relationship between implementatiot @ifferent outcomes.”

(Durlak, 2010; p. 353)
Implementation Matters

In today’s era of educational accountability, tleat of school reform efforts are
aimed at improving student learning, with a focagpooducing academic gains and long-
term outcomes. Student learning is a complex eambgrocess, impacted by multiple
social systems: family, community, school, policgl-of which exist within distinct, yet
interconnected cultural contexts (Guskey, 2000xdite this complexity, educational
institutions are being held accountable for prodgaimilar outcomes across multiple
educational systems — state, district, individealo®l, classroom, and teacher — and
multiple factors influence student learning at eatthese levels. While all of these
systems interact, and have a huge impact on stodérwmes, the majority of student
learning takes place in the classroom. Within edabsroom, teacher instruction is the
main mechanism for impacting that learning pro¢ess., Cohen & Ball, 1999; Fishman,
Marx, Best, & Tal, 2003; Garet, Porter, Desimonenan, & Yoon, 2001; Pianta &
Hamre, 2009).

Instruction varies widely, but the assumption iis tige of accountability is that

the instructional practices being invested in Wdlve a strong scientific evidence-base

behind them. This focus on identifying evidencedobgractices (EBP) has led to a flurry
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of research in the education field, with rigorotigdges being conducted to examine the
efficacy of a wide range of educational practi¢tes)ce-forth referred to as programs in
this proposal. This work is critical to the fielitpwever simply knowing whether a
program is efficacious is not enough to ensureshat practice will “translate” into
positive outcomes in the real world of schoolsckesis, and students (Coffey & Horner,
2012; Durlak, 2010; Odom, 2008). This next stepings understanding the contexts
and conditions in which these programs work, theutetions for whom these programs
are effective, and the variables that impact tHvelsy of an efficacious program, leading
to positive outcomes. This is the focus of impletagan science, and the focus of this
proposal (Harn et al., 2013; Odom, 2008).

The ways in which a program is implemented infesnits impact on outcomes.
Both effective and ineffective programs can be enptnted well or poorly; program
efficacy and implementation processes should nabbéated. A program found
effective in a research study may lead to negaésalts when implemented poorly. In
another situation, the same program may be detivesantended but result in poor or
negative student outcomes. Why might this occu®dimay be a mismatch between the
program’s research-specified student populationta@aturrent school population, or the
features identified from the research study maybecdctual active ingredients of the
program, or other contextual factors may need todmsidered in selecting an EBP that
will be effective in a specific school (i.e., matyi] ELL status). All of these issues, and
more, have been reported in studies of implemamtatnd impact obtained results
(Durlak, 2010; Fixsen et al., 2005). Without quastimplementation matters; the

challenge is determining how to support effectimplementation.
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Improvements in educational outcomes are predic#ten, on two types of
variables: intervention and implementation varial{lexsen et al., 2005). The EBP
movement has focused on identifying the efficacintérventions, however the research
examining how to effectively implement these progsas far more limited.
Implementation is indelibly linked to complex coxiigal variables (e.g., school
structures, resource allocation, teacher backgramadskills, student academic,
behavioral, and emotional needs), which are haalereasure and define than
intervention variables. As such their impact ordstit outcomes, while often recognized
and discussed, is under-investigated (Fixsen ,e2@D5; Webster-Stratton et al., 2011).
Yet understanding what program works for whom, hratncontexts, is critical for
moving beyond basic program development to theagwile implementation of
effective EBPs that lead to improved outcomes.

There is a critical need for the field of educatio attend to, define, and measure
implementation variables (Coffey & Horner, 2012;rlak, 2010; Flay et al., 2005; Harn
et al., 2013; Odom, 2008; Odom, Hansen et al., p00s is the focus of this proposal.
Toward this purpose, this chapter is broadly orgeahiaround several key ideas. After
discussing what is generally known about implemiéntaand synthesizing seminal
articles on this topic, this literature review willake the case for a multidimensional and
contextual approach to measuring implementatiosumymarizing what is known about:
a) what elements of implementation are importantlamw they relate to each other; b)
how to measure implementation (i.e., frequency,sueanent approach); and c) the

differential relationship of various aspects of lerpentation to student outcomes.

15



What Is Implementation?

Implementation, or the delivery of services inigeg context, is a complex
process. It is inherently ecological, impactedmtgiactions between multiple levels of
systems, time factors, program characteristics séakkholder variables (Durlak, 2010).
There is growing recognition of this complexity wever the lack of an agreed upon
definition and/or measurement standards persigtseRly, there have been a number of
well-cited literature reviews spanning a wide arshylisciplines and literature bases
(e.g., education, mental health, prevention scietinz provide an overview of the way
implementation is conceptualized and evaluatedsadittese varying fields (e.g., Dane &
Schneider, 1998; Durlak & DuPre, 2008; Dusenburgnigan, Falco, & Hansen, 2003;
Fixsen et al., 2005; Greenberg, Domitrovich, Grac&yZins, 2005; Greenhalgh et al.,
2005; Gresham, Gansle, Noell, Cohen, & Rosenbl@83;10dom, Hansen et al., 2010;
O’Donnell, 2008; Stith et al., 2006). Several césh reviews also advance important
theoretical models of the factors that influenaeithplementation process (Durlak &
DuPre, 2008; Fixsen et al., 2005; O’Donnell, 20@3)llectively, this literature base
offers several theoretical frameworks for definingplementation, and makes important
recommendations about the practical approachesddedupport the process and
evaluation of implementation to improve studentoutes. In this section, an overview
of three critical models of implementation will peovided, followed by a synthesis of
recommendations and findings.

Fixsen et al. (2005)In their seminal review, Fixsen and colleagues eraththe
state of the science of implementation across plalhuman services fields (i.e., mental

health, juvenile justice, education, early childd@alucation, and social, employment,
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and substance abuse services). This monogradbelasncredibly influential not only
for its thorough review, but also for its integeetiof broad system-level considerations
(i.e., top-down variables, state-level policies)ding, theory, etc.) and microsystem level
considerations (i.e., bottom up variables, progvammables, provider training and
delivery, etc.) of the variables that impact inemtion implementation (Durlak, 2010;
Odom, Cox, & Cook, 2013).

Overview of findingsFixsen et al. examined 1054 articles that focused o
implementation. Of those, 743 met study desigrecat(i.e., literature review, empirical
analysis, or meta-analysis of implementation vées)) and 377 were deemed
“significant”; only 22 were meta-analyses or stsdigat experimentally manipulated
implementation variables (p. 68-69). This reviegtttights the dearth of quality research
across multiple fields that examine the complexaldes involved with implementation,
and the lack of well-defined terms, measures, ocgulures for studying these variables.
Despite these limitations, Fixsen et al. note thaen the diversity of programs,
variables, and fields examined in this review, slymificant degree of convergence
actually provide strong support for their modelraplementation (2005).

Approach to implementationn summarizing this literature base, Fixsen and
colleagues highlight the fact that implementatibmaimy program acrosany human
service field is a complex process that is infllehby variables at multiple levels of the
organization. Fixsen et al. operate from a purpgdbeflexible view of implementation to
target the full range of programs and content bsetadied in the implementation
literature, defining it as “a specified set of aittes designed to put into practice an

activity or program of known dimensions” (20055)p. They situate this work in the
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context of the EBP movement, emphasizing the ingmae of implementation variables
in addressing the “science to service gap”. Fixamhcolleagues note the importance of
differentiating between intervention and impleméntavariables, both of which include
different processes and outcomes, when examinipg@gram. Intervention variables
include program characteristics, the active cogeadients, and effectiveness outcomes.
In contrast, implementation variables address ssueh as adherence to the program,
quality of delivery, and contextual factors thapet the delivery process.
Implementation outcomes include changes to prantti behaviors, changes to
organizational structures, and changes to reldtipaswvith participants or consumers.
Positive outcomes should only be trelypectedn cases where both intervention and
implementation variables are accurately appliedyloere, effective practices are fully
implemented. One of the key ideas discussed imtlisograph was that implementation
variables should not be assumed any more tharvertgon variables, and as such should
be measured, analyzed, and reported in reseadinds (2005; p. 4).

Implementation descriptionkixsen et al. (2005) also provide an in depth
description of the factors demonstrated to effegilementation in their review. Key
features, such as active involvement and trainingrbgram developers, and the
importance of long-term multilevel implementatiarpports (e.g., skill-based training,
coaching, staff and program evaluation) are hidjitéd as effective implementation
strategies. While much of the evidence supportiege recommendations was found in
research examples showing whaes notvork (e.g., passive provision of program
information), the consistency of these findings watable across time, domains, and

programs. Despite this consistency, these pattsasunderscore the need for high
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guality research examining implementation varialdesl their relationship with
outcomes. They noted that this gap in the resaangarticularly concerning in terms of
examining the broader organizational and systeratieariables that impact
implementation, and in looking at implementationiafles over time.

Fixsen et al. (2005) also note “the obvious,” tihgdlementation takes place in
community contexts, and detail several importambieanity variables associated with
implementation. They highlight the widely agreeddnpmportance of addressing, and
measuring, community readiness and staff buy-innAdeginning the process of
implementing a new program. Several factors arstified as important to supporting
this process (e.g., administrative supports, pasgiaff attitudes and beliefs), however
here too, their literature review returned scamdifigs of studies that empirically
examined these variables in initial implementatorvaluation.

Implementation frameworksln addition to the discussion on the charactesstic
involved in successful implementation, Fixsen aolleagues (2005) also developed
several important implementation models and frantkg/based on their review. Of
particular importance for the proposed study ae& firamework of core implementation
components, and their overview of the stages ofampntation.

Core componentsixsen et al. (2005) identify six core componerstsiecessary
for the effective implementation of EBPs: (a) stdfection, (b) preservice and inservice
training, (c) ongoing consultation and coaching,staff and program evaluation, (e)
facilitative administrative support, and (f) syseemterventions. Staff selection involves
deciding who will deliver a chosen practice, wheit qualifications will be, and how

they will be selected. Preservice and inservidaitrg involve initial professional
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development aimed at increasing staff awarenessylealge, understanding of program
theories and philosophies, and providing initiaqtice opportunities, however it should
be noted that these types of trainings are coresidier be ineffective implementation
strategies when used independently. Coaching amslidtation serves as the primary
mechanism through which practitioner behaviorssasgped and changed to support
appropriate delivery of the program. This componetgigrates “on the job” training,
practice opportunities, and support and shouldffezeml across each stage of
implementation. Staff and program evaluation dégsrithe process of assessing the use,
delivery, and outcomes of the specified prograwvaabus points in time. Administrative
support involves leadership practices that fatdithe process of implementation, such
as data-based decision making, staff organizasiod,the provision of implementation
goal-oriented supports. Closely related to admmaliste supports, systems interventions
involve the system-level strategies that providefthancial, organizational, and human
resources necessary to support practitioners igrano implementation.

These six components are highly related, andukieoes (2005) speculatively
recommend viewing them as compensatory, with wesdasin one area being addressed
by strengths in another. This compensatory proegsi$e a strength when considering
the complex nature of these integrated systems patssents a challenge in that changes
in one component or process requires adjustmenketother components as well to
ensure that effective implementation is maintaioeer time. This requires consistent
measurement and evaluation of these implementptimresses (Fixsen, Blasé, Naoom,

& Wallace, 2009; Fixsen et al., 2005).
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StagesAs was noted in the previous chapter, Fixsen afidagues found
evidence of six distinct phases in the implemeotagirocess: (a) exploration, (b)
installation, (c) initial implementation, (d) fubperation, (e) innovation, and (f)
sustainability. During the exploration phase, ki&akeholders (e.g., administrators,
district-level policy makers) identify the need Bbprogram in their setting, and begin the
process of collaborating with program purveyorg.(eesearchers) to assess the needs of
the school, the fit between the school and thenaragand to prepare the school for
installation. Program installation involves preparthe school for initial implementation,
ensuring that start up resources (e.g., staff, madgetraining provisions) are properly
allocated, so that necessary supports are avaibaloke the program is put into place.
Initial implementation is the start of program gely, while full operation is considered
underway once program delivery is fully integrateto typical practice across the
school. The innovation phase occurs when the staffes beyond basic program
delivery, and begin to adapt the program to medtsaipport contextual needs specific to
that school setting. Finally, the sustainabilityapl involves maintaining systems (e.g.,
staff training, hiring practices, funding) that ensthat the program continues to be
implemented effectively over time (2005, p. 15-1As with the core components,
Fixsen et al. suggest that these stages of impletiem are interrelated, with evidence
that early implementation processes impact latptementation outcomes, though
specific variables, such as administrative suppttt were found to be differentially
important during early phases were not necesssiglyificant or related to outcomes in
later phases. Fixsen and colleagues stress thth&ddhese stages, while distinct, should

be thought of as recursive, as different contextaabbles (e.g., high rates of staff turn-
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over) may result in programs moving from sustailiigtor full operation to initial
implementation for a period of time while staff eadng training and support (Fixsen et
al., 2009; Fixsen et al., 2005).

Both of these particular frameworks (core comptmand implementation
stages) hold important implications for issuestegldo measuring and evaluating
implementation variables. Understanding and evagavhere an organization is in the
process of implementation (i.e., stages), and wiklements of the organization are
driving that process (i.e., core components),ittcat to the process of measuring
implementation. There is limited research on trstems and processes as a whole,
given the dynamic process of implementation, howéveaking about these components
and stages as aggregate units may offer importaights when measuring
implementation.

Implications. Fixsen and colleagues (2005) have presented taewith a
comprehensive review of the current state of imgletation research, a description of
the variables that impact implementation proceasésoutcomes, an outline of effective
implementation practices, and the role of multiplganizational levels (i.e., practitioner
and broader system-level pieces) in the implemematrocess. The synthesis and
frameworks they created based on this evaluatioe heajor implications for the field,
particularly in terms of developing common languagd models as starting points for
the study of this complex topic. As such, the edata of Fixsen et al. serve as the
starting point for the proposed study. There ig@d) however, to hone in on specific

issues related to education, and to the measuraevhenplementation in specific
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educational contexts. For that, an analysis ofadditional reviews of the
implementation literature base is necessary.

O’Donnell (2008).In her 2008 review of K-12 core curriculum intertien
research, O’'Donnell analyzed quantitative studies $pecifically examined the
relationship between implementation and outcomks.f8cused on primary research
studies that examined the efficacy and effectivenés-12 curriculum interventions
across core subject areas (i.e., reading, ma#maej social studies) that could be
implemented in individual classrooms. With thigpegach, O’Donnell specifically
excluded studies that focused on the implementatiavhole-school programs (e.g.,
SWPBIS, RTI), which incorporate many of the broasigstem-level variables Fixsen et
al. (2005) described, and as such narrowed hesftucthe relationship between
implementation variables and outcomes in specifisssoom practices.

Overview of findingsO’Donnell (2008) reviewed 120 publications examgithe
implementation of K-12 core intervention prograntseve only 23 were empirical studies
that met review criteria. Five out of those 23 sadnet full inclusion criteria by
guantitatively examining the relationship betwemplementation of core curriculum
interventions and outcomes (2008; p. 37). Givéndata set, the patterns drawn from
these findings are a bit limited, however O’Donrgllws from the larger examined
literature base and provides an insightful overvig\geveral important issues related to
the measurement of implementation variables, aeid talationship to student outcomes
in educational contexts.

Approach to implementationO’Donnell (2008) approaches implementation with

a traditional focus ofidelity of implementatiorhile the definition of this term is not
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widely agreed upon (e.g., Odom, Hansen et al., 2@b@ defines it as “the
determination of how well an intervention is implemted in comparison with the
original program design during an efficacy andffeaiveness study” (2008; p. 33). Her
definition draws from a review of both the healtfdaducation fields, through which she
concludes that the majority of studies describel@mentation as a synonym for
adherence to program components. O’'Donnell notesrtiited nature of this
perspective, and encourages a more multidimensapmbach to measuring
implementation, which will be described in more thelater in the chapter. O’'Donnell
situates this work in the context of increasingiast in the development of EBPs in
education, and outlines the need for increased umeaent of implementation variables
beyond the initial research phases (efficacy),apmtopriate tools with which to do this
work.

O’Donnell (2008) focuses on implementation measer® in two specific
research contexts (i.e., efficacy and effectiversésgies), however overlooks other
implementation stages (e.qg., full operation, suasiaility; that should be examined in
implementation research (Fixsen et al., 2005). @/iis is a limitation, this approach of
examining and measuring implementation differefdgtydifferentevaluation purposes
has major implications for the field. As O’'Donnglticates, more research is needed to
examine the specific types of measures that sHmilgsed in specific contexts.

Measurement issue®.Donnell (2008) describes several measurement
considerations, though given the limited sample size broadened the review to include
studies that specifically provided recommendatiomfiow to measure implementation.

First, O’'Donnell describes the wide range of measwsed to collect implementation
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data, including surveys, self-report, interviewsd airect observation methods such as
video, audiotape, and live observation. She ndiasthese measures were used to
capture a range of implementation variables, ssddaerence to program procedures,
guality of delivery, and teacher and student resp@mess. O’'Donnell also highlights the
importance of evaluating these measures in relati@udent outcomes. In this review,
only 5 studies examined this question, however éaahd higher outcomes when
implementation was higher; the majority of theselgs used limited models to measure
this relationship.

Finally, and most importantly for the proposeddstuO’Donnell (2008) examines
the theoretical frameworks that were used to gthdemeasure of implementation. She
notes that there was a range of approaches, witlstwdies using no theoretical
frameworks, and the other three using various amres that highlighted the
measurement of contextual variables, such as teadagtation, and buy-in. While it's
difficult to generalize from such a small samples tidea of assessing the use of theory to
drive implementation measurement is important. @ial notes that program theory, or
the theoretical framework used to design the imetion, should directly impact the
implementation variables that are measured, artdhisaprocess of identifying specific
implementation criteria should be developed a ptamtervention delivery. This closely
aligns with the notion of identifying the activereangredients of EBPs discussed in
Chapter One. While this is (or should be) a critstap in the study and measurement of
EPBs, this may represent a conflation of the irgeton and implementation variables
discussed by Fixsen et al. (2005). Ideally, thiskweould be done during program

development/efficacy research, and have a limaegerhaps follow-up role (e.g., How
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does adherence to core ingredients maintain arishiéal world applications, and how
does that relate to outcomes?) in effectivenessarel and other studies focused on later
implementation stages. This is rarely done in pecadDurlak, 2010; Harn & Parisi,

2013), and as such this recommendation highligteslifficulty involved in measuring

all of the complex tasks involved in implementatiddespite these complexities, the
notion of using theory to drive the measuremenigpiiementation-specific variables
(e.g., the importance of structural vs. processedsions, level of adherence required,
importance of quality vs. dosage) is still an intpat recommendation, and one that will
be returned to later in this chapter.

Implications.O’'Donnell’'s (2008) literature review has severalitations (e.qg.,
sample size, conflating intervention and implemeatavariables), however the
following discussions are key to supporting the lenpentation of EBPs beyond the
research study: (a) the importance of program thetien developing implementation
measures, (b) the application of different measangstools to different implementation
contexts, and (c) the importance of developing iiagkted implementation measures.
O’Donnell also applies this discussion of implenagioin to classrooms specifically, and
notes the importance of considering context vagisbduch as the relationship between
teachers and curriculum. This review, however, g/highlighting important issues for
considerations when measuring implementation viasalfalls short in terms of offering
an applicable conceptual model of that processthadr it's necessary to turn to a third
important review of the literature.

Durlak & DuPre (2008). Durlak and DuPre (2008) analyzed the relationship

between implementation and outcomes across oveqb@titative studies from a wide
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range of human service fields (i.e., mentoringgrafichool programs, drug prevention,
health promotion and prevention, mental healthgyTélso conducted a secondary
analysis of both quantitative and qualitative stsdo examine the contextual factors that
affect implementation. Like Fixsen and colleagu#306), Durlak and DuPre

purposefully cast a wide net to gain insight ifte tomplex factors impacting
implementation and its measurement across the hgerarce field.

Overview of findingsin their primary analysis, Durlak and DuPre (2008)
examined the relationship between intervention em@ntation and participant outcomes
across 542 interventions. The majority of these 483) were studies that were
summarized in five meta-analyses, however theyetsmined 59 additional
guantitative studies that specifically measuresd thiationship. Data from the meta-
analyses provided strong support of the fact thh@lementation influences outcomes,
with the majority of studies indicating that progr&with higher levels of
implementation led to increased participant outcanmaplementation was found to be
one of the most important predictors of progranctontes, with stronger implementation
scores leading to mean effect sizes that wereavoree times higher than programs
with lower implementation.

In their examination of the 59 primary studiesylBk and DuPre (2008) noted
similar results, with 76% of studies reporting gnsiicant positive relationship between
implementation, and at least half of the progratt@me measures. In the remaining
studies, there often was not enough variabilityneasured implementation to detanly
relationship (i.e., implementation was consistehtih/low). Durlak and DuPre note the

consistency of these findings across a wide rafgaudies, interventions, and domains,
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indicating that implementation matters for imprayjparticipant outcomes. In their
secondary analysis, Durlak and DuPre (2008) exatramentegrated quantitative and
qualitative literature base to determine the cant@xactors found to impact
implementation processes. They analyzed 81 stuainesidentified 23 specific factors.
These factors were grouped across five ecologicaignted implementation categories
(i.e., community factors, provider characteristiogiovation characteristics, prevention
delivery system, prevention support system). Brpageaking, these factors confirm the
fact that implementation is a complex process, rtgghby multiple levels (e.qg.,
individual, organization, community), and that #es significant interaction and overlap
amongst many of these factors, making them diffitulsolate and measure. Factors
were only included if they were related to implenagion in at least five studies, and if
the findings across those studies were consistignttiae most rigorous study in that
group. More rigorous factor analysis (e.g., quatitie confirmatory factor analysis) may
be necessary to confirm these findings, howevetdBand DuPre compared these
findings to several other implementation reviews)uding Fixsen et al. (2005), and note
that there is a great deal of convergent validityss these contextual factors.

Approach to implementationrDurlak and DuPre (2008) define implementation as
“what a program consists of when it is delivere@ iparticular setting” (2008; p. 329).
They situate this review in a capacity perspectivegre capacity refers to the entire
process of diffusing effective programs from reskanto long-term sustainable practice.
They note that there are several phases to thiepsa@fter a program has been
developed and identified as effective (e.g., evigebased): (a) dissemination, whereby a

program is introduced to potential communities s&rg; (b) adoption, or the time when

28



said community decides to attempt to use the prog(e) implementation, or how well
the program is delivered over a set “trial perioakig (d) sustainability, or the program’s
long term maintenance. While these phases have swvenkap with the Fixsen et al.
(2005) stages of implementation, this isolatiomngblementation as an individual
component of the broader process of diffusion igue Durlak and DuPre also use this
view of implementation as a unique stage withindifision process to isolate specific
measureable variables that can be independentlyated. These variables hold
important measurement implications for the fiela @s such are discussed in detail
below.

Aspects of implementatioDurlak and DuPre (2008) also emphasize the
challenges related to measuring implementationahsgé out of the lack of clear terms or
consensus around definitions. As such, they proardm depth overview of the
multicomponent aspects of implementation that aferred to throughout the literature,
drawing on the work of Dane and Schneider (1998),iategrating additional
components based on their own reviews of the titeea Durlak and DuPre note that
some of these components can have slightly differesanings depending on context,
but they contend that these eight aspects of imgheation (i.e., adherence, dosage,
guality, participant responsiveness, program difi@ation, monitoring control
conditions, program reach, adaptation) capturdtbad range of variables that
researchers generally focus on examining whenniegsure implementation. (1)
Adherence, also known as fidelity to treatmenttegrity, refers to the extent to which a
program is implemented as intended. (2) Dosagquantity, addresses the amount of

the prescribed program that is delivered. (3) Quadifers not to program content, but to
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how well it is implemented, which can encompasssuess of implementation clarity or
correctness, perceived effectiveness, or moretqtiag variables such teacher
enthusiasm, or emotional connection to studertsPérticipant responsiveness measures
the degree to which participants respond to théampntation of the program (e.g.,
teacher enthusiasm for an intervention, studeriggaation or progress). (5) Program
differentiation refers to the extent to which thgical components of the program (e.qg.,
theoretical framework, specific practices) can masured as unique and distinguishable
from comparison programs (Dane & Schneider, 1998|dk & DuPre, 2008;

O’Donnell, 2008). (6) Monitoring control or compson conditions refers to the
comparison of treatment and control groups in &rteto measure program effects. (7)
Program reach describes the rates of participationss populations of participants, and
the scope of the program during delivery. (8) Adéph is a highly contentious aspect of
implementation, and refers to changes made tofge@rograms during actual delivery
(Durlak & DuPre, 2008; Odom, Hansen et al., 20k®larifying this view of
implementation as a broad, multifaceted constiDat)ak and DuPre provide a critically
important model for researchers interested in nraagthese related, but distinguishable
components of implementation.

Measurement applicationBurlak and DuPre evaluated which aspects of
implementation were measured across this literdiase, how those aspects were
assessed, and each aspect’s relationship to outc@werwhelmingly, these studies
measured individual aspects of implementation @1), though 15 studies did examine
two aspects, and three studies examined three fidality, dosage, adaptation). With the

exception of two studies that examined only prograath, all studies examined
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structural dimensions of implementation (i.e., aghee, dosage), and very few studies
included other aspects, with six including a measirquality, four examining reach, and
three including adaptation. These aspects of impigation were measured primarily
through self-reports or direct observation, andievbiurlak and DuPre note that direct
observation is more likely to be linked to outcorntégy also highlight the fact that any
check of aspects of implementation during prografvery can be useful in identifying
areas of concern. All but one study had separatsumnes for each aspect of
implementation that was evaluated, though sevéaudies had multiple measures of
specific aspects.

Finally, the majority of studies, including thed¢l that measured adaptation,
found significant positive relationships with theasured aspects of implementation and
outcomes. While this is a clear indication of thetfthat implementation impacts
outcomes, this review also identified other impotrtements of the implementation
process. Durlak and DuPre (2008) found significsamtability in implementation levels
across studies, with common ranges of 20 — 40 pertley also found a wide range of
implementation levels that were associated withtpesoutcomes, with most studies
reporting positive results when implementation lsweere between 60-80%, and very
few studies reaching levels higher than 80 perdaatlak and DuPre, while emphasizing
the fact that these studies provide clear empigealence that implementation level
affects outcomes, also discuss this implementatoiability as an important
contribution to the “fidelity versus adaptation”dge. They note that this finding
provides evidence of the fact adherence and adap#in co-occur in real world settings,

and that both may be necessary to measure andrsuppo
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Implications. Durlak and DuPre’s (2008) model of implementatisraa
overarching construct with related but distinctsuhponents, and the measurement
approach described above provides a powerful toahiplementation researchers. This
approach bridges many complex factors across thedlimplementation literature base,
and has implications for the development of a cleaasurement process that can be
applied across multiple studies and implementédtiammeworks. Their review provides
important support for the conclusion that implena¢ioh does matter, however, as they
note in their discussion, there are still many wwaered questions and considerations that
need to be empirically examined. Many of the goestoutlined in their conclusion are
incorporated into the proposed study, such asgb@nmendation that researchers
examine: (a) multiple aspects of implementatioreiation to program outcomes; (b) the
role of time; and (c) stage of implementation. Séwill be described in detail later in
this chapter, with additional information from otts®urces, however it is important to
acknowledge their root in this seminal review.

Assessing Implementation: Measurement in a Context

The implementation literature base highlights ¢hmaderlying features to
consider when measuring implementation: (a) it ioipautcomes, (b) it is a complex
process impacted by contextual variables, and (eguires a nuanced measurement and
evaluation approach to truly understand its raieother words, implementation is not
simply program delivery, and cannot be measuresliels. It involves what is delivered,
as well as how it delivered, by whom, to whom, &l ws when, where, and why a
program is delivered. It also involves the broagletems that support that delivery

process, and actual student and practitioner regptanprogram delivery. Each of these
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components may need to be measured to truly uraerginplementation, and how it
links to outcomes. This points to the need to cphgdize the process of assessing
implementation as measurement in a context.

This concept of measurement in a context entaitsnaprehensive and systematic
approach to identifying the variables involvednmpiementation, and determining which
variables should be measured at a given implementpoint. As O’Donnell (2008)
highlighted, the critical variables during effica@search (e.g., program theory,
adherence to program structure) may be very diffdrem those involved during
dissemination or scale-up (e.g., adaptation, teehm@issistance or training). Durlak and
DuPre (2008) and Fixsen and colleagues (2005)redothat implementation involves
multiple components and factors at any point irettmroughout the process. Measuring
implementation must therefore involve measuringtiplél aspects of the implementation
process at different times. This requires a viewrgdlementation as a multifaceted
construct.

Considering implementation as a multifaceted conatct. As Dane and
Schneider (2005), Durlak and DuPre (2008), O’'Doh{2£108) and others have
highlighted, implementation is a broad and multtac construct with as many as eight
subcomponents or aspects. While some of thesetasfamplementation have a robust
body of research behind them (i.e., dosage, adbe)eothers have received limited
attention (i.e., participant responsiveness, progiéferentiation) and there is growing
recognition that these aspects of implementati@d e be studied concurrently, to
determine their interactions as part of the broadestruct of implementation, and their

relationship with intervention outcomes (Durlak &PBre, 2008).
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Drawing from the public health field, Mowbray, Hel, Teague, and Bybee
(2003) recommended that implementation variablesopsidered across two broad
dimensions: structure and process. Structural blesarelate to the quantity of the
specific program, while process variables relatinéoquality of the implementation
(Mowbray et al., 2003; O’'Donnell, 2008; Power et 2005). Structural aspects of
implementation involve the specific framework feogram delivery, and as such
includes measures that target hmanyof the structural components of a program are
implemented (e.g., how much of the program or aunt&as implemented). O’'Donnell
(2008) categorized dosage and adherence as salaspects of implementation.
Process-oriented aspects of implementation, ootther hand, involve the way services
are delivered, and therefore include measureswiiell the instructional program is
implemented (e.g., how was the delivery proces¥)onell categorized quality of
delivery and program differentiation as proces®atgpof implementation. Participant
responsiveness contains elements of both processtauctural aspects of
implementation.

Durlak and DuPre’s (2008) additional subcomponehimplementation have not
been explored in this vein, however speculatividlgse aspects fit these same
dimensions. Program reach is related to measuomguarious programs target specific
populations, and therefore assesses implementatomess. Monitoring comparisons
involves assessing the ways services are delivereahtrast to typical or control
programs, and as such is a structural element.tAdap, like participant responsiveness,
seems to contain both structural and process edeziements as teachers may make

changes to both the structural (e.g., amount afunson, modifications to activities or
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procedures) and process (e.g., student responsatirlanguage or enthusiasm)
components of a program.

Measurement applicationdn education we have typically focused on either th
structural or process dimensions, and often exaomheadherence. In a recent review of
the school psychology literature base, Sanettit€syiand Dobey (2011) found that only
about half of studies reviewed over thirteen y@ackided an implementation measure,
and that almost all focused solely on structurpkats. Durlak and DuPre’s (2008)
findings mirror this, where the majority of studiesluded in their review took a
unidimensional approach to implementation, and atrath focused on structural aspects
of implementation. O’Donnell (2008) found that inded studies used a unidimensional
measure of implementation, however she found & Ispiween studies that measured
process and structural dimensions. Despite thesteti approaches, several other
researchers have echoed O’Donnell’s (2008) recordatem to examine
implementation as a multifaceted construct (e.grnHet al., 2013, Odom et al., 2010;
Power et al., 2005; Webster-Stratton et al., 20ILh)s next section will review studies
that have examined the relation of different aspetimplementation to each other.
Later, a review of the few studies that have alsmened how various aspects of
implementation relate to student outcomes will twsjuled.

Examining the relationships between various aspefcisiplementatiorkKnoche,
Sheriden, Edwards, and Osborn (2010) examinedftbet® of teacher training on
multiple aspects of implementation in the delivefyan early childhood intervention that
targeted school readiness. Knoche et al. examhreecketationships between adherence,

dosage, quality, and both structural and proceiesv®d aspects of participant
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responsiveness, while also comparing treatmentanttol groups in an effort to
examine program differentiation. Results indicatest quality and adherence were
generally highly correlated, though these authtress that each measure contributed
unique information to the overall picture of implemtation obtained in the study. Quality
was also found to be significantly related to desaond to the process-oriented measure
of responsiveness, though only with the teachemsidered as having more training.
Adherence, on the other hand, was found to befgigntly associated with structural
elements of responsiveness. Knoche et al. offerapproach up as a model for the
examination of structural and process elementmpfamentation, noting the
comprehensive and complex insight they gainedtimtdntervention and implementation
process by taking this multifaceted approach.

Domitrovich, Gest, Jones, Gill and Sanford DeRe(2010) also examined
multiple aspects of implementation in their studlya@omprehensive preschool
curriculum in Head Start classrooms. Domitroviclaleincluded measures of dosage and
adherence, as well as measures of child engagandneachers’ abilities to generalize
curricular content outside of the scripted inteti@n which they considered to be
important components of quality of delivery. Whiteese authors did not address the
relationships between these aspects directly in shady, they note that their measures
of adherence and child engagement were stronghgleded. These authors note that this
should not be interpreted as a conflation of omestract, highlighting the difference
between teachers’ adherence to intervention protabstudent’s engagement with the
materials. They speculate that this relationshiyg beadue more to the nature of the

intervention’s active core ingredients, which sfieally aimed to maximize engagement.
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In their study of the yearlong implementation afcanprehensive integrated
preschool curriculum, Odom et al. (2010) examirredrelationships of a structural
(dosage), process (quality), and multicomponenihmasite) measure of implementation.
They found strong, significant correlations betwdemean ratings of each aspect of
implementation within and across curricular areag.( math, literacy, social skills).
These associations were always higher betweergalaindimension and the
multicomponent measure (e.g., literacy quality kiedacy multi-composite), as the
multicomponent measure was a composite, but teagitn of these associations was
high and strong across the board.

Interestingly, Hamre et al. (2010) found no assa@n between multiple
measures of dosage, adherence, and quality asgectplementation in their study of a
supplemental literacy and language developmenictilmm. This was true even when
examining multiple measures of the same aspectrélatral. examined two dosage
measures, one that relied on teacher self-repwdtpae that relied on direct observation,
and found very weak associations between the s same pattern was found
between two distinct measures of quality, one tdw@eted teacher’s language modeling,
and one that targeted literacy focus. These authaygest that these findings indicate
that these measures clearly capture unique aspiettis broader implementation process.

Collectively, this small but important researclsdaemonstrates the range and
variability in how different types of implementatianeasures relate to one another, and
makes a strong case for the need to examine impkatnen as a multifaceted construct
(Durlak, 2010). Despite the sometimes contradictmgings presented in these articles,

all stress the importance of including multifaceteelasures of implementation as well as
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the need for further research (Durlak, 2010; Dudall DuPre, 2008; Harn et al., 2013,
Odom et al., 2010; O’'Donnell, 2008).
Measurement Considerations

Given the important role of measurement in undeding implementation and its
relationship to program outcomes, the proposedysturds to address this gap by
focusing on the following measurement considerati¢a) what to measure (e.g., which
aspects or dimensions of implementation are impofta a given implementation
evaluation); (b) when to measure it (e.g., stagenpfementation, stage of research, as
well as frequency); and (c) how to measure it (@lgservation approach, types of
measures). Each of these measurement consideratilbbge discussed next.
Specifically, this section will first examine detiny variables (i.e., what to measure). This
will be followed by a review of a technical obsdiga measurement guide (Chomat-
Mooney, 2008) with important implications for tremaining two measurement
considerations, including relating implementatioroitcomes.

What to measure.In their initial discussion of a multidimensiona¢w of
implementation, Dane and Schneider (1998) recomrtieatdesearchers include all five
of their aspects of implementation, when appropriBurlak and DuPre (2008), in
extending the number of aspects to eight, arepgesscriptive, but do recommend that
researchers analyze multiple aspects dependinigeotontext of a given study. The
examples of a multifaceted approach cited in tlewipus section highlight examples of
researchers engaging in this process, as all ohttheded studies measured more than
one aspect of implementation (Domitrovich et a&1@, Knoche et al., 2010). While this

is certainly an improvement over the typical unidimional measurement approach (e.g.,
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Durlak & DuPre, 2008; O’Donnell, 2008; Sanetti f 2011), these examples also
highlight the fact that measuring all eight aspettsnplementation may not be practical,
or even possible when one considers issues ofezflig, and the resources and measures
available. This then raises the question of whispects to include, and how to make that
decision.

Deciding which aspects of implementation to meassithe starting point in this
process, and these decisions should be made g pased on thoughtful considerations
of the program and research context. Researcheutdsstart with a firm understanding
of the underlying mechanisms of the program, aedspiecific delivery context, and then
use that to drive the development of their impletagon measurement framework (e.g.,
which aspects of implementation to include, and wWioyv to measure those aspects)
(O’Donnell, 2008; Mowbray et al., 2003). This inves examining specific delivery
variables (i.e., program content, program contiEgt) a measurement perspective, as
these variables have important implications for tigheuld be measured. Specifically,
program content should be examined to determinewtontent variables are actually
leading to intended changes in student outcomesn lermeasurement perspective, this
involves considering the program’s (a) active imggats, (b) adaptability, and (c)
program theory. Program context should be exantioel@termine the role of variables
in the context of delivery that contribute to thesene change$here are many
important contextual variables that impact impletagan (e.g., community context,
organizational capacity, structural support sysjelmswever given the proposed study’s
focus on classroom implementation, only contextaetiors related to teacher variables

and program-context alignment will be examinedeptt for the purposes of this study.
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Each of these content and contextual variableshgilliscussed from a measurement
perspective next.

Content considerationsl'ypical approaches to measuring implementatiomofte
focus on monitoring the delivery of program contenénsure that a program is delivered
as intended by program developers (i.e., adherembe is most often done for
“curriculum-dependent” programs with a packagegsecand sequence of procedures
and activities (e.gReading Masteny though program content can also be monitored for
“curriculum independent” programs that are indegernaf a set curricular area, topic, or
packaged program (e.g., explicit instruction). Whitese basic content measures provide
information about teachers’ adherence to spedéments of programs, this limited
approach to measuring content does not always rEaghte more nuanced content
variables that impact a program’s implementation.

Active ingredientdlt is often assumed that programs and practicdsatiea
considered evidence-based have been empiricallyieea to determine the components
that function as the change mechanisms in thevegion. This assumption applies to
both “curriculum-dependent” and “curriculum-indepent” programs, though the
common inclusion of adherence measures in curmetdependent programs may
provide a misplaced sense that active ingrediget&@own. In the context of measuring
implementation, both these types of programs shbeldvaluated comprehensively to
determine the actual change mechanisms that suharttervention’s ability to
positively impact student outcomes. This requihesunderstanding, amdeasurement

of a program’s active ingredients (Durlak, 2010riH& Parisi, 2013; Harn et al., 2013).
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This work involves systematically analyzing whmdmponents of an intervention
are critical to achieve the determined effect, el as the dosage and duration required,
and delivery features that support effective immatation (e.g., Do all activities and
procedures need to be completed? For the entisenived time? What teacher variables
and behaviors are important for delivery? Do albents need to receive the same
program components, or do different groups haveraiht needs?) (Durlak, 2010; Harn
& Parisi, 2013; Harn et al., 2013). The majorityimterventions are developed as
packaged programs based on researchers’ integitibeory, research, and practice
into a range of activities and procedures (Haral.eR013). Efficacy studies that examine
these programs typically focus on the interventisran integrated package, and their
evidence-base is predicated on the delivery ofutgackage under ideal research
conditions. There is little evidence that the tgbeomponent analysis required to
effectively identify active ingredients has beendawocted for the majority of programs
touted as evidence-based (Durlak, 2010; Harn &PR&013; Harn et al., 2013).

In addition to considering the active ingredienite. program, researchers should
also consider program theory, or the interventiamderlying theoretical framework,
when measuring implementation (Mowbray et al., 2@315). Active ingredients
should be based on this theory, however the undegrtheory of action may involve
much more complex, nebulous processes (Harn é&(dl3; Mowbray et al., 2003).
Implementation measures should therefore be basedctear understanding of program
theory, as adherence to the theoretical underpysmoh an intervention is what should be
assumed to drive student outcomes, rather tharreateeto basic procedures or

activities. These may be highly related, however ihinot always the case, particularly
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with more complex interventions such as curriculmeiependent programs (e.g., explicit
instruction, SWPBIS), or programs that involve piteaner decision-making, adaptations
based on contextual variations, or interventioas$ thust be individualized for
participants with a wide range of varying needs alpitities (Mowbray et al., 2003; p.
326).

Fixsen and colleagues (2005) highlighted the irtgordistinction between
intervention and implementation variables. The wafridentifying active ingredients
and program theory focuses on intervention vargabl@is work should ideally be
conducted during efficacy trials, as these varmbBleould be clearly identified to guide
implementation research and identify which aspetisplementation are important for
a given program (e.g., Which variables must be sath®? Where is there room for
adaptation?) (Fixsen et al., 2005; Durlak, 2013)tlAs is rarely the case, however, many
researchers are beginning to acknowledge implerienteesearch as a platform for
evaluating these active ingredients systematicalya key factor in determining the
effectiveness of implementing various EBPs in “realld” settings (Fixsen et al., 2005;
Flay et al., 2005; Harn et al., 2013). As suclhé active ingredients and/or program
theory for a given program have not been systealaticentified, comprehensive
component analyses that include a full or wide eanigmplementation measures (e.g.,
all aspects of implementation) may be warranted.

Adaptation.Durlak (2010) also notes the important role of\aetngredients in
understanding program adaptation. Adherence anutattzn are often viewed as polar
opposites, particularly by researchers focusednct adherence to program components

for the purpose of documenting internal validityetYn their review of teachers’
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adherence to curriculum guides for substance gimesention programs, Ringwalt et al.
(2003) found widespread use of adaptation, anddntbia “some measure of adaptation
is inevitable and that for curriculum developer®ppose it categorically, even for the
best of conceptual or empirical reasons, would apfmebe futile.” (2003; p. 387).
Fixsen and colleagues (2005) challenge the nohiahadaptation is inevitable, noting
that when strong adherence to program’s activesttignts is the goal, flexibility around
other procedures is acceptable, but should nobbsidered as adaptation as the
program’s core components remain the same. DuddkDaiPre (2008), on the other
hand, found that both adherence and adaptatiorct@spemplementation could be
positively related to participant outcomes, depegdin context. These authors note that
some clearly scripted and highly prescribed programy inherently support stronger
adherence, while other less standardized or clunzundependent programs may not.
Webster-Stratton et al. (2011) provide an inténgstxample of how adherence
and adaptation aspects of implementation can legnated into program development.
They note that their evidence-based classroom neaneugt intervention the Incredible
Years (1Y) is flexible and principle-driven, rathitian a fixed-dosage or curriculum-
driven program (Webster-Stratton et al., 2011;132)5This allows coaches and
professional developers to provide contextualizesiponsive training that supports
teachers in implementing the 1Y program to mat@irtbontext. Webster-Stratton and
colleagues identify core components (i.e., actiggedients) that are required during all
trainings, however they also note that program ammepts such as pacing, dosage, level
of support, examples, number of activities, anafca opportunities may be adjusted for

different teachers and contexts. Supplemental mdgeand additional trainings are also
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available for teachers working with culturally adnejuistically diverse children and
families, students with particularly challengindhbgior, and for parent supports. This
has huge implications for the long-term sustainigtaf this EBP, though there is limited
discussion of how or when to measure these budtaptations, or how they should be
related to overall decisions around the impleméamagtrocess.

While the “fidelity versus adaptation” debate offats researchers squarely in the
fidelity camp, this more nuanced view of activergajents emphasizes the components
of a program that must be adhered to while leaxaogn for practitioners to adapt
programs to make them more contextually and culyuralevant to their settings and
student populations. When active ingredients agarbl identified and tied to
implementation measures, researchers, teacheensaprofessional developers, and
coaches can support teachers in this processy thdnejust insisting that de-
contextualized intervention packages be implemewiddstrict adherence (Durlak,
2010; Durlak & DuPre, 2008; Harn et al., 2013).Btite adherence and adaptation
aspects of implementation must be accurately medshowever, to ensure that their
influence on the implementation process is acclyratederstood.

Context considerationdMultiple reviews of implementation research hightig
the importance of contextual variables on the irm@etation process, and situate
analysis of these variables in an ecological fraorévi.e., Durlak & DuPre, 2008;
Fixsen et al., 2005; Greenhalgh et al., 2005; &tithl., 2006). A full review of these
variables is beyond the scope of this paper (se@b& DuPre, 2008 and Fixsen et al.,
2005 for comprehensive discussions of ecologiaabfa), however several of these

contextual factors (e.g., organizational capadigye been regularly found to relate to
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outcomes, and should be considered in implementatigearch. Given this study’s focus
on classroom-level instructional implementatiorwhbwer, only those contextual factors
related to teacher quality and program fit willdiecussed from a measurement
perspective.

Teacher qualityTeachers, as the leaders of classrooms, have arhpget on
classroom contexts. Several lines of research @aamined basic teacher characteristics,
such as teacher education, experience, and cratdemihile some studies have found
limited associations between teacher educatiorckEsdroom quality, the literature base
on these teacher characteristics should be coesigguivocal at best, with recent
studies indicating few if any systematic assocretibetween teacher education,
classroom quality, and student outcomes (La Paab,e2009; Lieber et al., 2009). Other
more nuanced teacher characteristics, such asateaithudes and beliefs, also impact
classroom contexts. These types of characteristice more difficult to measure, have
also been linked to the quality of teachers’ impdatation of specific practices (e.g.,
Bambara, Nonnemacher, & Kern, 2009; Klingner, AhwRitonieta & Menendez, 2003;
Lieber et al., 2009). While these teacher charesties are often not examined directly in
terms of associations with student outcomes, tisaneédespread agreement in the field
that teacher-level variables are key factors teo®mr when looking to improve student-
level outcomes, as teachers “mediate all relatigsshithin instruction,” (Cohen & Ball,
1999, p. 10; Fishman, Marx, Best, & Tal, 2003; GaPerter, Desimone, Birman, &
Yoon, 2001).

Teachers may have an impact on the implementptiocess that extends or

inhibits the actual program’s reach. From a measarg perspective then, it is important
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to understand the extent to which teachers inflaemplementation. Durlak (2010)
emphasizes this point, problematizing the assumjkiat program implementation
occurs outside of the context of a teacher’s gtiitprovide effective instruction (p.
354). This underscores the importance of geneaahter competency, and teacher
effectiveness variables (e.g., behavior managesiglig, organizational skills, clarity of
presentation, modeling, feedback processes, rekdtips with participants) that exist
externally to a specific program. Decades of redeaupports the importance of these
variables (e.g., Brophy & Good, 1986phen & Ball, 1999; Fishman et al., 20@G&age
& Needels, 1989; Rosenshine, 1997; Simonsen, FaidydBriesch, Myers, & Sugai,
2008), and Durlak notes that implementation reseshould also account for the way
overall teacher quality impacts the implementatbepecific programs, and student
outcomes.

Domitrovich et al. (2010) and Hamre et al. (20tddk alternative approaches to
addressing this question in their examinationsefrelationships between
implementation variables and student outcomes. Dowich et al. included a general
measure of teaching quality (i.e., positive climaensitivity, behavior management) as a
control, whereas Hamre et al. carefully incorpataspects of general teaching quality
into their measure of implementation. Hamre anteegues found that this measure was
related to student outcomes, indicating that oVésather quality played an important
part in implementation quality. Domitrovich et &dund that the teaching quality control
variable did diminish the association between imq@etation and student outcomes, but

only on one measure (child aggression).
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While these studies indicate that overall teacjuadity does impact
implementation, Domitrovich et al. (2010) highlighe fact that program implementation
was still associated with the majority of studemtcomes, even when teacher quality was
controlled. In other words, student gains were ddpat on effective implementation,
rather than teacher quality alone. This has importaplications, and offers strong
support for the need to approach and measure ingoltion as a multifaceted construct.
This finding may be particularly important in ligbt the fact that the preschool program
in question was rooted in an explicit instructioamiework. Domitrovich and colleagues
note that critics of explicit instruction in eadhildhood settings often speculate that
explicit instruction in early childhood contextsusnecessary when quality instruction is
in place, but these findings indicate that othegpam variables, and their effective
implementation (e.g., adherence to program theodyagtive ingredients) clearly
impacted student outcomes. Future studies shoalohiee the relationships of these
aspects of implementation and other measures df¢e&ffectiveness.

Program fit.Moving beyond individual teachers’ skills to a bdeaecological
level involves examining the ways teacher, classr,cend school variables align with the
fit of specific programs. Each school context igque, and the alignment between a
program and a contextual environment can play gargin the implementation process
(Durlak, 2010; Fixsen et al., 2005; Harn et al120 There are several questions that
may indicate whether a program and a school cofiteatch.” For instance, does the
school have the organizational resources neededpiement the program? Does the
program align with other instructional approachssdiin the school? Does it match

teachers’ educational philosophies? Do teacherthegarogram as important for their
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students? Do teachers feel equipped and empowegstbpt and deliver the program?
These types of questions highlight contextual Vées related to school and teacher buy-
in, and while these measures of contextual fivvadely recognized as important for the
implementation process, there are few studiesetkaatnine how to achieve this fit, or
what its actual relationship is with later implertegion outcomes (Fixsen et al., 2005).

Fixsen and colleagues (2005) recommend measusobaol’'s “readiness” for
program implementation as a way to assess thiextal fit and teacher buy-in. This
includes school-level variables, such as a schaotjanizational readiness to support
program implementation (e.qg., training, leadershegpurces, work climate) as well as
teacher-level variables (e.g., attitudes and lehdbut program, school, professional
abilities, student needs). While there is limitedpérical evidence about the relationship
between these variables and implementation prosedse are some initial studies that
indicate that these types of variables are pradicif implementation outcomes. For
instance, in a qualitative study of contextual dasthat impacted teachers’ high or low
implementation of an integrated preschool currioyllieber et al. (2009) found that
while broader school factors (e.g., training, adell&tionships, classroom processes)
impacted implementation, teacher attitudes ancfse(e.g., motivation, belief in
program philosophies) were most influential on vieetteachers were high or low
implementers.

Content and context implication€ollectively, the body of research discussed
above suggests that education researchers neacefally considewhatto measure in
implementation research, andhy. Table 1 provides an overview of these questions.

These considerations should include multiple aspaatl dimension of implementation,
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contextual variables that may interact with diffgraspects of implementation, as well as
careful attention to program theory, and its relaghip with adaptation and active
ingredients. This work must also include considerst of when to measure all of these
variables, as well as how to measure them. Foyahigview of an important
methodological practice guide developed by Chomatiky and colleagues (2008) is
warranted, as it provides insight into the many sneament issues to be discussed in the
remainder of this section.

Chomat-Mooney et al. (2008)In a recent examination of the available tools,
measurement approaches, and methodological isssesiated with conducting
classroom observations, Chomat-Mooney and collea@@®08) conducted a series of
analyses of extant data sets from several largsrdam observation studies. These
analyses, while focused specifically on measuriagstoom quality through direct
observation, hold important implications for measgiimplementation. Direct
observation, while resource-intensive, providesaeshers with real time information
about the multiple variables that impact prograrivdey (e.g., program content/active
ingredients, teacher quality, classroom or schettirgys), rather than relying on the
student or teacher estimates found in questionoaiself-report data (Chomat-Mooney
et al., 2008; Odom, Hansen et al., 2010; Smolko&skiunn, 2012). This flexibility is a
tremendous asset when measuring implementationghra multifaceted approach, as
researchers can determine what to measure, andtraervers to code a wide range of
variables accordingly (e.g., multiple aspects gblementation, program content

considerations, program context considerations).
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Table 1
Research Considerations: What to Measure

Key Questions

Multifaceted Considerations
Which aspects of implementation are important tasaee for a given
implementation context?

o How do these aspects relate to each other?

o How do these aspects relate to student outcomes?

Content Considerations
Have the active ingredients been empirically exaaiand identified?

o Which components of the program are critical toeotthe desired

effect?

o What is the dosage, duration, quality of deliveegessary to achieve

that result?
Which aspects of implementation reflect the progsaimeory of change?

o Do measures capture more than just adherenceitograsedure?
Which components of the program must be adhereahtbwhich can be
adapted to support contextual differences, whileagthieving same results?

o Which variables (e.g., pacing, dosage, scaffoldmggtice

opportunities) can be adjusted?
Context Considerations
Where is the school in the implementation process?

o Which stage of implementation best defines theeturcontext?
How well does the program align or “fit” the schaointext?

o Does the school have the organizational resouacesglement the

program?

o Does the program align with other instructionalragghes used in the

school?

o Does it match teachers’ educational philosophies?

Are there teacher variables beyond the progranmntiagtimpact student
outcomes?

o How do teacher attitudes and beliefs (e.g., mabwatttitudes about

professional abilities or student needs, buy-irpact implementation?

o How do general levels of teacher quality impacigpam

implementation?

Key Citations

Dane & Schneider, 1998; Domitrovich et al., 201QyIBk, 2010; Durlak & DuPre,
2008; Fixsen et al., 2005; Hamre et al., 2010; Hara., 2013; Mowbray et al., 2003;
O’Donnell, 2008; Webster-Stratton et al., 2011

Specifically, Chomat-Mooney et al. (2008) examictssroom observation data

from five studies that collectively included data@ver 1900 classrooms, the majority of
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which were % or 5" grade classrooms, though one study included arahg® -12"

grade classrooms. Observation strategies werg faorisistent across these studies, with
each study using global ratings of classroom peE®sand/or time sampling of specific
operationalized behaviors to measure implementa@wobal ratings involve training
observers to code classroom processes such asctital delivery, teacher-student
interactions, and classroom management (i.e. ucsbnal implementation) on a Likert-
like rating scale to come up with a global measifrnenplementation quality. Time
sampling involves training observers to note tiegfiency of discrete, observable
instructional behaviors in which a teacher or stigmgages. While Chomat-Mooney
and colleagues include a review of multiple clagsr@bservation tools, the studies they
included in their analyses used either the ClagsrAssessment Scoring System
(CLASS,; Pianta, La Paro, & Hamre, 2008) or the §lasm Observation System-Third
Grade (COS-3, NICHD ECCRN, 2002) or -Fifth Grad®& 5; NICHD ECCRN,

2004). All three measures are built on the CLASS®loom quality framework, which is
based on developmental theory and holds that ictieres between teachers and students
drive student learning (Chomat-Mooney, 2008). ThASS is a global measure,
whereas the COS-3 and COS-5 include both globatiaresampling measures.
Chomat-Mooney et al. (2008) used data from thas#ies to examine a number of
important technical and psychometric issues reggrdiassroom observation processes.
For the purposes of the proposed study, howevesrtlieir examination of the differences
between measurement approaches (i.e., time-samploigal ratings) and how they

relate to student outcomes, and timing consideratibat are of particular importance.
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Relationship between measurement approachesheir correlational analysis
examining the shared variance between differensoreanent approaches (e.g., time-
sampling, global ratings) Chomat-Mooney and colleesy(2008) found few associations
between time-sampling observations of instructigdima¢ and global measures of
classroom quality. In an additional analysis, ChbMaoney et al. also examined the
relationship between global ratings of classroomliguand time-sampled teacher
behaviors to determine the convergence betweep th@sconstructs. Interestingly, here
again there were very few associations betweetwbeypes of measurement
approaches, indicating that while these approatargst similar constructs (e.g., quality
of instruction, instructional behaviors), these mweament approaches capture different
aspects of classroom processes.

Relationship between measurement approaches andamues.In addition to
examining the relationships between types of oladeEm measures, Chomat-Mooney et
al. (2008) also examined how well these measureagmbaches predicted student
outcomes. They found that these approaches wemnhotssociated with different
elements of classroom instruction, but that theyevedso differentially related to student
outcomes. Global ratings of classroom quality wgeerally related to student
outcomes, with higher ratings of quality being @sst®d with lower rates of problem
behavior, and higher ratings on specific classroogasures being associated with
specific academic gains (e.g., higher rates of ypcbdity and teacher sensitivity were
associated with higher reading scores). Some spdaife-sampled teacher behaviors
(e.q., teaching basic skills, teaching analysiefifice, disciplinary behaviors, attending

to student) were predictive of academic and bemalvautcomes, but the strength and
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frequency of these associations was less than tbasd with the global ratings.
Collectively, these multiple regression analysescate that while both types of
observation approaches were predictive of studattomes, global ratings were more
consistently predictive of academic and behaviowtomes for students than time-
sampling measures of teacher behaviors.

Accounting for varianceln an additional set of analyses, Chomat-Mooney/.et
(2008) used a multilevel model to examine the sesiaf variance across the two
different observation approaches. Specificallyytb@nstructed their data set to examine
observations nested within teachers, teachersthestiein raters, and raters nested
within school sites. Both time-sampling and glotmeasures had significant rater-level
variance, with only 1-7% of the explained variabegng attributed to the rater on the
time-sampling measure, and 4-14% of the explairse@drce being attributed to the rater
on the global measure. While this smaller obsestfexct indicates greater reliability for
the time-sampling measures, Chomat-Mooney et sb. mbte that the majority of
variance in the time-sampled observations waseabtiservation level, while the global
measures captured much more teacher-level varidhceindicates thaglobal
measureswhile more susceptible to observer effects dubeéanore subjective nature of
the rating scale used in the global measure, were efficient at capturindifferences in
overall teacher qualityTime sampling measureshile more reliable due to the discrete
nature of the observation codes, were less seasaiactuadifferences between
teachersand were better at capturing in depth informatbmoment-to-moment

happenings in the classroom.
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Stability over timeNext, using a structural equation modeling frameuvor
Chomat-Mooney et al. (2008) examined the stabdlftgifferent observation approaches
over various timeframes (i.e., school day, schealry, Global rating approaches were
found to be fairly stable, particularly in termsaafpturing constructs related to the
emotional and organizational aspects of classro@tobal measures of instructional
supports were slightly less stable, indicating thatructional quality differed according
to instructional content and activities. Time-samgplapproaches, on the other hand,
were much less stable than global ratings, giversénsitivity these measures had to
moment-to-moment changes within classroom cont&idtsen these findings, Chomat-
Mooney and colleagues recommend that researchedsicbat least six observations
using time-sampling approaches to reach a stabiplsaof classroom quality, while they
recommend only four observations using a globat@ggh.

Chomat-Mooney et al. (2008) implicationshe findings in this report have
major implications for the measurement of impleragan, particularly in terms of
determining measurement approaches. For instamese findings indicate that global
measures may provide more insight into an ovelaiscoom experience (e.g., general
teacher/instructional quality), while time-samplimgly be more appropriate for
identifying moment-to-moment issues in a teachelgssroom or instructional delivery.
These findings also suggest that these differgmtcsches should be applied to different
parts of the measurement process (e.g., identiiywggall implementation quality,
examining implementation differences between tes;laeldressing specific
implementation problems for coaching or trainirBased on these results, which need to

be replicated, and the findings of differentiabtednships to student outcomes, Chomat-
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Mooney et al. (2008) emphasize the importance plaging the use and application of
multiple observation approaches during implemeotatesearch. The next two sections
will examine these implications within the broadaplementation literature base, and
focus specifically on issues related to how andmihglementation is measured.

When to measure it Time is an important contextual factor that netedse
considered during implementation research. Ques@oound the timing of the
implementation process itself are certainly impatri{@.g., When is a school ready to
adopt a new program? When should teachers reqaming?) however as Chomat-
Mooney et al. (2008) highlight, there are also savitme variables that that impact the
measurement of implementation (e.g., Frequencysa@aachool year? Time of day?).
These considerations will be expanded in the nestian to include an examination of
two time variables from a measurement perspecdta)amplementation assessment and
(b) implementation stage.

Implementation assessmenthere is growing recognition of the problematic
nature of typical measurement approaches thatasaptementation once and use that
singular measure to represent implementation at¢rogs(Domitrovich et al., 2010; Harn
et al., 2013; Mowbray et al., 2003). This approastumes that implementation
measurement is needed only to establish fidelityeatment to document internal
validity (e.g., a singular measure of adherenciyelis but one of these contextual
variables, but there is emerging evidence thatemitation is not stable and should be
assessed multiple times to capture changes aonosgd.g., Chomat-Mooney et al.,
2008; Domitrovich et al., 2010; Durlak & DuPre, 3)Fixsen et al., 2005; Zvoch,

2009).
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Durlak and DuPre (2008) found evidence that imgetation deteriorates over
time. They note that only a limited sub-samplertitkes examined implementation
across time, but based on these findings, theyusgtecthat while early assessments of
implementation may be high, program “drift” oveng may lead to inflated estimates by
the end of implementation. Domitrovich et al. (201h the other hand, found evidence
that overall levels of implementation of preschoatriculum improved over the course a
school year. They suggested that ongoing profeasaevelopment and coaching support
teachers received during the course of the stutlyoléncreased teacher understanding
and fluency with program materials, which theretgréased implementation. While
these are contradictory, they provide strong suppothe need to measure
implementation across time, and they highlightithportance of considering contextual
variables in this measurement process.

In this vein, Zvoch (2009) conducted a multileggamination of teachers’
implementation of early childhood literacy prograamsl found evidence that
implementation improved, declined, or remainedIstdiepending on school context.
Specifically, Zvoch found strong site-level diffaes, with one school demonstrating
clear patterns of implementation decline across twwhile others demonstrated stable or
slightly increasing levels of implementation. Ir@stingly, however, there were still
significant levels of within-site variability, indating that differences in individual
teacher implementation still mattered. Zvoch fotimat implementation levels were
highly variable between teachers at the start@fytrar, and that differences remained
across the course of the year, however school xbmteracted with these teacher

differences to impact implementation across tinwe.ifstance, in the school with strong
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levels of decline, all teachers’ levels of implenation declined, even those who started
the year as strong implementers, while in the slicwdb stable moderate levels, the
initial differences between teachers remainedyfaithble over time (e.qg., higher
implementers improving over time, lower implemestéeclining). Clearly, time and
context interact to affect teachers’ implementateomd implementation measurement
must account for these variables.

Multifaceted approaches to implementation assessiérile Zvoch (2009)
highlights the impact interactions between time eowtext have on implementation, it's
important to note that this study used a unidinmmai measurement approach (e.g.,
adherence). It is possible that the results obtibame due in part to the co-occurrence of
other aspects of implementation. For example, Dawiith et al. (2010), examined
implementation in a multifaceted manner. When laglkat their measures of
implementation as a whole across the multiple cular programs, they reported that
implementation improved over time. Additional arsdg, however, revealed differential
patterns for different aspects of implementatigrefically, Domitrovich and
colleagues examined dosage, adherence, and qUédey.found that measures of dosage
started high and remained so across program delivegasures of adherence all began at
similarly high levels, but only increased signifitly for a more procedurally complex
curricular program. Domitrovich et al. speculatledttthe scripted nature of the other
programs helped to maintain high levels of adhexewhereas the more complex activity
required increases in fluency and skills that tte@chers time to develop.

Domitrovich and colleagues (2010) also measurdd ehgagement and teacher

generalization as aspects of implementation quallgasures of child engagement were
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all initially high, but showed patterns of variatyilover time based on curricular
program. Well-developed scripted programs resuttddgh levels of engagement across
the school year, while more complex or teachempledrams showed steady increases
over the year. One program, which integrated sicamtly more difficult content over the
course of the year showed steady declines. Meastiteacher generalization were
initially low, but showed steady growth over theicse of the year, indicating that
teachers required support, training, and time orawe in this aspect of implementation.
Domitrovich and colleagues note that this was «tast with the structure of the study’s
professional development program, where trainirsgisas differentially focused on
generalization over time, with initial sessiong&ting adherence and dosage, and later
sessions targeting generalization to broader dassipractices.

This professional development structure is algoartant to note as a broader
contextual variable. Teachers in this study reakiveekly mentoring support in addition
to multiple training sessions focused on implenrenthe various curricular programs
under study. This level of coaching and supportimgortant implications for
interpreting the overall positive implementatioands found here, particularly when
taken in consideration with Zvoch'’s (2009) findirgsthe impact of school context on
implementation over time. It is also interestingtge that the studies cited in Durlak and
DuPre (2008) and Domitrovich et al. (2010) usedbaahteacher report and global
observation approaches to measure these varioastagyg implementation. Chomat-
Mooney et al. (2008) highlighted the fact that tyyge of measurement approach (i.e.,
global observation, time-sampling) impacted théiitg of measurement across time, as

did the time of day in which a measure was takenthgr of these time variables was
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considered in these specific studies, however lgidlaese additional measurement issues
may impact implementation outcomes.

Implementation stageAs Fixsen and colleagues (2005) highlight,
implementation is a dynamic process made up of@mplex stages that move a program
from early adoption into sustainable practice Estelge brings with it unique contextual
and implementation challenges that should be censibwhen developing an
implementation measurement approach. For instaeaehers in the early stages of
implementation may be grappling with complex issigated to their ability to
implement a new program effectively (e.g., acceggaand commitment to new program,
alignment with program philosophies, fear of chgr{@arlak & DuPre, 2008; Fixsen et
al., 2005; Harn et al., 2013). Teachers in thedpbration stage, on the other hand, may
have worked out some of these initial challenged,@ogram delivery may more fully
reflect stable teacher-level differences in spe@fiogram implementation, rather than
issues associated with learning to deliver a nemgiam. During innovation and
sustainability, teachers may have developed fluevittya program after years of
implementation, and begin to make adaptations f@reety of reasons (e.g., program
drift, contextual fit, changes in student populajiovhich may both support or detract
from student outcomes (Mowbray et al., 2003).

Different stages of implementation are impactedibigue variables, challenges,
and implementation processes. Understanding tlseses at one stage (e.g., initial) does
not necessarily provide insight into the issuesaatipg implementation at another phase
(e.g., innovation). It can also take years for@gpam to move from the early to latter

stages of implementation (Fixsen et al., 2005). IMcan change in a school over the
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course of a few years (e.g., funding, staff turmptraining needs, changes in student
populations), and this time variable highlights thet that implementation should be
thought of as fluid, dynamic, and evolving (Mowbtyal., 2003; Zvoch, 2009).
Implementation measurement should reflect thispygch of the available
research is static, taken at one point in timerduexploration or initial stages of
implementation (Fixsen et al., 2005). This is peatatic on several levels. Measures of
implementation from initial stages may be unchamastically low, reflecting variables
related to teacher learning or the developmenystesns of support, rather than
information about program effectiveness (Fixseal €2005; Harn et al., 2013). The
implications from these findings should not necelsthen be used to make decisions
about a program’s impact on student outcomes,@gg@ms that may in fact be effective
may not lead to adequate student growth until #reyfully implemented. Measures of
these early implementation stages may be betteydsto determining what programs
look like in a specific context, and providing teacs and schools with support and
training as they work toward full implementationx®en et al., 2005). It may also be
problematic to generalize findings from measuresasfy implementation to latter
implementation stages. For instance, low measuriespdementation during the initial
stages may reflect teacher- or school-level issndg;ating that teachers are in need of
professional development around specific programpmnents, or that schools lack the
specific systems needed to support program delivgowever, as teachers and schools
move through implementation stages, those samesaooay actually reflect positive

adaptions as teachers tailor program featuresittest and school contexts (Durak &
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DuPre, 2008; Harn et al., 2013). Researchers slumuigider these types of issues related
to implementation stage when developing and in&ipy implementation measures.

Time variable implicationsResearchers not only need to consider what to
measure, but also how these multiple aspects demmgntation are impacted by the
timing and number of measurements, and stage démgntation. The research
highlighted above strongly indicates that multipleasures of implementation are needed
to develop full understanding of program deliverggesses, and to determine how
implementation variables relate to student outcorhable 2 provides an overview of
these issues. Developing this type of multifacét@olementation measurement approach
across time has huge implications for the fieldyéweer, as Flay et al. (2005) indicate,
much of this work is not yet common practice, whicdy, at least in part be due to the
fact that there are still several methodologicalaswns related specifically to
measurement processes. Toward this purpose, thesaeion will explore some
important methodological issues that impact howaeshers go about measuring the
multicomponent implementation variables.

How to measure it.Of all of the complex and important issues invdlve
considering implementation as measurement in eeggrperhaps most important from a
measurement perspective is thinking alleawto measure it. Yet without accurate,
valid, and efficient measures, much of the disarsaround these complexities (e.g.,
content considerations, contextual variables, tomsiderations) remains speculative.
This refrain is consistently noted in the implenagion literature (e.g., Durlak, 2010;
Durlak & DuPre, 2008; Fixsen et al., 2005; O’Don2008; Van Meter & Van Horn,

1975), though technological advances in observdaan, video, electronic coding
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Table 2
Research Considerations: When to Measure It

Key Questions

Time of Assessment Considerations

Is implementation expected to increase, decreasenmin stable based on
program theory and context of delivery?
o How many times should implementation be assessedsprogram
delivery?
o0 How many times per year? Across multiple years?
Which aspects of implementation should be measatradhich points in time?
What type of measurement approach should be usedsatime?
How do measurement decisions account for the ictieraof time and context?
o Do measures of implementation account for expedhetges across
time (e.g., pre/post measures that align with PBoaiching sessions)?

Stage of Implementation Considerations

Which stage of implementation best describes thedts current context?

o0 What is the purpose of implementation measurethfdrgiven stage
(e.g., to inform PD, to identify system-level issut evaluate
outcomes)?

o Which aspects of implementation should be measatredch stage?

0 Are there implementation benchmarks or threshdidsghould be set
as goals for a given stage?

Key Citations

Chomat-Mooney et al., 2008; Domitrovich et al., @0Durlak & DuPre, 2008; Fixsen
et al., 2005; Mowbray et al., 2003; Zvoch, 2009

systems) and analysis (e.g., multilevel modelidighafor more in depth measurement
that capture some of these complexities (Chomatsdget al., 2008; Domitrovich et al.,
2010; Mowbray et al., 2003; Zvoch, 2009). As subk,final measurement consideration
in this literature review will focus on criticalpigs of measures and measurement
approaches that can support researchers in unaeirsgamplementation and its
relationship to student outcomes.

Measurement approacHmplementation is typically measured using oneooir f
commonly used measurement approaches: (a) dirsetwtion, (b) self-report, (c)

interview, and (d) archival records (Chomat-Mooeeégl., 2008). While each of these
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brings distinct advantages and disadvantages tmé#asurement process, direct
observation, with its ability to document real-tilngeractions about the multiple
complex variables that impact program deliveryvpies researchers with more
accurate, in depth views of implementation proeessthe variables that impact student
outcomes. As such, these direct observations aandar information that can be used to
improve classrooms, teacheasd student outcomes via multiple mechanisms (e.g.,
environmental improvements, curricular changesfggsional development, coaching)
(Chomat-Mooney et al., 2008; Harn et al., 2013n&i& Hamre, 2009; Smolkowski &
Gunn, 2012).

The information that is obtained during classraaservations depends on the
theoretical framework, perspective, and observagproach that is used to obtain the
information. Multiple aspects of classroom intéi@ts can be observed, such as
observations that target the overall classroomrenment, general classroom or teacher
guality, content-specific interactions, or teacherdent interactions. These interactions
can also be assessed within various time frames) & broad perspective on global
features of classrooms across time, to discregsas®ents of classroom processes in
momentary time samples. Classroom observationglsarbe measured in various ways.
Qualitative approaches can be used to providedeseriptions of individual classrooms,
teacher and student attitudes and intentions thrtiug use of various methods such as
ethnographic fieldwork, critical analysis, or inte@ws. Quantitative approaches can be
used to provide clear measurement of specific,aijmerally defined behaviors or
classroom variables, such as the number of ingtnedtunits delivered (e.g., number of

items covered) or the frequency of specific teachmestudent behaviors. Deciding which
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of these elements to include in a classroom ob#ernves an empirical question. Issues
such as construct validity, reliability, and teatatiaspects of observational approaches
(e.g., rater effects on observations, stabilitindicators) must all be considered, as
various observational approaches address thessigsdifferent ways (Chomat-Mooney
et al., 2008). This final section will expand twe two direct observation approaches
discussed in the Chomat-Mooney et al. (2008) repiare-sampling, which is a type of
discrete behavioral measurement approach, andlgktbays of implementation
processes. Both of these observation approachegiantitative; they use standardized
observation approaches to quantify implementatroggsses, and then link those
measurements to student outcomes. Both of thess tyfpobservation approaches have
successfully been used to develop various starmddneasures that have been found to
have adequate reliability and validity, that dentmate strong patterns of generalizability,
and that have the potential to be used at-g&tllemat-Mooney et al., 2008). Despite
these similarities, behavioral and global ratingrapches have very different theoretical
assumptions that impact the way these approackassad to measure implementation
and how they relate to outcomes.

Discrete behavioral observation approachBsscrete behavioral observation
approaches are rooted in a behavioral frameworkaam to quantify important
behavioral events in consistent, transparent waatsallow researchers to document and
evaluate patterns in behavior across time. Behawabmterest must therefore be directly
observable, able to be operationalized into dis¢essily understood and agreed-upon
terms (i.e., occurring, non-occurring binaries)jashihcan be quantified, and as such

measured accurately (Kennedy, 2005). A major adyggmto this type of measurement
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approach is that objectivity is maximized. Onlysbdehaviors that can be observed and
that meet the clearly-defined decision rules impearational definition are measured, and
issues related to observer judgment and inferdratectin impact reliability are reduced
(Kennedy, 2005; Smolkowski & Gunn, 2012).

Behavioral approaches to direct observation regugorous measurement
procedures (see Kennedy, 2005 for an in-depth e@)vWhen developing this
approach, researchers need to consider severaloommis of their measurement system.
For the purposes of this study, two key measurewmmdiderations related to discrete
behavioral observation will be addressed: dimeradiqnalities and behavior sampling.
Dimensional qualities refer to different characttcs of a behavior in space and time,
such as frequency or duration, which can be quedtthrough direct observation
(Kennedy, 2005, p. 82). Behavior sampling referthe strategies that are used to collect
data about behaviors across time, such as evetiglpaterval, whole-interval, and
momentary-interval recording. Each of these sfjiatehas different advantages and
disadvantages, however the key considerations lae¢her a behavior needs to be
counted each and every time it occurs (i.e., ekendrding), or if some sort of time-
sampling strategy (e.g., partial-interval recordliogn be used to estimate how often the
behavior occurs over time. Researchers using tengeBng identify set intervals (e.g.,
15-sec) during which observers score whether oarmhavior occurs, though the
different sampling techniques have different regmients for whether a behavior has to
occur for the entire interval (i.e., whole-intervatording), at any time during an interval
(i.e., partial-interval recording), or only duriagspecified part of the interval (i.e.,

momentary-interval recording) (Kennedy, 2005). Ehegeasurement decisions are
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highly contextual, and depend on the target bems\gbinterest, and the settings in
which researchers are observing.

Chomat-Mooney et al. (2008) noted that behaviapgiroaches, such as time-
sampling, in the context of instructional implenegidn involve the direct observation of
discrete teacher and student behaviors, interagteomd chains of behavior (i.e.,
antecedent and consequent events around a tatgetibeg that impact program delivery
and student learning. While behavioral measurempptoaches are highly dependent
upon research contexts and individual student hetguhere has been a fair amount of
consistency in how these approaches are applied @emining instructional
implementation.

For example, in a study examining academic instyador students with
emotional and behavioral disorders (EBD), Suthefl&ider, and Gunter (2003)
examined several important teacher and studergttaghaviors. For teachers, they
examined how many opportunities to respond (OTRsy provided students, as well as
teachers’ use of praise. For students, they exahdagect academic responses (CAR),
problem behaviors (PB), and on-task behavior. Teasurement system was tailored to
each behavior (i.e., frequency, event recordingX¥®Rs, praise, CARs, PB; frequency,
momentary-interval for on-task behavior), basead¢@msiderations of each behavior’s
dimensions, frequency, and observational issuesndther study examining professional
development strategies for supporting teachers‘ungonal practices, Stichter, Lewis,
Richter, Johnson, and Bradley (2006) took a sinmiaasurement approach, examining
OTRs, teacher feedback, and student PB, on-taskféutaisk behavior, in addition to

several indirect measures (e.g., student socili$ srchival records of academic
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performance). Here again the measurement systenmdiaglualized, with a mix of
frequency and duration measures that were assassggmomentary-interval recording.

With their tool The Classroom Observation of StueEeacher Interactions
(COSTI), Smolkowski and Gunn (2012) built on thegees of measurement systems,
and extended their application to look at imporfarg-grained teacher-student
interactions during early reading instruction imgeal education kindergarten
classrooms. The COSTI examines four interacticmstefacher demonstrations, (b)
student independent practice, which is similar TR, (c) student errors, and (d)
corrective feedback. These interactions are codedjserial event coding, where each
occurrence of the target behaviors are recordéakeisequence in which they occur. This
involves documenting both the frequency of indiabitarget behaviors, and the duration
of behavioral chains, or teacher-student interastiavhich can then be converted to rate
per minute.

The target behaviors and teacher-student interectbserved using these time-
sampling approaches have strong support (e.g.,eA&Hughes, 2011; Brophy & Good,
1986; Rosenshine, 1997), and the types of observatudies cited above underscore
their importance as well. Sutherland et al. (2d08)d that increases in teacher OTRs
led to increases in student CARs and on-task beh&stichter et al. (2006) found that
while increased OTRs did not lead to changes iectly observed student behaviors, it
did lead to increases in students’ literacy scdd@solkowski and Gunn (2012) found that
students’ independent practice, which is stronglgted to OTRs, was a consistent

predictor of students’ reading outcomes. Colledyivihese studies represent strong
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examples of the ways behavioral observation appesacan be used to measure aspects
of instructional implementation that clearly impatident outcomes.

Global ratings.Global rating observation approaches are rootegiantitative
measurement methodologies, and aim to examine lbeadukes of settings in an effort to
measure the mechanisms, experiences, and protkeaseapact outcomes on a large
scale (Chomat-Mooney et al., 2008; Hamre, Piantshurn, & Downer, 2007; Pianta
& Hamre, 2009). These broader features can beerktatseveral observable constructs,
such as the physical characteristics of a setsipggific behaviors of individuals in that
setting, or interactions between individuals int thetting. The outcomes of interest,
setting, and theory dictate what is observed, hodd constructs are operationalized into
broad dimensions that thoroughly describe the coctsof interest (e.g., classroom
management, instructional support), usually throaghbric or measure guide. Global
rating approaches use rating scales, whereby arserede the degree of occurrence for
each dimension (e.g., strongly present, presergkwabsent), rather than a dichotomous
rating of occurrence or non-occurrence. Anchorgm@sons outline the varying degrees
of each dimension, and observers then decide vdamie observed setting falls along that
spectrum (Fitzpatrick, Sanders, & Worthen, 2011miaet al., 2007).

This process allows for more nuance and varigititian a dichotomous
measurement approach, as observers are able tojudgkeents about the quality of the
settings they observe, but it also introduces mbserver subjectivity into the
measurement process (e.g., Smolkowski & Gunn, 2B1@ch, 2009). Global rating
observation approaches often require more in-deegthing than more objective

measurement approaches, as observers may needetoglmore understanding of an
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observed program’s theory, and the aspects th@glissh one rating degree from
another. While some concerns persist about thetljy of such measurement
approaches, guided practice and reliability cherksoften used to ensure that observers
reach specified reliability criteria, and many gbbating measures have been
documented to have strong reliability, and be higinedictive of program outcomes
(Chomat-Mooney et al., 2008; Pianta & Hamre, 2009).

Standardized global rating approaches have besmhthsoughout the literature to
examine and document a number of broad, theorigtioaportant constructs at the
classroom level that impact student learning. Tlagonity of this work has been done in
the early childhood field, and there are severasuees that have been developed that
have strong psychometric properties (Chomat-Moatey., 2008; Hamre et al., 2007,
Pianta & Hamre, 2009). For example, Mashburn €2808) examined three different
types of global measures of preschool quality, (itee NIEER, an infrastructure metric,
the ECERS-R, a broad classroom environment metnid;the CLASS, a teacher-student
interactions metric) and their associations withrege of student outcomes. While the
NIEER used a self-report approach (i.e., teacheaslministrators provided information
about school or classroom infrastructure), the ESERand CLASS involved classroom
observations across a range of dimensions. With diothese measures, observers rate
classroom quality on a scale of 1 to 7, though @achhas different anchors (e.g., 1 =
inadequate quality vs. 1-2 = low quality). Obsesweere trained to reliability using
videotapes or practice classroom observations pidata collection for both of these
tools. In another study, Maxwell, McWilliam, HemragtAult, and Schuster (2001) used

a global observation approach to examine develofatig@ppropriate teacher practices
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in K-3 classrooms. Here again the global obsermatieasure targeted a range of broad
classroom constructs, as opposed to instructiospkgific content (e.g., teacher-child
language, instructional methods, appropriate ttems, children’s role in decision-
making), and each item was rated on a 7-point s(alg., 1 = developmentally
inappropriate practice). This measure includesbarating (i.e., yes, no, N/A) for each
anchor point, which may provide an additional olasecheck and reduce subjectivity.
As is common practice, observers were trained soienthat coders were within one
point of other coders on 80% of items. Both Mashheiral. (2008) and Maxwell et al.
(2001) documented that the global measures usigse studies represented reliable,
internally consistent, psychometrically valid tadéashburn et al. found, however, that
of the three observation tools they examined, tdmyCLASS was strongly predictive of
student academic, language, and social outcomeswv®lieet al. found that their global
measure predicted teacher practices, however fildayod extend this to examine whether
or not these practices resulted in improved studetdomes.

Researcher consideration€ollectively, these examples of discrete behavioral
observation and global rating approaches, andrithlyses examined in the Chomat-
Mooney et al. (2008) report highlight both the asteges and disadvantages of these two
measurement approaches. In the Chomat-Mooney refpalt, while both approaches had
adequate reliability, time-sampling was more rdeahan global measures, which may
have important implications when using these apgres to measure specific aspects of
implementation. Chomat-Mooney et al. also repodiéfiérences in the way these
approaches account for variability, with time-samglaccounting for more moment-to-

moment variability, and global ratings accountingrore teacher or classroom level
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differences. Stoolmiller, Eddy, and Reid (2000)dsss the fact that time-sampling
measurement approaches are particularly usefuafoturing information about
behaviors that are “state dependent,” rather treanlike. This difference draws from
psychological theories that stable personality perament, or behavioral characteristics
are traits, whereas characteristics that vary nuylacross contexts are states
(Stoolmiller et al., 2000). In the context of demom observations, some aspects of
classrooms (e.g., teaching style) may be quitdestaid trait-like, while other aspects
(e.g., specific practices) may be quite variabhe] would be better conceptualized as
state-like (Cobb & Smith, 2008; Klingner, Boardm&nyicMaster, 2013). From a
measurement perspective, then, this indicatediffatent aspects of instructional
implementation may align differentially with diffemt types of measurement approaches.

Measurement approach implication8Vhile both discrete behavioral observation
and global measurement approaches have solid ead@dpport for their use in
educational research, there is still limited reseaomparing and contrasting these
approaches in implementation research. Chomat-Moenal. (2008) provide an
excellent example of the lines of research thatikhbe examined, however this work
should be expanded to examine different types @smes, different student outcomes,
and the possibilities of using multifaceted, muihidnsional measures that integrate these
two measurement approaches. Understanding the tivass measurement approaches
map on to specific aspects of implementation hgsmant implications for researchers,
and taking a multifaceted approach that incorpsrbtgh time-sampling and global
ratings may provide more information about impletagan, and how it impacts

outcomes. These questions about how to measurenmepltation should be considered
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as a final, and vital piece of the puzzle involwe@dpproaching implementation research
as measurement in a context. Table 3 provides arview of these questions.
Outcomes

Typical approaches to implementation measurenitgnh do not document the
relationship between implementation and outcomegs@ons also remain about how
implementation relates to different types of studmricomes (e.g., academic, social), and
whether implementation is differentially importdat different subgroups of students
(Durlak & DuPre, 2008; Harn et al., 2013). Despittese limitations, when examined
collectively across the broader human serviced,fiblere is strong support for the fact
that better implementation is associated with betttcomes (Durlak & DuPre, 2008;
Fixsen et al., 2005; O’'Donnell, 2008). This sectah summarize the few studies that
have linked implementation to outcomes.

Measurement considerationsBetter” implementation, however, all depends on
what you measure, and when and how you measuReldting implementation to
student outcomes is an equally complex processhganajority of research that has
undertaken this task is still rooted in typical si@@ment approaches. This may include
requiring that teachers reach unrealistic or rigiegtls of implementation (e.g., 100%
adherence) or using unidimensional measures. Hatlese measurement considerations
has implications for how implementation variables ased to interpret student outcomes.

Levels of implementationOne major issue involved in relating implementation
outcomes to student outcomes is that there is bigreed-upon understanding of the

levels of implementation that are required to aahigositive student outcomes (Durlak

72



Table 3
Research Considerations: How to Measure It

Key Questions

Measurement Approach Considerations

What type of direct observation approach (i.e. avaral, global rating) will
accurately and reliably capture implementation rimfation?
o0 What behaviors or constructs are important to oleser
o How will observers be trained to reliability?
0 What resources are necessary to support the ubes sheasurement
approach?
Is there a specific level of variability (i.e., sE@oom or teacher-level
differences, moment-to-moment differences) théheésretically important for
implementation of a given program?
o0 Which observation approach is more likely to captinose types of
differences?
How does each direct observation approach align thi different aspects of
implementation?
o Should different approaches be used to measuerelff aspects of
implementation?
0 Should a multicomponent measure be used?

Key Citations

Chomat-Mooney et al., 2008; Hamre et al., 2007ntai& Hamre, 2009; Smolkowski
& Gunn, 2012; Stoolmiller et al., 2000

& DuPre, 2008; Harn et al., 2013). Higher levelsnoplementation are generally
associated with higher outcomes, however theiéls émpirical evidence to suggest
that the levels of implementation often requiredmiy efficacy studies (e.g., 85% or
higher) are necessary to achieve positive outcorBeslak and DuPre (2008), in their
discussion of threshold effects, cite evidence timatstudies with implementation levels
as low as 60% obtained positive results, and tlodg the strong positive associations
between program outcomes and implementation lekatsvere well below 80% for the
majority of programs in their study. Mowbray et @003) emphasize the fact that the
nature of the program may impact implementatioegholds, noting that high levels of

adherence (i.e., near perfect) may be more ap@tepnith standardized, well-specified
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programs (e.g., scripted programs), but that déss-structured programs may be more
suitable to adaptations (i.e., adaptations thatt@omtradict program theory) that support
students in a given context, and lower levels gflementation may therefore be
acceptable. These questions need to be studiezhsytstally and examined in terms of
maximizing student outcomes before the relationbeiwveen levels of implementation
and student achievement can be fully understood&kw2010; Durlak & DuPre, 2008;
Harn et al., 2013).

Multifaceted approaches/hile studies that examine multiple measures of
singular aspects of implementation offer imporiasights to the field, there is
increasing recognition that a multidimensional @gjgh to implementation measurement
(e.g., multiple aspects, structural and proces&dsgions) is necessary to truly begin to
untangle the complex relationship between impleatent and intervention effectiveness
and student response to intervention (Harn e2@l3; Odom et al., 2010; O’'Donnell,
2008). While limited, several studies in this resbavein have found evidence that
different aspects or dimensions of implementati@y e differentially related to student
outcomes. For instance, Odom et al. (2010) exantimedelationships of structural
(dosage), process (quality), and multicomponenhmmsite) measures of implementation
to a variety of preschool outcomes. Both the stmattand multicomponent measures
were found to be associated with math outcomedewie process and multicomponent
measures were associated with social behavior mgsoOnly the process measure was
associated with literacy outcomes.

Crawford, Carpenter, Wilson, Schmeister, and Mcd1t2012) examined the

relationship between implementation variables d@andent outcomes in a computer-based
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middle school math program. Crawford et al. foutrdrgy associations between student
outcomes and their three structural variables, whicluded two measures of dosage and
an adherence composite that measured both teadiereace to program and student
engagement. Adherence, in particular, had suctoageffect that even slight decreases
required a significant increase in program dosagedintain student outcomes. Their
process composite, which used a rating scale tsunea range of teacher behaviors
(e.g., classroom management, data-based decisikingméechnological problem-
solving, communication with researchers, time managnt), was not significantly
associated with student math outcomes.

Domitrovich et al. (2010) examined dosage, adleeand two measures of
quality (child engagement and teacher generalizgtia their study of the
implementation of a comprehensive curriculum in ¢H8sart. Dosage and generalization
were not associated with student outcomes, thduglaathors note that the small sample
size o = 22) and limited variability across these measunay have been factors.
Adherence and child engagement were highly relmedcial behavior outcomes,
though no positive associations were found wittrdity outcomes, and in fact adherence
and generalization were negatively associated twithliteracy measures. Domitrovich et
al. posit that this may be due more to a lacktdfdtween these measures and the active
core ingredients of the interventions than an dctegative relationship between the
interventions and literacy outcomes.

In their study of a supplemental literacy and laage development curriculum,
Hamre et al. (2010) examined the effects of mudtipkeasures of dosage, adherence, and

guality aspects of implementation on student ougmmdherence was not associated
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with any student outcomes, while one measure aigmsvas positively associated with
preschool students’ emerging literacy scores. Oeasure of quality of delivery,

teachers’ classroom literacy focus, was positiaslyociated with print awareness and
emerging literacy scores. Hamre et al. also fountheeraction between child-level
characteristics and their two measures of impleatamt quality. Students with weaker
emerging literacy pre-test scores and studentsspbke a language other than English at
home both had significantly higher growth on limr@utcomes when quality aspects of
implementation were higher in their classroom.

Outcomes implications.Albeit small, this literature base collectivelyghlights
the fact that different components of implementatoe differentially related to various
types of student outcomes. Fixsen and colleagu@bjZommence their review of the
implementation literature base by highlighting thiéerence between implementation
outcomes (e.g., Is the program being delivereditsnded? By whom, to whom, in what
contexts?) and program/student effectiveness owsdmg., Does the program, when
implemented as intended, result in improved stutiEmhing?). This caution is
important, particularly in terms of considering tlode of implementation research in
understanding the variables that impact long-tarstasnability and improvements in
student learning. As implementation is consideceldet a mediator or moderator of
program effectiveness, examining implementatiorc@uies in and of themselves is an
incredibly important process (Mowbray et al., 2Q0®8)wever this work should be
undertaken toward the purpose of informing therpriation of student outcomes.
Understanding how implementation varies acrossextsican provide valuable

information to researchers as they interpret studettomes (e.g., Should low outcomes
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be attributed to low levels of implementation? Wgositive outcomes achieved with
varying levels of implementation? Which aspects jarodjram active ingredients were
consistent across settings? Were there threshadtslénat must be adhered to in order to
achieve program effects?) (Flay et al., 2005; O’ah 2008).

A multifaceted approach to implementation measerdrs critical to this
process, as it not only highlights aspects of imaetation that can be used to support
the implementation process more efficiently (esgpporting teachers through coaching),
but also can provide researchers with much mogetad information about the aspects
of implementation that matter for ensuring thatveeg program has an effect for its
intended participants (Durlak & DuPre, 2008). WHiies work is a complex and
challenging process, it is absolutely critical éaldressing the research to practice gap
that persists due to a lack of understanding ofékaionships between implementation
and intervention outcomegd.he proposed study is an attempt to contributbad t
process, and aims to answer some of the many qoesiutlined throughout this chapter.
The Current Study

Implementation is a complex task. Implementaticrasurement must therefore
be an equally nuanced process to account for twaelexities. Researchers must
consider which aspects of implementation shoulchbasured in a given context and
situation. This involves examining program theastive ingredients, and contextual
factors. In addition, they must consider how toetithe measurement process, and how
time across the implementation stages impacts anogielivery, and measurement.

Researchers must also consider which measuremgraaes fit a given context, and
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the specific implementation research questionsatebeing targeted. Collectively, this
involves decisions about not only what to measouméwhen to measure it, and how.

Each of these is a complex task in and of its@lfl warrants empirical
examination. Understanding how all of these compkables relate to each other, and
to student outcomes is largely an unknown in telelfiThe current study is an attempt to
address but one part of the implementation measmepuzzle: understanding how
different measurement approaches relate to eaehn atid student outcomes when
holding the context constant. Specifically, thisdst examined three different
measurement approaches in their relationshipsttmmes in schools sustaining the use
of EBPs. Toward this purpose, only the measuremgptoaches were systematically
varied, while the instructional content (i.e., whameasure) and time (i.e., when to
measure it) variables remained consistent throbgtuse of videotaped instruction. The
specific research considerations made about (a) tohmeasure, (b) when to measure it,
and (c) how to measure it will therefore be desdim detail below. The measurement
context, which will be described in depth in thetnehapter, will therefore be briefly
overviewed to situate these research decisionslggiadthem with the literature review.

Research contextThe current study examines the implementation d? EB
reading instruction, delivered to kindergarten stud at-risk for reading failure.
Instructional aides (IAs) deliver these intervensias part of a school district’s
established RTI framework, however the focus of #tudy is classroom-level processes,
rather than broader school factors. All IAs in ghedy have years of experience with the
specific EBPs they are delivering, all of which bBesed on theories of explicit

instruction. Theoretically, an explicit instructitamework is based on principles that
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integrate effective content delivery, instructioaald classroom organization, and
maximized student engagement (Archer & Hughes, ROXithin this framework of
explicit instruction, there are several elementsasftent delivery, (e.g., the use of clear,
consistent language, brisk pacing, and clear moglel skills and strategies prior to
student practice) that have been associated wgteasses in student achievement across
both academic and social content areas (e.g., CWardghn, & Tyler, 2002;
Kroesbergen & Van Luit, 2003; Simonsen et al., 2@8anson & Hoskyn, 1998;
Vaughn, Gersten, & Chard, 2000). Instructional eladsroom organizational elements
(e.g., teachers’ familiarity with lessons, the oféargeted grouping strategies, time
management that maximizes guided and independacitiqe) are also linked to
increases in student learning. Instructional dejivaso depends upon student
responsiveness, so elements such as frequent miogitd student performance,
promoting active engagement, and delivering stugderth immediate corrective or
positive feedback are also critical for maximizstgdent learning (Archer & Hughes,
2011).

What to measureDecisions about what to measure were based orutaref
considerations of the instructional content and@arunder review. All eight aspects of
implementation could have potentially highlightegpiortant variables about instructional
implementation in the current study, however rese\fe.g., issues of efficiency, cost,
methodological parsimony) and theoretical consitlema (e.g., curriculum-independent
delivery, full implementation stage) led to theestiion of four aspects of
implementation: (a) adherence to program theofyd@sage, (c) quality, and (d)

participant responsiveness. These aspects wadelprimarily because each
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represents an aspect of implementation that regjinteraction between teachers,
students, or materials, which aligns with the epipinstruction framework of the
specified EBPs. They can also be assessed indaggnfitem a specific curricular
program, unlike typical measures of adherencedgnam procedure and program reach.
These aspects of implementation also representdbatttural (adherence, dosage) and
process (quality) dimensions of implementation, padicipant responsiveness includes
both dimensions, depending on how it is measuretle@ively, these aspects were
theorized to provide important insight into the walgese specific subcomponents of
implementation impact the delivery of targeted dmgadup instruction, and how these
variables are related to outcomes for at-risk kigddners.

Each of the three direct observation tools bexsraned in the study was used to
represent different components of implementatidre D TR approach targeted structural
aspects of instructional implementation (i.e., d@saf teacher instructional behaviors).
The CLASS targeted process-oriented aspects oeimgrhtation (quality of delivery,
participant responsiveness). The QIDR is an integrtool, and was used to examine
both structural and process-oriented aspects demgntation (adherence to explicit
instruction program theory, quality of delivery, hiple aspects of student
responsiveness).

When to measure itAs with what to measure, decisions about when tasue
implementation were made with careful consideratibtihe research and implementation
context. Implementation was assessed, throughs@eiwideo, on a weekly basis
throughout the entire intervention program. Thesekly videos were used to examine

both average implementation across groups, andyelsan implementation over time.

80



The small group reading interventions under studyevdelivered as part of a school
district’s established RTI framework (i.e., overyars of implementation), and as such
these programs were considered as occurring dtuihignplementation. Given this
implementation stage, the measurement focus wésniger on evaluating whether the
programs work, but rather on examining the factioas influence how well teachers
deliver the program, and how this impacts studesponse.

How to measure itThe purpose of the current study was to comparearoamy
used classroom observation measurement approaahediécrete behavioral
observation, global rating); as such decisions ethow to measure implementation
revolve around this comparison. As this study wséso, each of these approaches was
used to assess teameinstructional implementation, which allowed all eth
implementation variables to be held constant ainmahobservation cost. Specifically,
this study examined one tool that used a discret@lioral observation approach (OTR),
one that used a global rating approach (CLASS),caedtool that used an integrated
approach (QIDR) to observe the same instructianplementation, and then to compare
how these measures are related to each otherpatddent outcomes.

These tools were specifically selected to proundght into whether moment-to-
moment differences (i.e., discrete behavioral olzdens), teacher- or group-level
differences (i.e., global ratings of instructiooj,an integrated approach were more
strongly associated with student outcomes in tlieeatiresearch context. The
multifaceted approach being used here, while notprehensive, was also selected to
provide insight into the ways these varied measargrapproaches map on to the

specified aspects of implementation, particulamlyhe context of examining the fully
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operational implementation of small group expliogtruction. Table 4 presents an
overview of bothwhatis measured, anabw, by each of the three direct observation
tools, which are described in detail in the nexdpter.

Table 4
Overview of Measures

Key Measures

Tool Components
OTR CLASS QIDR

Implementation Subcomponents
Structural Dimensions
Adherence X
Dosage X
Responsiveness X
Process Dimensions
Quality X X
Responsiveness X X
Measurement Approaches
Behavioral Observation X X

Global Rating X X

Note.OTR = Opportunities to Respond; CLASS = Classro@ae&sment Scoring
System; QIDR = Examining Quality of InterventionlDery and Receipt.

Research Questions

Based on the conception of the specific measurenwiext outlined above, the current
study addressed the following research questions:

1. How do three implementation/observation toolsteeta each other?
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How do the observational tools relate to studettaues? Which observational
tool individually accounts for the most variancestndent outcomes?

How do the observational tools uniquely accountmance in student outcomes
when entered into the model simultaneously?

. What does implementation look like across internentime by implementation

tool?
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CHAPTER Il
METHOD
“Although interest in both the practical issuesmplementation and
implementation research have grown dramaticalthépast few years, a
fundamental issue that warrants further understanidi the development of

measures that are both valid and reliable to assggdementation quality.”
(Greenberg et al., 2005; p. 56)

Given this study’s focus on comparing three obetonal measures of
instructional implementation, and their relatiomshio student outcomes, this study
examined an extant data set comprised of 64 videsshall group instruction with at-
risk kindergartners. This ensured that multipleredats of instructional implementation
(i.e., delivery, context, time) could be held camst so that the observational approaches
used could be examined to see how these toole teldlhis specific implementation
context, and to student outcomes. As such, theruchapter provides (a) an overview
of the extant data set and the intervention proeejifb) a description of the specific
observation tools, and (c), the specific procedusssl to evaluate implementation.
Participants

Settings.This study analyzed data that were collected fremelementary
schools in a school district of 11 schools, witp@aximately 5,700 students, in a mid-
size city in the Pacific Northwest. School 1 h&® &tudents in kindergarten through
eighth grade enrolled during the 2011-2012 scheal yOf these students, 75% were
Caucasian, 17% were Hispanic, and the remainingv8% Asian/Pacific Islander (3%),
Black, not Hispanic (2%), American Indian/AlaskaatNe (2%), or from an unspecified
racial/ethnic background (1%). Fifty-one percefigtadents at School 1 were eligible
for free or reduced-price lunch. Schodi&d 339 students in kindergarten through fifth

grade enrolled during the 2011-2012 school yeaSdtool 2, 66% of students were
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Caucasian, 26% were Hispanic, and the remainingv@% Black, not Hispanic (4%),
American Indian/Alaskan Native (2%), or Asian/Paxi§lander (2%). Of these students,
64% were eligible for free or reduced-price lun8tudents within our project were
similar in ethnic distribution to the school demaginics and 32% of the students were
identified as English language learners and 21% wezeiving special education service.

Interventionists. Seven instructional assistants delivered the SKiganall group
instruction during the intervention. The intervenists had an average of 11 years
teaching (9-15), and an average of 9.8 years @ -44ing the specific reading programs
used in this study. All interventionists were womgur were Caucasian, two were
Latina/Hispanic, and one was multiracial. Four iméationists held high school
diplomas, and three had their associate’s degade® presents an overview of study
interventionists by school. Instructional assistamére the typical intervention providers
in the school and consented to participating inpttogect.

Student participants. Students were selected using school-determineérsiog
approaches for identifying students at-risk fordiag difficulties (see screening
procedures section below). Using this processiB¥ests were identified across the two
schools. Consent was obtained for 35 students, Venwestudents moved prior to the
end of intervention, leaving a final sample of 8l1dents. Of the 31 students, eleven were
classified as English language learners (ELLS),svén were receiving special
education services. Table 6 presents an overviestuoent demographic information by

school.
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Table 5
Interventionist Characteristics

Title Race/Ethnicity Highest Years Yearsat Years using
Degree  Teaching School Intervention(s)
Earned
School 1
ILA. Caucasian/White HS 15 15 12
LA Caucasian/White A/A 12 12 12
and Hispanic
l.A. Latino/Hispanic HS 9 9 3
ILA. Latino/Hispanic HS 14 6 14
School 2
ILA. Caucasian/White A/A 9.5 9.5 9.5
l.A. Caucasian/White A/A 10 10 10
ILA. Caucasian/White HS 9 9 9

Note.l.A. = Instructional Assistant; A/A = associate'sgiee; HS = high school.

Table 6
Student Demographic Information

Identified

N Boys Girls ELL Active IEP
School 1 15 9 6 5 4
School 2 19 13 6 6 3

Intervention Measures and Procedures

Student measuresTo identify students in need of interventiting Dynamic
Indicators of Basic Early Literacy Skil{®IBELS; Good & Kaminski, 2002) was used to
assess students’ early literacy skills includingamwges of letter recognition,
phonological awareness, alphabetic principle, &mehty. In this study, the DIBELS
Letter Naming Fluency (LNF) and Initial Sounds Flag (ISF) were administered to
students in the fall. Each measure is a briefviddially administered, standardized
assessment. During LNF administration, studentasked to name as many letters as

they can in one minute when presented with a pagendom upper and lowercase
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letters. The one-month, alternate form reliabildy LNF is .88 in kindergarten. The
predictive validity of kindergarten LNF with firgirade Woodcock-Johnson Psycho-
Educational Battery-Revised Reading Cluster stahdeore is .65. ISF assesses a
child’s ability to identify a picture that beginstiva specific sound as well as produce
the initial sound(s) of an auditorially presentearék The alternate-form reliability of the
ISF measure is .72 in January of kindergarten apckedicts .36 to the Woodcock-
Johnson Psycho-Educational Battery total Readingt€t score.

Screening proceduresStudents were selected to participate in the Skistudy
based on the results of district screening proasiabtained in the fall of the 2011-2012
school year. All kindergarten students were screavith the LNF and ISF measures.
Students most at-risk (i.e., ISF< 3 and LNF< 3)enievited to participate in the project.

Dependent measurd.he Word Attack (WAT) subtest of the Woodcock Regdi
Mastery Tests—RevisddlVRMT-R; Woodcock, 1987) was the final student oate
variable for this project. The WRMT-R is a standaed, individually administered, non-
timed measure of essential reading skills. The VgAltest measures a student’s ability
to decode nonsense words of increasing diffictynedian split-half reliability
coefficient of .87-.94 is reported for the WAT sedttin the standard sample. Concurrent
validity ranges for the subtests of the WRMT-R r@orted to be from .63-.82 when
compared to the Total Reading Score of the Wooddotkson Psycho-Educational
Battery (Woodcock & Johnson, 1977). This measure adiinistered at the beginning
and end of the intervention.

Intervention procedures.All students who participated in the Super K progsa

received supplemental reading instruction usingewe-based programs for
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approximately 30 minutes daily. This interventiartorred outside of typical
instructional time (i.e., before or after schoaoifavas in addition to instruction using the
school’s core reading program. Students receivetduation in small groups of three to
five for an average of 34 instructional days (ra@f§et1). Both schools used either
Reading Mastery (Engelmann et al., 2002), Earlydiepintervention ERI; Simmons &
Kame’enui, 2003), or a combination of these twaicutar programs to provide
systematic, explicit instruction aimed at incregsstudents’ early reading skills. Both
programs are scripted, supplemental programs #eatlinect instruction principles,
including teacher modeling, frequent opportuniteesespond, highly scaffolded practice
opportunities, and corrective feedback to systeralyi develop students’ phonological
awareness and alphabetic principle skills (Carrfiikert, Kame’enui, & Tarver, 2009).
Implementation Data

The purpose of the current study was to examinedaia¢gionships of three direct
observation tools (OTR, CLASS, QIDR), and theirogsstions with student performance
on WAT in this kindergarten data set. While theuattnstructional data were collected
through the use of video as part of a larger sttliyfocus of this study was the
collection of implementation data using this dagf As such the next section will
describe the data set, as well as the implementateasures and data collection
procedures in depth.

Video data setAs part of the Super K program, the seven inteigargts
completed weekly video recordings of interventioypiementation across the 7 weeks of
the study. One interventionist worked with two grspusuch that videos were obtained

across eight small groups. Research assistanteids video cameras to participating
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IAs weekly. Each school generally designated aipe&ay of the week to tape
instructions (e.g., School 1 taped lessons on Taye3dunless a scheduling issue
occurred. At the start of each lesson, the IA waql&te the video camera strategically so
that all students and IA instruction could be saed heard. At the end of each week,
research assistants would collect the cameras @nudldad the videos onto a secure
database. A range of seven to nine videos wereatetl from each group, leading to a
video data set of 64 videos. Videos were approx@gdb minutes in length (range
14:58-30:50).

Implementation measuresThe use of videos allows for repeated measurement
of implementation on each observation implementatiom| across time, controlling for
interventionists and students, thereby highlightimg differences between the three
implementation tools. These tools all examine udtonal implementation through a
focus on teacher-student interactions, but vathéir approaches to measurement and
emphasis on the structural and process dimensidngptementation. Specifically, these
tools represent three different applications of twmmonly applied observation
approaches (i.e., discrete behavioral observagiimbal rating), while also representing
three distinct approaches to measuring the straictund process dimensions of
implementation. Table 7 presents an overview otlinee direct observation tools, and
each specific tool is described in detail next.

OTR.While not a specific tool, discrete behavioral alsagon approaches have a
long history of use with single-case designs, anstudies of specific instructional
interactions with students with disabilities (e $molkowski & Gunn, 2012; Stichter et

al., 2006; Stichter et al., 2008; Sutherland et28l03). For this study, this approach was
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Table 7
Measure Components

Measure Aspect Dimension Approach Teacher-Student
Interaction
OTR Dosage Structural Discrete Opportunities to
Measure Behavioral Respond
Observation
CLASS Quality Process Measure Global Rating Teacher
Scale Responsivity
Emotional
Supports
Classroom
Organization
Instructional
Supports
QIDR Adherence/ Integrated Global Rating Quiality of
Quality/ Multicomponent Scale Intervention
Participant Measure Delivery

Responsiveness

Note.OTR = Opportunities to Respond; CLASS = Classromae&sment Scoring
System; QIDR = Examining Quality of InterventionlDery and Receipt.

used to target the structure of one critical digcteacher-student interaction,
Opportunities to Respon®TRs). OTRs are related to student learning e s

contexts and across various academic areas (gegiasand general education;
decoding, spelling, math facts, academic engageri®mtolkowski & Gunn, 2012;
Stichter et al., 2006; Stichter et al., 2008; Suémel et al., 2003; Swanson & O’Connor,
2009). OTRs were defined as any verbal teacherigegdwopportunity for students to
answer guestions, practice content, read alouakctorely participate in instructional
tasks. Based on this definition, OTRs were countadg paper-pencil system for event
recording. Coding the frequency of this behavieated an observation that documents
the moment-to-moment occurrence of specific insimnal interactions (Kennedy, 2005).

(See Appendix A for full measure.)
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As the OTR observation system is based on a baskervation approach, rather
than a specific tool, there are no specific psyctinim data available. The teacher-
student interactions being observed with this sydtave been widely examined,
however, and have been found to be empiricallywegleto student outcomes,
particularly the acquisition of basic academiclskig.g., Smolkowski & Gunn, 2012;
Swanson & O’Connor, 2009). The use of discreteabsreal observation, and the use of
observation codes based on clearly defined, mealsupahaviors have also been shown
to reduce rater variability, and increase relié¢pilChomat-Mooney et al., 2008;
Smolkowski & Gunn, 2012). See the next sectiorafdiscussion of training and
reliability procedures.

CLASS.The Classroom Assessment Scoring System (CLASS3tandardized
measure of global classroom quality (Pianta eR808). It targets interactional processes
found to predict children’s academic, social angjleage development, rather than
specific environmental contexts, content or prograas these other constructs are
assumed to impact students only through theiractesns with teachers (e.g., Hamre,
Goffin, & Kraft-Sayre, 2009, Mashburn et al., 2008he CLASS has been used to assess
prekindergarten through $@yrade classrooms, and early childhood versionstarently
under development. It has also been successfudly isclassrooms with diverse
populations (e.g., ELLs, students with special sgdibwever it has not been specifically
validated for use in classrooms that specificallgmort these types of learners (e.g., self-
contained special education classrooms) (Hamrk, &099).

The CLASS is a paper-pencil tool that assesses timoad domains of classroom

quality Emotional SupportsClassroom Organizatigrandinstructional Supporis
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considered to capture the nature of those teachdesst interactions most likely to
contribute to student development (Pianta & HarB@®9, p. 113). The K-3 version of
the CLASS evaluates three to four dimensions peraile. Each dimension is rated on a
scale of 1 to 7, with a 1 indicating that the disien is minimally characteristic, and a 7
indicating that the dimension is highly charactérisef an observed classroom. Low
scores (1, 2), mid-range scores (3, 4, 5), and $ighes (6,7) are generally described
(e.g., a 3 indicates “The middle-range descriptrarstly fits the classroom, but there are
one or two indicators in the low range,” while adicates “The middle-range
description fits the classroom very well. All, dmast all, relevant indicators in the
middle range are present.”), and then a more gpenitample of low, mid range, or high
scores is given for each dimension. For instancehe transition item under the
dimension scoring productivity, a low (1, 2) scer€lransitions are too long, too
frequent, and/or inefficient,” a mid-range (3, 4 sBore = “Transitions sometimes take
too long or are too frequent and inefficient,” antdigh score (6, 7) = “Transitions are
quick and efficient” (Pianta et al., 2008; p. 5Bee Appendix B for overview of
dimensions.)

In assessingmotional Suppor{ghe K-3 CLASS measures (a) Classroom
Climate (Positive and Negative), (b) Teacher Sasit and (c) Regard for Student
Perspectives. Classroom Climate indicates theienmadttone of the classroom and
assesses the warmth, respect, enjoyment and eaghudisplayed in teacher-student
connections. Teacher Sensitivity evaluates theheracawareness and responsiveness to
students’ academic and emotional needs. Regai$tioient Perspectives assesses the

degree to which classrooms are teacher- or stuttergn, indicated by teacher flexibility
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and willingness to respond to student-initiatedvéets, and to incorporate students’
interests into classroom processes. Classroom Organizatiodomain includes (a)
Behavior Management, (b) Productivity, and (c)Hnstional Learning Formats.
Behavior Management addresses teachers’ abilpyeeent and redirect misbehavior.
Productivity assesses teacher efficiency, or hoWingructional time and routines are
managed in order to maximize instructional timee Tistructional Learning Formats
dimension evaluates teachers’ ability to maximizelant engagement. Thastructional
Supportsdomain measures (a) Concept Development, (b) QualFeedback, and (c)
Language Modeling. Concept Development consideetivdn the instructional activities
promote higher order thinking or fact-based leagnifhe Quality of Feedback dimension
evaluates whether teacher feedback is focusedromafive (e.g., expanding
understanding) or summative (e.g., correctnesdyatran. Language Modeling indicates
the amount and quality of teachers’ language ugesaclassroom interactions with
students. (Hamre et al., 2009, p. 15; La Paro.e2@09).

The CLASS is empirically supported, and has bemtuated using several large
national and regional studies. The three broad dwvad the CLASS have been
examined across a wide range of preschool todifelde classrooms, and this three-factor
model has typically been recommended and adoptdtedsest structure for modeling
the natural variation in classrooms (Pianta & Har2@9). The constrained sample size
in the current study limited the number of scaket tould be entered into the model. As
such, a general factor (e.g., overall classroontitglteacher responsivity) that included
all ten items was used in the current analysis (leaRianta, Hatfield, & Jamil, 2014;

McGinty, Justice, Piasta, Kaderavek, & Fan, 2012).
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While several variations on the CLASS factors hlagen presented in the
literature (e.g., Hamre et al., 2014; La Paro ¢t28111), the traditional three-factor
approach has been the most widely accepted, apdyithometric properties are the most
widely reported. Hamre and colleagues (2007) ptabenmost comprehensive overview
and highlight each factor across year, with thiofaing results across kindergarten
settings: Emotional Supports & 0.79), Classroom Organizatiow (= 0.79),
Instructional Supporta = 0.86). In terms of reliability, several analyses indictitat
trained coders typically reach an average of 8 A%r-rater agreement (within 1 score on
7 point scale) with “gold standard” coders (Piagttal., 2008). The CLASS has been
found to have adequate criterion and predictivelitg) and is associated with
improvements in both academic and social outcotdamfe et al., 2007).

QIDR. The Examining Quality of Intervention Delivery aReéceipt (QIDR) is a
new global rating observation tool that takes daegrated approach to measuring both
structural and process-oriented aspects of teasthdent interactions during
implementation (Harn, 2013). This tool examinesldeaicher and student behaviors
independently, as well as interactive teachingtpmas with the recognition that both
teachers and students contribute critically topiteeess of learning. The QIDR has been
developed specifically for use with small grougementions, and is designed to be
content-independent (e.g., reading, math). It eramboth the structure and process of
teacher-student interactions related to effectmggruction, particularly for students at-
risk or with special needs.

The QIDR is a paper-pencil tool that examinesdhm®mad construct®Qality of

Intervention Delivery, Overall Intervention DeliyerStudent Response During Delivery
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considered to represent those instructional intenag most likely to contribute to the
delivery and receipt of effective instruction. Iteimn the majority of the scales are rated
on a Likert-like scale of O to three, with a O icating that the item was not implemented,
a 1 indicating inconsistent implementation, 2 iatiieg effective implementation, and a 3
indicating expert implementation. Tkeverall Intervention Delivergcale is a single item
that is rated from 0 to 10, with scores of 0-1 @adiing that the intervention delivery was
ineffective, a 5-6 indicating delivery was profisteand a 9-10 indicating delivery was
highly effective. One item on tHgtudent Responseale requires a dichotomous rating
indicating whether students were responsive ornegpensive to instruction. To support
consistent usage of the QIDR, a detailed rubrickdess developed which includes
examples and specific scale-level descriptiong&mh item. For example, for the item
rating the quality of teacher modeling, a 0 = “teaxdoes notlearly demonstrate
skills/strategies prior to student practice oppaittes”, a 1 = “teacheoccasionally
clearly demonstrates skills/strategies prior talstu practice opportunities”, a 2 =
“teachertypically clearly demonstrates skills/strategies prior talstu practice
opportunities OR no modeling is used but all stislane successful with activities”,
while a3 = “teacherconsistentlydemonstrates skills/strategigsor to student practice
opportunities”. (See Appendix C for full rubric.)

TheQuality of Intervention Delivergcale evaluates teacher-driven instructional
interactions, and is the longest scale, with 1m#eThe first four items address

instructional organization and routinga) teacher is familiar with the lesson, (b)

instructional materials are organized, (c) tranasiare efficient and smooth, and (d)

teacher expectations are clearly communicated addratood by students. Three items
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evaluate emotional and behavioral suppdd¥teacher positively reinforces correct

responses and behavior, (f) teacher appropriagsiyands to problem behaviors, and (g)
teacher is responsive to the emotional needs dfttidents. The next four items are

related to specific teaching behaviors that arevdriiom the teacher effectiveness

literature: (h) teacher uses clear and consisémsohn wording, (i) teacher uses clear
signals, (j) teacher models skills and stratedlesteacher uses a clear and consistent

error correction. Finally, four items evaluate thgponsiveness of teacher delivgly

teacher provides a range of systematic group oppibis to respond, (m) teacher
presents individual turns systematically, (n) teaahodulates lesson pacing, (0) teacher
ensures students are firm on content prior to ngpfonward.

The second scal@verall Intervention Deliveryis a single item that evaluates the
overall effectiveness of instruction. This item s@a&s overall effectiveness based on
consideration of several factors: quality of deljyehe teacher’'s understanding of the
program, instructional and behavior management saitkent engagement and is rated on
a scale of 0 to 10. The final sca&udent Response During Deliveiyymade up of two
subscales: Group Student Behavior and Individuadl&it Responsé&roup Student
Behavior evaluates the overall response of thelgimalp across four items: (a) students
are familiar with group routines, (b) students acgvely engaged with the lesson, (c)
students follow teacher directions, and (d) stusleané emotionally engaged with the
teacher. These items indicate how well the studenhtsgrouprespond to the
intervention delivery. The second subscale, IndisidStudent Response, on the other
hand, evaluates specific student responses atnessitems: (a) emotional engagement,

(b) self-regulated behavior, and (c) responsiverBssse items indicate whether specific
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students demonstrate particular strengths or weskseacross these constructs, which
are thought to impact student learning.

As with the CLASS, the sample size constrainthiencurrent study limited the
number of QIDR scales that could be analyzed. &bk sonly the combined total of the
15 item integrate@uality of Intervention Delivergcale and the four item Group Student
Behavior subscale of tifetudent Response During Delivagale were included in the
final analysis. In terms of psychometric propertibge QIDR is a new tool, and in-depth
psychometric data are therefore not available. Hewenitial analyses of inter-rater
reliability (IRR) across training observations icatied that IRR was generally good, with
average-measure ICC valuafs.64 across training vided@€ichetti, 1994; Hallgren,

2012; Harn, Spear, Fritz, Berg, & Basaraba, 2014).

Adherence measureA basic adherence measure was also included astt@lco
in addition to the three core implementation measuGiven the fact that both schools’
implementation of tier two interventions are coesetl to be fully operational, and that
the schools are using slightly different explicistruction programs, the adherence
measure focused on the common approaches to de@vexplicit, systematic programs.

This adherence checklist is a paper-pencil toatl évaluates six basic features of
explicit instruction: (a) teacher/material prepemat (b) clear and consistent language
use, (c) frequent practice opportunities, (d) tekvery of effective corrective feedback,
(e) brisk lesson pacing, and (f) the use of clegnading (Archer & Hughes, 2011). Each
component of explicit instruction is rated dichotmumsly as present or not present greater
than 80 percent of the time (See Appendix D farmeasure). This measure focuses on

basic adherence to explicit instruction prograntpdures, and was based on tools
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commonly used in school settings (e.g., Bell, ridtz, n.d.; Heartland Area Education
Agency, 2008]mplementationn.d.) that were modified for this study to be pagr
independent. Psychometric data are not available.

Implementation Measurement Procedures

Implementation observation proceduresAs previously mentioned, each group
videotaped implementation weekly for seven to nieeks. One interventionist taught
two separate groups, leading to a video data &4 efdeos. For the purposes of this
study, these videos were coded by three separateteaf trained observers using each
tool (OTR, CLASS, QIDR). This led to a final datt ¢hat contained three distinct
measures of implementation across time.

Coding proceduresEach observation tool was coded separately, andlistidct
requirements (e.g., classroom experience for th&S3) so separate coding cohorts were
recruited for each tool. Each tool required a groligt least four core coders for
reliability purposes (Semmelroth & Johnson, 2018)ugh more coders were used
whenever possible. Undergraduate and graduaterggidiere the main coders, though
faculty members of the research team that develtdpe@IDR were also included as part
of that coding cohort. As the principle investmatPl), | also served as the “master
coder” and coded a sample of videos across ak tto@s to ensure that a measure of
stability was provided across the different codsieggemes. The OTR, CLASS, and QIDR
had cohorts of six, five, and eight coders, respelist

Training proceduresEach cohort of coders was trained to use theigassditool
by “gold standard” coders (i.e., coders involvedhe development of the tool, or who

have been trained on the tool by specified expertsg¢parate training sessions prior to
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the start of coding. Each session provided an pthdmtroduction to the target
observation tool’'s content, scales, and measurepretdcol, and then involved practice
sessions with training videos that have been sddicom the database, or with similar
videos of explicit small group instruction, deparmgion the amount of training required
for each tool. After each training session, codezee required to independently code
check-out videos and obtain adequate reliabililg{tvay random, absolute, single-
measurdCC of .6 or higher, Cichetti, 1994; Hallgren, 201dth a predetermined “true
score”. Training and overall reliability scores &ach tool are presented in Table 8.
Specific training procedures for each tool areinatl next.

For the OTR approach, coders were trained in theparate groups due to
scheduling and training needs. All coders=(6) received one initial two-hour training
session that included ample practice time with sampf direct instruction videos.
Coders then either proceeded to an independemgqdactice round, or were able to
attend another two hour training session, depenaimiipeir comfort and fluency with
coding during the practice opportunities. All caglarere required to score two
independent practice check-out videos before mowmtp independent coding. The true
scores for the OTR check-out videos were scorethéyl. All coders obtained adequate
reliability after coding two independent practid¢deeck-out videos, however one group of
two coders had significant variability, and weresd to the ICC cutoff (ICC = .62). As
such these coders received an additional houaofitig where the video intervals with
significant variability were discussed and cladfi@hese coders then coded two

additional independent practice check-out videababtained strong reliability (ICC =
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.89). Overall, five training videos were used asrtige three training groups, and
adequate reliability was obtained by each groué@nged from .62 to .96).

For the CLASS, coders were trained in one thrag-Bession by a certified
CLASS coder. Coders & 5) were introduced to the three broad dimensadrise
CLASS, and discussed and viewed video exampleaatf ef the ten items that are
scored across the tool. After reviewing the ertbi@, coders scored two practice videos
over the next week, and scores were compared tiodimer’s scores, and areas of
disagreement and confusion were discussed anfiedin a one-hour follow-up session.
All coders then scored three independent pracheelcout videos for the CLASS, given
the complexity of the tool, before moving on toepeéndent coding. The true scores for
the CLASS check-out videos were scored by the CL&&ISer. Reliability was
examined in two ways for the CLASS. Typical CLAS&ring protocol requires that
coders be within plus/minus one score of the tooees80% of the time. This method
was used, along with the study-specific reliabiptptocol to ensure that coders were in
line with the typical CLASS framework. All coderbtained adequate reliability on the
three independent practice checkout videos (two+aaglom, absolute, single-measure
ICC = .87; overall plus/minus one agreement = 944th a range of 83-97%).

For the QIDR, coders were trained in two 3-howwsgms by two core members
of the initial QIDR development team. Coders weiteoduced to each scale of the QIDR
individually, and the larger Quality of Intervemi®elivery subscale was introduced in
subsections; related items were reviewed (e.gcheges familiarity with lesson materials,
organization of materials) with a chance to view aractice coding samples from videos

illustrating these examples. After the trainingjders scored Bidependent practice

100



check-out videos. The true scores for the QIDR asdeere developed by the initial

QIDR team, who independently coded each trainidge; discussed any disagreements,
and used a consensus-building approach to detetherieue score for that video.
Reliability was somewhat variable after the firgbtvideos and below the cutoff score
(ICC = .51), so coders met with the trainers asgwised agreements and disagreements.
Trainees then coded a final practice video andinbteadequate reliability (two-way
random, absolute, single-measure ICC = .64).

Video assignmenEach video was randomly assigned an ID number foitre
start of coding to ensure that coders were blingctmol, group, and date of delivery.
Videos were then randomly assigned to each coliaxdders. Across all three tools, five
videos were coded for training purposes, with #maaining set of videos being
distributed across each varying cohort dependingiznand coder availability (i.e., 9-15
videos per coder for the OTR; 15-16 videos per ctatethe CLASS; 10-11 videos per
coder for the QIDR). After training, each coder wasen a file containing all of their
assigned videos for independent coding. Coders assigned three to four videos per
week, and uploaded their scores to a specific @cakurvey for each different tool at
the end of each week. Coder notes were maintaineéd@llected at the end of the study
to ensure that any questions on specific decistansdbe examined at a later date.

IRR.Inter-rater reliability was assessed on a randaelgcted 30%n(= 19) of
the videos for each observation tool. As eachaal a different number of coders,
reliability coding was assigned based on each temithe OTR and CLASS, there were
six and five coders, respectively, so reliabilitgsnrandomly assigned so that each coder

observed an additional three to four videos faabality purposes. With the QIDR, there
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were eight coders, which allowed for a differenpa@ach as the number of coders
matched the number of videos per group. As sudi, the QIDR, coders were
systematically assigned to two to three videogédbability purposes to ensure that no
pair of coders shared more than one reliabilitygidssignment, which served as an
added measure to remove coder effects from theepsod his was not logistically
possible with the other tools, due to the numberoolers, but was deemed particularly
important given the fact the QIDR is a new tool.

IRR was measured across each tool using one-vnaypna, absolute, average-
measure ICCs, as not all coders observed each,\ade the data for all three measures
included interval variables (Gwet, 2012; Hallgrg12). ICC values between .6 and .74
are considered good, and .75 and 1.0 are consittetesglexcellent (Cicchetti, 1994), and
as variables that are not perfectly continuoush siscthe scales used across the CLASS
and QIDR, artificially decrease IRR values, ICCstéand above were accepted.

Reliability checks were held weekly throughout tleeling process, to ensure that
overall IRR was above .6 each week. Coders wergittvhich of their video
assignments were reliability checks, though theaesher discussed any individual
reliability observations that dropped below .7 witdividual coders to ensure that coders
remained accurate (Kennedy, 2005). Overall IRRHerOTR approach was .94, with a
range of .93-.96. For the CLASS, overall reliapilitas .90, with a range of .86-.95. For
the QIDR, overall reliability was .81, with a rangk.76-.82. In the final data set,
reliability ratings are averaged for each IRR videmthat each video in the data set has

one score.
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Table 8
Overview of Reliability

Final Training Reliability: Overall Reliability:
Measure Two-way random, absolute, One-way random, absolute,
single-measure ICCs average-measure ICCs

OTR .94

Group 1 .89

Group 2 .88

Group 3 .96
CLASS .87 .90
QIDR .64 .81

Adherence measur&he adherence measure was gathered on a randdetieske
30% of videos by a subset of coders of the oth@st=5). After a 45-minute training
session introducing coders to the adherence clsécktiders were assigned videos
following the same procedures outlined above. vileos were double coded for
reliability purposes. Given the small sample sizé Bmited range of the adherence
measure scale, ICC measures were inappropriatapduring reliability among coders.
A +/-1 agreement method was used instead, and lbiRRawas 74% across the
subsample of videos.

Confidentiality.Informed consent was collected from all studentiastfuctional
assistant participants at the start of the Supprdfect, however additional measures
were taken to protect participant confidentialllyaughout this project. Videos were de-
identified to ensure that any identifying infornmati(e.g., student names, ELL or IEP
status, instructional assistant names) cannonkedito participants in the student
measure or implementation measure data sets. Addily, all coders completed CITI

training and signed an additional confidentialiyeement of not sharing videos, tools,
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and data from the project. All coder records wéldollected and destroyed once analysis
is complete, and videos were deleted from codempcens at the end of the project.
Coding issuesSeveral videos across the data set had minor @&slies that
made coding more difficult, particularly with thél'& tool, in which coding focused on
discrete, sentence-level verbal information. Coele=e instructed to note and report
such issues, and to continue with coding unlessthean 50% of the video was audible. If
audio issues were reported on a reliability videdividual reliability was checked, and
if it dropped below the cutoff (ICC = .6) that vimlevas not used for reliability purposes.
Only one coder reported that a video was “uncodahle to auditory issues. This was a
reliability video, so only the primary coder’s sesiwere used, and the secondary coder
was assigned to an additional randomly selecteglovidr reliability purposes. ICC levels
remained high on all other reliability videos wéhdio issues.
Experimental Design and Analytic Approach
The current study examined the relationships betvieee measures of
instructional implementation, and their associatgth an academic outcome measure
for at-risk kindergarten students. Given that mstional implementation occurred at the
group level, and our interest in examining effettthe student-level and across time,
multilevel modeling was used to answer the propessdarch questions. Prior to the
start of analysis, a cluster randomized trial witlster-level outcomes power analysis
was conducted using the Optimal Design Plus (Oideabush et al., 2011) software
package. This indicated that with the current sengpl31 students)(nested in 8 groups
(), anda fixed at .05, the likelihood of detecting a stiatilly significant effect would

require an effect size of 2.0 or higher, with .8vpo, or an effect size of 1.5 with power
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of .42. The underpowered nature of this studyke@wn limitation. While a well-
powered study is clearly more desirable, therhasyever, support in the literature for
the use of underpowered studies in the initial @gibry phases of research, when
potential important relationships are first beixglered (e.g., Maxwell, 2004). This
study also examines clustered data in a naturalsddetting, which can be difficult to
obtain on a large scale in terms of financial, hnp@nd organizational resources.
Research of this type is therefore often underped;dvut can be used to offer important
exploratory insights into complex educational pssas (Tomcho & Foels, 2012). The
current study is therefore considered as an inigbloratory research project that will be
used to provide insight into the relationships BEwimplementation measures and
student outcomes, as well as to inform future neseabout the sample sizes and power
needed to truly explore the effects of implementatn student outcomes.

Given these power restrictions, which limited ability to fit these data to a
sophisticated unified model, we took a more stepwgproach and conducted a series of
follow-up analyses to examine the full range okgesh questions (Hox, 2010; Snijders
& Bosker, 1999). While this is a known limitatiahe nested structure of the data
warranted a multilevel approach, and this methog afier more insight than a typical
ordinary least squares approach, which tend tatmfType | errors by underestimating
standard errors (e.g., Luke, 2004; Pedhazur, 1R8uddenbush & Bryk, 2002). These
considerations, combined with the exploratory reatfrthis study, and the important
insights this comparison of implementation measuarayg afford the field make this a

reasonable approach. The next section describemtlgsis approach for the study.
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Model building. The main focus of this study was the relationstaween
implementation, which occurred at the group-legeal] individual student outcomes.
Given our interest in level two factors (implemeittia across groups), the constrained
sample size, and the limited parameters availaolemodels contained only level two
predictors (Luke, 2004; Raudenbush & Bryk, 2002)eQions about the relationship
between level one student variables and group-leyaementation were addressed in a
correlational analysis. The first research questidnich assessed the degree of
association between the three implementation teas,also addressed using this
approach.

The second and third research questions, whichmievesl associations between
the measures of implementation and student outcamesved both student- and group-
level data. To address these questions, we usaePhierarchical linear modeling
(HLM; Raudenbush & Bryk, 2002) with level 1, stutémn, nested within level 2, group
(), to account for variance in implementationts group level, while controlling for
differences in student outcomes that can be at&thto group membership. This allowed
us to examine the outcome, winter WAT scorg) Which was defined as number of
correctly decoded nonsense words for student edestgroup j.

The fourth research question assessed implemamiater time, and only
involved patterns of implementation across timestadent-level data were not collected
at multiple time points. As such a 2-level lineaowth model was used, where we
examined implementation at time (i) across groyith each tool. In these models, we
were able to examine implementation scores over byntool (e.g., ¥ = OTR) as the

outcome in relation to variability across time &ach group. The model building process
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is described in detail next. All analyses were aaed using SPSS 21 and 22 for
Macintosh and Windows, and HLM 7 for Windows (S¢ien Software International,
Inc., 2012), and all parameters were estimatedgusistricted maximum likelihood.

Null model. The model-building process began with a null modebgn
unconstrained one-way ANOVA model with no level amdevel two predictors. While
this model would typically be the initial level oneodel, based on modeling conventions,
sample size constraints limited the amount of @teds we can examine, and as such the
null was used as the final level one model. Heeexramined reading achievement when
students (level one) were nested in interventi@ugi(level two), and determined the
degree to which student reading outcomes dependgdooip membership (Luke, 2004;
Raudenbush & Bryk, 2002). The HLM equations forfihal student-level model are
described below.

Model 1:

Level oneY;; = Bo; +1ij
Level two:By; = Yoo + Uoj
Mixed Model:Y;; = yoo + ug; + 7ij

Means as outcomedlext, a random intercepts means as outcomes masel w
constructed, with one level two predictor, implenagion effect by tool\\). Here, the
effect of implementation as measured by each ©®R, CLASS, QIDR) was entered
into the model as a level two predictor to examaeding achievement when students
(level one) were nested in intervention group (Iewe) while controlling for the level of
implementation in each group, by measure. Levelgvealictors were calculated by

taking the average of the repeated measures forteat(e.g., 8 observations of Group 2
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using the CLASS), and entering each as a grand-ieaered term into separate
models. Here again our sample size restricted uhgber of predictors that could be
entered into the model, so each tool was modelearately. This also limited the
number of random parameters that could be entatedhie model, and as there were no
level one predictors, only the intercepts werevedld to vary randomly. The equations
for these parallel group-level models are presebé&tolw.
Models 2-4:

Mixed Model:Y;; = yoo + vo1W; + upj +1ij

Model 2:Y;; = yo0 + Y010TRAvg; + ugj +1ij

Model 3:Y;; = yoo + Y01CLASSAvg; + upj +1yj

Model 4:Y;; = yo0 + Y01QIDRAvVG; + uy; + 1y;

Incremental variance explainedAfter the basic means as outcomes models were
examined, a set of extended means as outcomessnwoeelkd constructed in order to
examine the additional variance of each tool hetpezkplain when added to a model
with each other predictor. Here again, the sampkerestricted the number of predictors
that could be entered into the model, as the diteechighest level determines the
number of parameters available for any model (8uwgjjders, 2005; Snijders & Bosker,
1999). As our highest level, group, hadresf 8, a model with all three tools resulted in
an overfit model that was uninterpretable. As sty two implementation tools were
compared at a time. As such, to specifically coraphe effects of each implementation
tool, we examined between-group variance for eaihgd tools (OTR and CLASS;

CLASS and QIDR; QIDR and OTR). Each model is presgielow.
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Models 5-7:
Mixed Model:Y;; = yoo + Yo1Wi; + YoeWaj + ugj + 73j
Model 5:Y;; = yoo + Y010TRAvg; + yo2,CLASSAvg; + ug; + 1yj
Model 6:Y;; = yoo + Y010TRAVg; + v02QIDRAVG; + uy; +1yj
Model 7:Y;; = yoo + Y01CLASSAvg; + v02,QIDRAVG; + ugyj +1yj

Next, the single predictor and dual predictor nisdeseudo-R were examined in
order to determine the unique variance of eachitothle dual model added. In other
words, the level two pseuddRas calculated for each model, and compared to the
pseudo-Rfor the original single-measure models (i.e., 204)etermine both the unique
variance of the pair of tools entered in each mdeel example, the level two pseudd-R
for models 2 and 3 were subtracted from the leveliseudo-Rfor model 5 to
determine the unique variance of the OTR and CLA8Sjectively, in model 5. This
process was repeated for models 5-7.

The unique variance of these tools was then exatrihmeugh a comparison of
empirical Bayes (EB) residuals to determine whesipecific models did a better or
worse job of predicting the eight groups. As adeal, the EB estimate represents the
difference between the outcome value that is ptedibased on ordinary least squares
(OLS) estimation, and a Bayesian estimation thedv@cts for the number of students in
each group. With the OLS estimate, all groups amghted equally, regardless of size,
whereas the EB estimates “shrink” toward the grawedn, where larger groups receive
less weight, and smaller groups receive a greateghiz While this “shrinkage”
introduces bias into the estimate, it is also abergid to be more precise, and is therefore

useful in interpreting group differences (Hox, 20RAudenbush & Bryk, 2002).
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An EB residual for each group was estimated usiegnitial single-tool models
(i.e., Models 2-4). Given the small sample size landed power, correlations between
the EB and OLS estimates for each tool were exaimasean additional representation of
the relationship between one tool (e.g., QIDR) tredunexplained variance of the other
two tools (e.g., the EB_OTR). In addition, bivéeigraphs comparing each pair of EB
residuals and each residual to the obtained OLi&atss for each tool were examined in
a scatterplot matrix in order to examine how tHeedent small groups were ranked
according to each tool and the different estimates.

Growth model Finally, a linear growth model was constructed.sTihvolved a
second data set, where scores from all observationoss the entire seven-nine weeks of
the interventionr{ = 64) were included for each tool. As with theieamodels, the
small level two sample size restricted the numlbgravameters available for analysis, so
only the linear trends of each outcome were modabedss time. This also restricted any
ability to examine the functional form (e.qg., quattlr, cubic) of these data, however
visual analysis of each group’s implementationgratt across time were examined, and
a linear relationship was determined to be readen&iven these restrictions, only an
unconditional growth model was built for each to®h uncentered time variable, where
observation time was coded from zero to eight, @dsred into level one of the model,
and allowed to vary randomly for each observatami.tThis variable was not centered
so that the intercept represented the average g at the first observation across

each tool. These final models are presented below.
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Models 8-10:
Mixed Model:Y;; = Boo + BorW; +1o; +1¢j + ey
Model 8:0TR = Boo + Bo1TIME; +1yj + 1y, TIME; + ey
Model 9:CLASS = oo + BorTIME; + 14 + 11 ;TIME; + ey;

MOdel 1OQIDR = ,800 + ﬂ()lTIME] + roj + 7"1]TIME] + €t
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CHAPTER IV
RESULTS
Descriptive Analysis

Raw student-level and group level observation destiee examined, cleaned, and
screened using SPSS 22.0 for Mac prior to runnimygséatistical analyses.

Missingness analysisFour of the original 35 students in the intervemttbd not
have complete data due to attrition or absencasgltesting. A missingness analysis
was conducted to determine whether any signifiddférences existed between the
original data set of 35 students and the analyta det of 31 students. Missing data were
predicted using the expectation maximization (EMYmod, and then analyzed using
Little’s MCAR test,y%(7) = 9.09,p = .246. These results indicate that data can be
assumed to missing completely at random, and lieamalytic data set provides an
adequate representation of the sample population.

Descriptives.Tables 9 and 10 provide overviews of descripti@ador student
and group-level outcomes. In terms of student-lela¢h, students’ average winter
standardized WAT score was 99%5(= 7.47), with a range of 94-114, which was
indicative of the restricted sample of at-risk lenglartners. Implementation data were
also examined and revealed several different pettecross each tool. OTR data revealed
that teachers provided high numbers of individumal group opportunities to respond
across the groupsi(= 252.56,SD= 74.27), though the range of 116-458 indicatedeh
was quite a bit of variability. Overall CLASS scer@ = 3.56, SD = 0.6) were fairly
low, with a range of 2.25-5, indicating that nodiears had overall scores in the high (6,

7) range. QIDR Composite scoréd € 35.77,SD = 10.86), with a range of 14-56,
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indicated that as a group, teachers scored slighthye the average QIDR rating. The
subsample of videos that were assessed using #ie Bdherence measurkl = 5.63,
SD= 0.68), with a range of 4-6, indicated that teaslwere strongly adhering to basic
program procedures.

Table 9
Child Outcome Descriptives

Child Outcomes (post-test) N M SD Min Max

Woodcock Reading Mastery Test - 31 99.9 7.47 94 114
Word Attack SS

Note.SS = Standard Score. The data have been cleaneginlylstudent cases were
excluded if they were missing data for child outeomeasures.

Histograms, skewness, and kurtosis were examoreallfvariables at both levels.
WAT scores were positively skewed, with over hdlflee students in the sample£ 18)
scoring a 94 (raw score = 0) on the winter WAT noeasFloor effects are often common
in measures that target new skills, and as sushnthay be part of the nature of working
with a kindergarten sample (e.g., Catts, Pets@m@ratschneider, Bridge, & Mendoza,
2009), however these measures were taken in ttemafistudents’ kindergarten year,
after targeted early literacy instruction. As sutis finding may be more indicative of
the at-risk nature of the sample population inctuohethis study. Given these floor
effects, a bivariate correlational analysis wasgomparing the full samplenE& 31) to a
sample where students who received a score of 8 n@movedr{ = 13). As can be seen
in Table 11, correlations between the implementati@asures and student outcome
scores went up substantially. While these flooe@# highlight issues around the
normality of the sample distribution, the resultshas correlational analysis indicate that

the analysis is most likely offering a more conséifie estimate of the relationships
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Table 10
Implementation Measure Descriptives

Overall N M SD Min Max ICCs
OTR 64 252.56 74.27 116.00 458.00 0.94
CLASS 64 3.56 0.60 2.25 5.00 0.90
QIDR 64 35.77 10.86 14.00 56.00 0.81
Adherence 19 5.63 0.68 4.00 6.00
By Group N M SD Min Max
1 OTR 4 290.71 75.14 162.00 392.50
CLASS 4 3.85 0.27 3.50 4.30
QIDR 4 46.64 5.39 38.00 53.00
2 OTR 3 233.50 55.61 163.00 316.00
CLASS 3 3.98 0.42 3.60 4.80
QIDR 3 42.31 4.61 36.50 49.00
3 OTR 3 259.94 82.05 167.00 396.50
CLASS 3 3.49 0.59 2.80 4.70
QIDR 3 41.06 5.09 35.00 51.00
4 OTR 3 292.31 43.03 238.00 358.00
CLASS 3 3.81 0.19 3.50 4.05
QIDR 3 37.25 6.87 26.00 50.00
5 OTR 3 303.81 73.73 216.00 458.00
CLASS 3 4.23 0.40 3.70 5.00
QIDR 3 47.25 6.18 39.00 56.00
6 OTR 5 194.00 64.70 116.00 316.00
CLASS 5 2.69 0.34 2.25 3.30
QIDR 5 22.81 5.79 14.00 28.50
7 OTR 5 217.13 68.94 150.00 332.00
CLASS 5 3.29 0.37 2.85 3.75
QIDR 5 26.88 3.14 24.00 32.00
8 OTR 5 232.88 72.40 144.00 367.00
CLASS 5 3.18 0.33 2.80 3.70
QIDR 5 22.63 4.47 17.00 28.00

Note.OTR = Opportunities to Respond; CLASS = Classré@sessment Scoring
System; QIDR = Examining Quality of Interventionlery and Receipt. ICCs indicate
level of observer agreement.

between implementation and this student outcomis, Thupled with the fact that HLM
is generally fairly robust to moderate violatiorismormality (Maas & Hox, 2004), led to
the decision to continue with the analysis as ptanwith the full sample of students

included.
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Table 11
Bivariate Correlational Analysis of Group Level f2ifences Between Full and
Restricted Sample to Gauge Impact of Floor Effects

Full Sample WAT Score Restricted Sample WAT Score
OTRAvg_mean .289 .793*
CLASSAvg_mean .262 .687
QIDRAvg_mean 544 .678

Note.WAT_SS = Word Attack Standard Score; OTR = Oppatiesto Respond;
CLASS = Classroom Assessment Scoring System; QIERamining Quality of
Intervention Delivery and Receipt.

Full Samplen = 31; Restricted Sample= 13; *p < .05

All other data fell within the normal range, witlh severe outliers or skew.
Examination of bivariate scatterplots comparingleasne WAT scores to each
implementation measure revealed that there wessgmificant outliers, and clear
differences between groups. Bivariate scattergotsparing all level two
implementation measures indicated that there aag thear relationships between all
three direct observation tools.

Testing of model assumptionsModel adequacy was assessed through an
examination of the residuals for each final model (model four for the single-tool
models, model seven for the dual predictor modeld,each individual model for the
parallel growth models). Despite the strong floibees on the outcome variable in the
models that include student outcomes (i.e., mddeisand seven), the residuals were
independent, and normally distributed. The growtidel residuals and predictors were
also found to be independent and normally disteduand the overall patterns across all
models indicate that HLM assumptions appear tenable

Descriptive analysis relating student and implemeration variables. Given the
sample size restrictions, and the fact that theahcould not support the inclusion of any

student-level predictors, an initial correlationablysis was conducted to examine the
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relationship of important student-level variablies.( demographics, pretest data) with
group-level implementation, and student outcomegariate correlations among group-
level variables (i.e., student data is aggregatedsa group) are reported to adjust for
inflated scores due to repeated group values. Nbttee student-level demographic
variables or pretest scores were significantly @ssed with posttest scores. This lack of
significance is not surprising given the small nembf groupsr = 8), however the
patterns of correlation between student demogragnd group-level implementation are
worth noting. Specifically, ELL status was assasiavith the OTRr(= .50,p = .21),
CLASS = .46,p=.26), and QIDRr(= .59,p = .12), while special education status was
associated with the OTR € .56,p = .15), CLASS (= .67,p = .07), and QIDRr(= .42,
p = .30), respectively. Group pretest scores weresiguificantly associated with posttest
scores or implementation measures. Table 12 surpesatie bivariate correlations
between these student- and group-level variables.
Results

Research Question 1: How do three implementation/@@rvation tools relate
to each other?Bivariate correlations between the three implenteigools were
examined to determine the interrelations betweesdlthree measures. All three
implementation measures were significantly assedigbpecifically, the OTR was
related strongly to both the CLAS6< .82,p < .05) and QIDRr(= .80,p <.05), while
the CLASS and QIDR were highly related<.90,p <.01). This high degree of
multicollinearity among the three implementationasgres also suggests that serious
estimation issues may arise, particularly in thelel® with multiple predictors, such that

models fail to converge, or produce suppressicecesf
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The relationship between these three tools anchdeesure of basic adherence
was also examined using bivariate correlationsth&sasic adherence measure was
collected on a randomly selected 30% of videosnibkdian valueNidn = 6.00) of these
observations was applied to the entire data setgin there was very little variability
across these observation scores. Basic adherasmoderately, but insignificantly
related to three implementation tools. Table 1%/jol@s an overview of all correlational
analyses.

Table 12

Bivariate Group-Level Correlations Between Studesnel Variables and
Implementation by Group

Student-Level Variables
1. Group WAT_SS Posttest -
2. Group WAT_SS Pretest 215 -

3. Group IEP Status -333 .138 -
4. Group ELL Status 252  -.003 -.125 -
Implementation Variables
5.0TR 289 -198 564 .495 -
6. CLASS 262 337 .670 .457 .822* -
7. QIDR 544 253 419 589 .802* .894**
8. Adherence 306 .143 .046 .493 .364 224 352

Note.WAT_SS = Word Attack Standard Score; IEP = Indialized Education Plan;
ELL = English Language Learner; OTR = OpportunitefRespond; CLASS =
Classroom Assessment Scoring System; QIDR = ExagniQuality of Intervention
Delivery and Receipt.

n=38; *p<.05; *p<.01

Research Question 2: How do the observational tooifslate to student
outcomes? Which observational tool individually acgunts for the most variance in
student outcomes?able 13 provides an overview of the results ofyses that
examined the impact of the three individual implatagon measures in predicting
student outcomes (See pagel08-109 for an oveniemodel building process). The

first, or null, model was used to estimate the am@fi variance at each level, with no
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predictors in the model. This indicated that theas significant variance at both the
student levet(7) = 48.05p < .001, and the group levef = 27.76,p < .001, with 56% of
the variance between kindergarten students’ reaslibgpmes occurring at the student
level, and 44% of the variance between groups. 8 hesults indicated that hierarchical
analyses were appropriate, given the large amdurar@ance that occurred at the group
level. In the second model, each group’s average €cbre was entered into the model
individually. While the intercept and its accompaagyvariance component remained
statistically significant, the coefficient estimadithe predictive power of the OTR
implementation measure was niof) = 0.85,p = 0.43. Given the underpowered nature
of this study, statistical insignificance is notgmusing. Other parameters in each model
were therefore examined to explore how well eaghi@mentation measure predicted
student outcomes. Specifically, for each modelekiel one and level two ICCs were
calculated to examine the amount of variance pal,l@along with the level two pseudo-
R?, which indicates the amount of level two variatitat is explained by the predictors,
as well as a comparison of deviance scores as d@onestimate model fit. For the OTR
model, the amount of variance at each level waspeoable to the null, and while the
amount of variance at level two was significafite 22.90,p < .001, the amount of level
two variance explained by the OTR measure was gibtgi pseudo-R= -.03, and the
deviance score increased from the null, indicativeg OTRs, as measured here and with
this sample, were a poor predictor of group diffiees in students’ WAT scores.

In the third model, each group’s average CLASSesw@s entered into the model
individually. Here again the intercept and its anpanying variance estimate remained

significant, however the coefficient for the CLA8@s also not significant(6) = 0.76,p
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= .48. Here again the ICCs indicated comparablmnee at each level to the null, though
the deviance score decreased. These model sitistimbined with the pseudd-R -

.06, indicated that the CLASS is a poor unique jotedof group differences in at-risk
kindergarten student’s WAT scores.

In the final individual tool model, each groupi\gaage QIDR score was entered
into the model. Overall patterns of significanceagned the same across all three
individual models, with the intercept and its randeffect still significant, while the
coefficient for the QIDR was not significan{6) = 1.78,p = 0.13. Examination of the
model statistics, however, indicated a differeritgza when the QIDR was the individual
predictor. Here, the amount of variance betweeal$eshifted, with 67% of the variance
now at level one, and 33% at level two. This lewel variance was still significang’ =
16.31,p < .01, but the amount of variance explained byiregithe QIDR as a level two
predictor was quite different, pseud4-R.36, indicating that 36% of the variance at
level two was accounted for by the QIDR. This, dedpwith a decrease in model
deviance, indicated that the QIDR, despite itsgmsicant coefficient, may be a strong
predictor of group differences in at-risk kindetgarstudents’ reading outcomes. As
such, model four was considered the final individaal model.

While the results described above indicated @ QIDR was the best individual
predictor of group differences in student outcomesent research and theory indicate
that individual opportunities to respond (INDOTR#®Bay be a stronger predictor than
overall or group OTRs (e.g., Doabler, Baker, Ko§thgrke, Miller, & Fien, in press;
Smolkowski & Gunn, 2012). Given the fact that gragportunities are built into the

programs used in this study, and that OTRs wesegdily defined in the current study, a
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follow-up analysis was conducted where the averameber of INDOTRs delivered per
group were examined uniquely. While INDOTRs are dlsilt into these intervention
programs, it is far more under the control of ths@cher as to how many to provide within
a given lesson. Each group’s average INDOTRs watered into the model, and results
were almost identical to the overall OTR modé€g) = 0.03,p = 0.65. Model statistics
were also comparable, with 53% of the variancaudent WAT scores occurring at the
student level, and 47% at the group level, thobhghevel two variance explained by
including only INDOTR as a unique predictor wasiageegative, pseudo?R: -.14.

Given these findings, average INDOTR were therefloopped as a predictor and not
examined in relation to other tools in favor of d®ping the most parsimonious model
building process.

Research Question 3: How do the observational toolsiquely account for
variance in student outcomes when entered into th@odel simultaneously?Table 13
(see page 123) provides an overview of analysései@mnined the incremental variance
explained by each set of implementation measusssgage 110 for an overview of
model building process). The first dual predictardal involved entering the average
OTR and CLASS scores into the model simultaneodsig. intercept and its variance
component were both significant, but neither theR0ibr CLASS coefficient was a
significant predictor of WAT scoref5) = 0.55p = .61, and(5) = 0.18,p = .86,
respectively. The amount of variance at level twas wignificanty® = 22.89,p < .001,
with the 50% of the variance between kindergartadents’ reading outcomes occurring
at the student level, and 50% of the variance batvggoups, and there was a decrease in

deviance from the null model. However, the variaexglained at level two, pseudd-R
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-.31, and the fact that neither of these tools vedfective individual predictors of group-
level differences in student WAT scores, indicéteat the increased level two variance
was most likely due to a misspecified model witloppredictors (Raudenbush & Bryk,
2002).

In the sixth model, the average OTR and QIDR swere entered
simultaneously. Here again the intercept and iteawae component were significant,
while the predictor coefficients were nt{§) = -0.67,p = .53 for the OTR, ant{5) =
1.52,p = .19 for the QIDR. The model statistics for thistimodel indicated that 63% of
the variance in the model was now occurring atstiident level, and 37% at the group
level. The OTR and QIDR together accounted for 24%hat level two variance
(pseudo-R = .24), however the deviance increased from thlenmedel, and a
comparison this model to the model where the QID¥R entered individually indicated
that the OTR was actually decreasing the predigioxger of the QIDR.

In the final dual predictor model, average CLASE &IDR scores were entered
into the model simultaneously. Here again onlyititercept and its variance component
were significant, with nonsignificant outcomes foe CLASS, t(5) =-1.64 = .17 and
QIDR(5) = 2.34,p = .07, though the fact that the coefficient for Q¥R was
approaching statistical significance with such adarpowered study is notable. In this
model, 73% of the variance occurred at the stuldsel, and only 26% occurred at the
group level, but this amount was still significapﬁt,z 11.48p < .05, and the amount of
level two variance accounted for by the QIDR andA\SbE together was notably higher,
pseudo-R = .55, and the deviance of the model also droppéts lowest point,

indicating that model 7 was the best fit for thdaéa and predictors.
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Table 13

Fixed and Random Effects Estimates Models WATdxv8tores

Parameter Model 1 Model 2 Model 3 Model 4 Model 5 oddl 6 Model 7
Fixed Effects
Intercept 100.37*** 100.44*** 100.45*** 100.52***  100.45*** 100.52*** 100.49***
(2.09) (2.11) (2.14) (2.79) (2.32) (1.90) (1.61)
OTR 0.05 0.04 -0.06
(0.85) (0.12) (0.09)
CLASS 3.44 0.93 -12.36
(4.54) (8.80) (7.65)
QIDR 0.33 0.51 0.86
(0.18) (0.33) (0.37)
Random Effects
Group (intercept) 25.98*** 26.66*** 27.66*** 16.65 33.93*** 19.84** 11.75*
Student residual 33.15 33.34 33.28 33.62 33.30 4633. 33.34
Model Statistics
ICC — Level 1 0.5606 0.5557 0.5461 0.6688 0.4953 0.6278 0.7394
ICC — Level 2 0.4394 0.4443 0.4539 0.3312 0.5047 0.3722 0.2606
Pseudo R
Level 2 -0.0262 -0.0647 0.3591 -0.3060 0.2363 0.55
Level 1 -0.0057 -0.0039 -0.0142 -0.0045 -0.0094 -0.0057
Deviance 203.23 204.59 195.96 200.14 200.32 204.61 193.59
Parameters 2 2 2 2 2 2
Deviance Change - 1.36 -7.27 -3.09 -2.91 1.38 -11.02

Note.Parentheses denote standard errors. Level 2 pyesiare group centered. *p < .05. **p < .01. **p001.
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After these models were specified, the pseutloste calculated and examined
in order to determine the unique variance contatiuty each tool in each dual predictor
model. Given the results and fit of the OTR/CLASE ® TR/QIDR dual models, these
models were dropped in favor of a more parsimonanaysis, as they were not
explaining more meaningful variance than the QIiDédhe. In the CLASS/QIDR model,
which accounted for 55% of the variance at leva (26%), the CLASS was found to
account for 19% of the variance uniquely, while ®R accounted for 36%.

It is worth noting that this examination of thaque variance that the CLASS
accounted for in addition to the QIDR could notréeersed (i.e., a full commonality
analysis examining shared and unique variancdatéi by both tools) due to the fact
that the CLASS increased level two variance wheared into the model individually
(see Model 3). This led to a negative PseudoaRich indicates model instability. This,
coupled with the fact that the sign for the CLAS®@f@icient changed from positive to
negative in Model 7, suggests that suppressiamaperation. These findings will be
discussed in depth in the next chapter, howeveratitbis suggests that Model 7 may be

oversaturated, or overfit, with too many predict@audenbush & Bryk, 2002).

The unique variance of these tools was furthemgxed through a series of
comparisons of the EB residuals. Here, all toolsavirecluded, as this comparison was
conducted in part to determine whether there wexammgful relationships between the
tools that were not being detected due to the didhgower in the analysis. As was
expected given the high bivariate correlations leetwthe three tools, their EB residuals
were also significantly correlated. More intereghyn the QIDR tool was found to be

moderately positively, but not significantly, reddtto both the OTR and CLASS EB
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residualsy = .33,p= .42, and = .33,p = .43, respectively, which may indicate that both
tools, when used with the QIDR, might account farenvariance in a well-powered

analysis. Table 14 presents an overview of theskrigs.

The final component of the analysis for the thiedearch question involved
visually examining a matrix scatterplot that congohall the EB residuals and the
average tool scores. This visual analysis alloveeéh examination of individual groups,
and how the different measures and estimates ingpadicted group implementation.
This analysis indicated that overall patterns ¢ihegtion were consistent across the
groups, however one group, group five, was conslisteverestimated in the OLS (i.e.,
average tool) models. This group had only thredesits, and further inspection indicated
that all students scored at the floor, while thecheer here was rated highly across all
three implementation measures. As such, the EBuasmodels indicated that this was
leading to an inflated estimate for this group. dtlher group patterns appear to be fairly

consistent across tools. Figure 2 provides anvewrof these findings.

Research Question 4. What does implementation lodike across
intervention time by implementation tool? Table 15 presents an overview of the
growth analyses examining implementation across {iee page 112 for an overview of
model building process). Each tool was modeledrseéglg in an unconditional growth
model, providing basic information around patteshgrowth and whether
implementation varied significantly between groapsoss time. In the first model, each
group’s OTR scores were the outcome, and time wised as an uncentered predictor
at level one, and allowed to vary randomly at léwa&l. The intercept was significant,

t(7) = 16.89p <.001, however its random component was fot, 10.57,p = .16.
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Table 14
Bivariate Correlations between Empirical Bayes Reals and Average Group Scc
by Tool

1 2 3 4 5 6

Empirical Bayes Residuals

1.EB_OTR -

2. EB_CLASS .98**

3. EB_QIDR 92** 94**
Implementation Variables

4. OTR .00 .09 -17 -

5. CLASS .03 .00 -.27 .82* -

6. QIDR .33 .33 .00 802*  .89**

Note.EB = Empirical Bayes; OTR = Opportunities to Regid@LASS = Classroor
Assessment Scoring System; QIDIExamining Quality of Intervention Delivery at
Receipt. n=8; *p <.05; **p <.(
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Figure 2.Matrix scatterplot of empirical Bayes (EB) residsibly average tool score
Ticks on the Yaxis represent the average QIDR scores, averagé&6Slskores, averal
OTR scores, and then the QIDR, CLASS, and OTR EBRlvals, from bottom to top
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Conversely, the fixed effect for time was not sfguaint, t(7) = -0.62,p = .56, however its
random effect was significanf = 29.07,p < .001. These results indicate that while
groups’ average OTR scores are different from aexbservation time one (i.e., the
intercept), there was no significant growth overtilbugh there were significant
differences in growth between individual groupsoasrtime. In other words, there was
no significant growth on average, but individuabgps varied in their growth patterns
across time. An examination of the model statistidecated that 22% of the variance in
the model was between groups, and that 27% olHrance was attributable to
differences in trends over time between the groupgure 3 represents each group’s
growth patterns using the OTR measure.

The second model used the same process to exanplamentation as measured
by the CLASS across time. Here, the intercept ssmchhndom component were both
significant,t(7) = 25.32p < .001, ang” = 19.52p < .01, respectively, while the fixed
effect for time was not significant. The randomneetffor time closely approached
significancey® = 13.21,p = .07, indicating that here again individual greugrowth
patterns across time were notable, though overallitly was not significant. The model
statistics here indicated that 44% of the variandbe CLASS time model was between
groups, but that only 3% of that variance waslaitable to differences in change over
time between the groups. Figure 4 represents gacip's growth patterns using the

CLASS.

The QIDR was examined in the final growth modéleTntercept and its variance

component were both significant/) = 10.97p < .001, an(j(2 =51.38p<.001,
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Table 15
Unconditional Growth Models Examining Implementati&cross Time by Tool

Parameter Model 8 Model 9 Model 10
Fixed Effects
Intercept 268.85*** 3.56*** 36.40***
(-15.92) (0.14) (3.06)
Time -3.95 0.002 -0.15
(6.41) (0.03) (0.32)
Random Effects
Residualg; 3248.68 0.13 27.60
Group (intercept)oi 673.23 0.10*** 76.59%**
Group (time)fy; 250.43*** 0.003 0.16
Model Statistics
ICC, (Group) 0.2214 0.4421 0.7355
Deviance 715.10 81.80 415.68
Parameters 4 4 4

Note.Parentheses denote standard errors.
*p<.05. ** p<.01. ***p<.001

respectively, however neither the fixe¢¥) = -0.47,p = .65 nor random componenf3,
=6.90,p > .50, for time were significant. The QIDR time de&baccounted for 74% of
the variance between groups, however less thanfiP&bvariance was attributable to

differences in trends over time between groupsurei$ represents each group’s growth

patterns using the QIDR. As can be seen here, gholgps started at significantly
different points, there was no significant growttrdownward trends, despite notable

variability within groups.

Finally, given the theoretical and empirical suggor the predictive power of
individual opportunities to respond (e.g., Doaldeal., in press; Smolkowski & Gunn,
2012), the number of INDOTRSs delivered to each gracross time was again examined
in a follow-up analysis to determine whether thees a differential effect for individual

or overall OTRs. The results of this fourth modekghighly similar to the overall OTR
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Figure 3.0TR measure growth patterns across observatiankirgroup.

model, where the intercept was significafi) = 11.41p <.001 and the fixed effect for
time was not significant(7) = -0.83,p = .43, however the intercept's random component
approached significangé = 13.72,p = .06, and the random effect for time was again
significant,y® = 42.39,p < .001. As with the overall OTR measure, there n@s

significant growth overall, however individual grmivaried significantly, and here each

group’s individual OTRs were almost significantifferent from the average at the first
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Figure 4.CLASS growth patterns across observation timerbym

observation point (i.e., the intercept). Figureepresents each group’s growth patterns

using only INDOTRS.
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Figure 5.QIDR growth patterns across observation time by
group.

Figure 6.Individual OTR measure growth patterns across
observation time by group.
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CHAPTER V
DISCUSSION

The purpose of the current study was to compaeetimeasures of instructional
implementation to determine how these tools reafatach other and to student outcomes
for at-risk kindergarten students receiving smadiup reading interventions. Patterns of
implementation across time, as measured by eathwere also examined. Overall,
results of this analysis indicated that (a) thelenentation tools were highly correlated
with each other, (b) only the QIDR independentlgamted for group differences in
WAT scores, (c) together the QIDR and the CLASSeappo account for additional
variance in group differences, and (d) there wersignificant trends in implementation
across time as measured by any of the tools, hawkeese were significant differences in
trends over time between groups when using the @€Rsure. These findings will be
discussed in detail next, however collectively stheesults suggest that while these
observation tools are correlated, they appear twapeuring different aspects of
implementation, and therefore offer support for sueag implementation from multiple
perspectives.

Of particular interest in this study was a comgami of bothwhatandhowthese
tools measured implementation while holding therutdional context constant. As such,
close attention was paid to the different compamehimplementation (i.e., adherence to
program theory, dosage, quality of delivery, pgraat responsiveness) and different
measurement approaches (i.e., discrete behaviosalhation, global rating scales) of
each tool throughout this analysis, and how thesasorement features interacted with

the context of implementation. These implicationk lve considered next, after an
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overview of the primary findings of this study, aadliscussion of the study’s limitations.
Finally, the chapter will conclude with a discussamn implications for future research
and practice.

Primary Findings

Prior to discussing the findings of this study, éneir implications for
researchers and practitioners, it is importaneiterate the caveat that this study was
highly exploratory in nature. This, when coupledhathe small sample size and
subsequent power issues, limits the certainty whicth these patterns can be interpreted
and generalized.

A second major caveat has to do with the flooeaH that were observed in the
student outcome measure. Floor effects may comeebility between individuals who
score at the lower end of a measure, and therkfssen a measure’s ability to detect true
individual differences. Floor effects also weakerrelations between the outcome
measure and predictors (Catts et al., 2009). Giverfact that over halih(= 18) of the
students in the sample scored a zero on the WATgbults obtained here are
underestimatesf the predictive effects of all three implemeratmeasures. These
issues will be discussed in depth in the limitagisection, however their impact is such
that it is important to preface all discussion artdrpretations with this consideration.

Relationship between toolsThe three implementation measures were
significantly positively and strongly related tackaother. In other words, the tools appear
to capture highly related elements of instructiangdlementation — high measures of
OTRs align with higher quality instruction on the€&ASS, and higher ratings of

instructional delivery on the QIDRore research is needed to examine the true
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relationship between these implementation meadaresderstand how they interact and
account for variance beyond looking at basic cati@hs.

Associations between individual tools and studemutcomes At its core, in
educational contexts, implementation science rekgarundertaken in an effort to better
understand and interpret program effects on stunléicomes (Fixsen et al., 2005;
O’Donnell, 2008). In the current study, the assiames between implementation and
student outcomes were examined three ways. Fisgasure of opportunities to respond
was examined, which targeted the frequency of Veeaaher-provided opportunities for
students to engage in instructional activities.0Belc a composite version of the CLASS
that included all ten items across the three suésegas examined (Hamre et al., 2014;
McGinty et al., 2012). Finally, a composite of tabthe four subscales of the QIDR was
examined, which targeted Quality of Interventioriizey and Student Response During
Delivery. In this context, when looking at each lerpentation measure individually,
none of these three tools were statistically sigaift predictors. However, the
examination of model statistics indicated thathie QIDR model, a third of the variance
was between groups, and the QIDR, while not sigaift, accounted for a substantial
portion (36%) of that variance on the WAT. The OMiRasure and the CLASS were not
adequate predictors of group differences in studatdomes.

OTR.The finding that the OTR measure was not a sigmitigpredictor of group
differences in student outcomes was somewhat simgriHigh numbers of OTRs have
long been held as important markers of effectiwruction, particularly in special
education contexts, and there is a growing boditevhiture (e.g., Doabler et al., in press;

Smolkowski & Gunn, 2012) that documents the stremgtndividual OTRS in particular
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in predicting student outcomes for early acaderkitss The fact that both overall and
individual OTRs were not strong predictors of stutdeutcomes in the current study is
therefore unexpected, though there may be sevienagiple explanations for this finding.

One consideration is the sheer number of OTRs &reaverage of 252) that
students received both individually and as a grdinis high number may be due to the
nature of the OTR measure used, which was purpibséheral in order to capture both
social and academic interactions between teacherstadents. It's more likely,
however, that this high number is due to the nabfitee explicit instruction programs
used, in which OTRs are a critical element. As sutshpossible that there is a threshold
effect at play, where OTRs are predictive of stiaericomes up to a certain point, but
the sheer number provided by these scripted progytianits any predictive or
differentiating power of this measure. This isimelwith other implementation research,
where some studies have found that with certaimehs of implementation (e.g.,
dosage, adherence), more is not always betterthandhere may in fact be a level of
diminishing returns once a certain threshold oeaamponents have been delivered
(Durlak & DuPre, 2008; Fuchs et al., 2010; Haralet2013).

A second consideration has to do with the aboveehfioor effects that were
observed in the student outcome measure. Whiledtrelations between all three tools
and the WAT increased strongly when only studerits performed above the floor were
included, the correlation between the OTR and WASB wignificant(=.79,p < .05),
which is notable with a sample of only 13 studeAtssuch, these findings should not
discount the importance of OTRs, but rather shatrelss the importance of examining

any possible threshold effects of OTRs, with amjadéely sensitive outcome measure.
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CLASS.The finding that the CLASS alone did not accountgimup differences
in student outcomes is not necessarily unexpetitedgh again these results should be
considered with in light of the floor effects notaldove. While the CLASS has been
found to be a strong predictor of student outcomexher educational contexts (e.g., K-
12 general education contexts; Hamre et al., 2B@hburn et al., 2008), there is little
research that documents this tool’s impact in sgrallip or special education settings.
The CLASS was developed to capture componentdedtafe instruction in general
education classroom contexts, however the struetagecontent of the programs used in
the current study are tailored to support studenteed of targeted intervention that is
delivered in small, academically homogenous groApssuch, the theories of
instructional change involved in the CLASS may acturately capture the active
ingredients that drive student learning in a tagdegxplicit instruction program.

A discussion of the specific components of the S5fand how they mapped on
to the observed instruction in this study’s datansay shed light on this finding. The
scores on the CLASS composite for this sample wetiee low- mid-rangeM =3.56 on
scale of 1-7, where scores of 1-2 are considengd3eb are considered medium, and 6-7
are considered high), with much lower overall rggiof instruction than the other two
measures. Initial reviews of the specific CLASS poments indicated that the classroom
organization and management domain was in theraigdpe, but that the domains related
to emotional and instructional support were inltdve and low-mid range. These patterns
were consistent with hypothesized results, and im&gct represent areas of
misalignment between program and measure theoryfviy et al., 2003; O’'Donnell,

2008).
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The programs used in this study have strong behavanagement and academic
supports built in to maximize student engagemedt@oductivity, which may explain
the consistently high scores on the Classroom Qzghon scale. This may also reflect a
difference between the tool and program design)ea€LASS is typically used in large
group settings for a longer period of time; quilifedent than the 30-minute small group
setting here. While this setting and these typgzagrams are designed to provide
strong organization and management, the limitechlbdity on the high end of this scale
may also indicate that the CLASS is unable to diffiéiate between overall high levels of
classroom organization and management in smallpgsettings. This may indicate a
misalignment between the CLASS and the currentun8bnal context, at least in terms
of classroom organization and management.

There was, however, more variability between teexbn the Emotional
Supports scale, which measures overall classromnaitd, teacher-student relationships,
and teachers’ sensitivity to student needs angpetives. The presence of some
variability on this scale is somewhat surprisingeg the scripted nature of the programs,
however this may indicate that the CLASS may irt becable to differentiate between
teachers who provided more or less social and emaltsupports, even within the
context of highly scripted small group instruction.

Uniformly low scores in the area of instructiosapport,as defined by the
CLASS frameworkvhile not necessarily surprising, may represesiear example of a
misalignment between program and measure theoryfviy et al., 2003; O’'Donnell,
2008). The Instructional Support scale of the CLAS&sures a teacher’s ability to

develop higher order thinking skills, to engagealetits in extended back and forth
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feedback loops, and to ask open-ended questiorms)gother items (Pianta et al., 2008).
These skills are clearly important aspects of ganestructional quality, but may not
align with the context of measurement in the curstndy. In fact, teachers who engage
in the types of instructional supports targetedi®yCLASS may actually be considered
as “failing to adhere” to the core instructionajiedients of explicit programs.

For example, the programs used here are designaovtide significant
instructional support in the development of basidyeliteracy skills. This involves the
provision of carefully sequenced targeted learmipgortunities through the use of
frequent practice opportunities, delivered at alopace, with clear and consistent
language and feedback, particularly error correstigArcher & Hughes, 2011). This type
of specialized instruction is designed to target skill development with intensive,
repetitive direct modeling and immediate correcteedback to promote errorless
learning (Jones & Brownell, 2014), which is dirgatl contrast to the type of feedback
and concept development targeted by the InstruaitiS8aopport scale. As such, the
findings in the current study may indicate that G3\alone, due to the lack of alignment
with explicit instruction theory, is unable to acc for the type and quality of
instructional support intended for the current nueasient context. These results should
be examined further, as the different CLASS comptseould not be examined
systematically due to the power limitations in tuerent study, however the patterns
found above with the CLASS are consistent with tagcal hypotheses that indicate that
the CLASS alone may not be the best measure otisiginal implementation in tier two

or special education contexts.

137



QIDR. Given the stated sample size and floor effect ssiine finding that the
QIDR did individually account for substantial varce between groups is noteworthy.
Several considerations warrant discussion. Thaalétj this finding was expected,
because the QIDR was developed specifically forwiie small group targeted
interventions, and while it is content-independant] therefore not specifically aligned
with the reading programs used in this study (aeneasure of procedural adherence), it
is rooted in theories of explicit instruction. Atignent with program theory is considered
a particularly important component of implementatioeasures, particularly for
capturing more complex, nuanced features of impigat®n that are assumed to drive
change in student outcomes (Harn et al., 2013; Maybt al., 2003). One explanation
for the finding that the QIDR accounted for substdvariance between groups may be
the fact that this tool aligns with the specifitairvention program theory (Mowbray et
al., 2003; O’Donnell, 2008).

A second consideration is that the QIDR is a rfadéted measure, as it targets
multiple aspects of implementation that are thouglexplain important instructional
interactions in a small group intervention contéd.an integrated tool, the QIDR
examines both structural and process-oriented &spéonplementation (i.e., adherence
to program theory, quality, student responsivendssjther plausible explanation for the
current study’s findings may be that by targeting aapturing multiple components of
implementation, the QIDR accounted for multipletinstional interactions that impact
student outcomes. This is in line with findingsnfroecent research using multifaceted
measurement approaches (e.g., Domitrovich et@LQ;2Durlak & DuPre, 2008; Hamre

et al., 2010; Odom et al., 2010). The OTR and CLA&®3sures captured structural and
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process-oriented aspects of implementation, resgdgthowever these alone may be
too narrow to distinguish between important aspetisstructional groups. The QIDR,
on the other hand, by addressing both structubaocess-oriented aspects, in
alignment with program theory, may capture esskel@gnents of instruction that can
meaningfully discriminate between groups.

Specifically, the QIDR overtly measures featurestodent responsiveness as a
factor of implementation. The structural componaritgroup responsiveness map on
closely with explicit instruction program theoryde systematic, frequent practice
opportunities, scaffolding and monitoring of studaocuracy), however the QIDR also
gualitatively rates students’ academic, social, @amdtional responsiveness as a group.
This may be a particularly important indicator wattudents who are at-risk for special
education, whose group and individual responsesldlarive instructional decisions
(Chard et al., 2002; Connor, 2013; Connor et 8092 Harn, Chard, Biancarosa, &
Kame’enui, 2011; Jones & Brownell, 2014; Vaughalet2000).Given the at-risk nature
of the sample, and its focus on small group intetie@, implementation measures that
capture more nuanced elements of the dynamic titers between students and
teachers during instructional delivery may be esakin evaluating quality intervention
implementation in special education contexts (Haral., 2011; Jones & Brownell,
2014). In measuring both the structural and preoeented aspects of student response
to the specific intervention programs, the QIDR rbaycapturing highly contextual and
important information about student responsivetiegsdifferentiates instruction by
group. Future research is needed that systemateedimines the relationship between

the different aspects of implementation within @®R, and different student outcomes.
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Unique variance in dual predictor models.This study also sought to examine
the ways these implementation tools explained madan student outcomes when
entered into models simultaneously. Given the seaatiple size, only dual predictor
models were viable options for examining this redeguestion. The CLASS and OTR
measures were poor predictors individually. The Gifld QIDR model increased the
variance at level two, and accounted for less aff Wariance than the QIDR alone,
indicating that the OTR simply “added noise” to thedel. The CLASS and QIDR
model, on the other hand, increased the level av@mce explained from 36 to 55%,
indicating that together, the CLASS and QIDR actedrior more variance between
groups. Closer examination of this model and threetational analysis, however,
indicated that suppression may be occurring betweese two predictor variables. This
will be discussed in the next section.

QIDR and CLASSThe finding that the CLASS increased the overaliaklity
accounted for in the WAT is not altogether unexpeécbut it is again notable given the
methodological limitations. Two considerations veatrdiscussion. The first is the
relation between the tools; the second is an egtgdiscussion of the impact of
suppression effects.

The CLASS is often considered a general measuogehll classroom quality
(e.g., Domitrovich et al., 2010; Hamre et al., 20¥#Ginty et al., 2012). There is
growing recognition that implementation of any rastional program does not occur in a
vacuum outside the influence of good teaching (@yr2010), and recent research has
explored relationships between the CLASS as a meneral tool and more targeted,

implementation measures (i.e., Domitrovich et2010; Hamre et al., 2010; McGinty et
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al., 2012). In the current study, the CLASS isaatrong sole predictor of group
differences, possibly because it is not capturohgpaate levels of intervention-specific
variance. However, when used in combination with@DR, the CLASS may be
capturing enough additional, unique aspects of gteaching quality that it increases
the variance accounted for in intervention delivémthis context, therefore, the CLASS
and QIDR may be complementary, as the CLASS captwrerall classroom quality,
while the QIDR targets specific instructional amdgram delivery features (i.e.,
adherence to program theory, quality of instructfmarticipant responsiveness). This
aligns with other studies that show that the CLASS measure of general quality
targets different information than measures thagetisthe quality of explicit instruction
(Domitrovich et al., 2010; McGinty et al., 2012).

These findings must also be considered in ternssippression effects.
Suppression effects occur when a predictor variddaleis not highly related to the
outcome measure is highly correlated to anothetigt@’; when these predictors are
entered into a model simultaneously, the first ted “suppresses” additional irrelevant
variance in the model, therefore increasing thealpredictive power of the model
(Pedhazur, 1997). When suppression occurs, illbge@meter estimates (e.g., a
measure that should predict increases in an outsoithéenly predict decreases) are also
common, which may account for the negative CLAS&faent seen in Model 7. It is
important to acknowledge suppression as an isstieeinurrent study, as this negative
CLASS correlation should not be interpreted as nmggtinat groups with lower quality

ratings were associated with higher student outsoinefact, neither the CLASS nor
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QIDR coefficients should be interpreted indepeniydmere; all that can be interpreted is
that together they account for more variance tharQIDR alone.

It may be helpful to consider how the differengéghictors impact group scores in
the QIDR versus QIDR and CLASS models. Groupsdhatated high, or low, on the
QIDR, are also rated comparably on the CLASS. Afsthe estimates for individual
groups are closer to the obtained values when slgenes are combined in the dual
predictor model. Another view of this is illustrdtby the fact that suppressor variables
can also act as “enhancers,” in that they subimnadevant variance that they share with
the other predictor from the model, and thereforprove the variance that is explained
(Pedhazer, 1997). It's highly possible that the GiSAis serving in this function in the
current study as it contributes to the amount oiavece accounted for by the QIDR,
which would align with the view that the CLASS,ageneral measure of quality,
complements more instructionally specific measofamplementation. Further research
IS necessary, however, to examine the true relsttiprbetween these two
implementation measures.

Implementation across timeWith this final research question, this study also
sought to examine the ways these tools capturddrpatof implementation across time.
These interventions were delivered in schools wili-established RTI frameworks, by
IAs with years of experience with the specific egipinstruction programs in use.
Theoretically, patterns of implementation acrosgethave been predicted to increase, or
decrease, depending on the context of deliverytymelof program in use, making this
type of inquiry especially important (Durlak, 2Q7och, 2009). In the current study,

there were no significant changes across timeyerage, with any of the
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implementation tools. The OTR measure, howeveryoh@nted significant between
group differences across time. Here again thersareral plausible explanations for
these findings.

Type of measurekFirst, these findings should be considered intlafthow each
of these tools measures implementation. The OTR,dascrete behavioral observation
tool, captures more molecular differences in imm@atation across time. The CLASS
and QIDR, as global rating scales, target mordestlbments of implementation, and are
therefore expected to capture less variability s€tone (Chomat-Mooney et al., 2008;
Snyder et al., 2006). As such, the finding that@TR captured significant between
group differences across time, while the QIDR ah&&S did not, makes sense given
that the OTR measure focuses on “state-like” bedrasthat are expected to vary more
across time, and is in line with previous reseammparing these types of measures
(Chomat-Mooney et al., 2008; Cobb & Smith, 2008ngher et al., 2013; Snyder et al.,
2006; Stoolmiller et al., 2000). This finding is@corroborated by the fact that while
the differences attributable to change over timeavikgher for the OTR measure, it
actually explained less between group variance j2B%# the CLASS (44%) and QIDR
(74%) when examined across time. This again indgcttat the two global rating
measures may be capturing more stable, trait-kesttucts, while the OTR captures
more variable state-dependent elements of impleatient

While these overall results are expected, it veasesvhat surprising that the
QIDR did not capture more between group differeramsss time, given that it
integrates more behavioral elements into both w&hdthow it measures implementation.

Closer examination of the patterns of implementatioross time as measured by the
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QIDR show, however, that while there were no sigaiit upward or downward trends
(i.e., growth) within groups, there was a substdmtegree of instability within groups,
indicating that this measure may be capturing eemidnge of behaviors within a general
trait-like level of implementation. Figure 7 illuates the variability of implementation
within group. Additional research is needed to exanthe integrated nature of the
QIDR, in terms of whether it is molecular enougltépture state-like differences that
can inform formative professional development anacting, while also capturing more
stable trait-like differences in small group instianal delivery.

Context.These findings should also be considered in liglth@® context in which
these interventions were delivered. Both schoolewensidered to be in the full
operation stage of implementation with their RTdgmam and kindergarten
interventions. This is important for several reasa@s it not only means that a certain
level of competency, or expertise, was expecteah fitee IAs delivering the programs,
but it also meant that no professional developmerbaching was provided. The fact
that there were no significant trends overall, threakes sense for the given context, and
these findings can perhaps best be thought ofpsegenting a snapshot of
implementation across time during the fully operadil implementation stage. These
findings support the argument that different stagfamplementation may require
different measurement approaches (Fixsen et &5)28uch that interventions in later
implementation stages may need less observatiass&tme than those in less stable

earlier stages.
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Figure 7.Variability of QIDR implementation across time.

Further research is needed to examine these patiewever, as the between
group differences found with the OTR, the instéypiiieen in the QIDR, and the relative
stability seen with the CLASS may suggest that messthat target more variable
behaviors require different frequencies of obséowatacross time, even within the fully
operational implementation stage. For instanceirnsiability of the QIDR measure may
suggest that taking an average score across webkggrvations gives a more accurate
measure of overall implementation. The relativdisity of the CLASS may indicate that
fewer observations across time are necessaryhEd@TR, on the other hand, the
significant differences in growth between groupymmaicate that an average score

masks important variability. Students in groupshsitgnificant downward trends may be
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more impacted by later low scores; students inggauith significant upward trends may
not have benefited from all the instructional suppaeeded across time. Decisions
around the timing of OTR observations may therefered to be group or context-
specific, rather then set at regular intervals sstone.

These findings align with the findings of Chomaodmey et al. (2008), which
found that only four observations were require@ravide a relatively stable measure of
classroom processes when using the CLASS, whetésasa six observations were
required when using a behavioral, time-sampling@ggh. Further research is necessary
to examine the stability of the QIDR, particulagiyen its integrated approach, to
determine the ideal number of observations neenlpdolvide a reliable, stable measure
of implementation. Scale differences should alseXxsmined, as the differences between
these measures, where the CLASS had a range eb2@5and the OTR measure had a
range 116-458, may also impact how these measapdgre variability across time.

Basic adherenceFinally, an additional noteworthy finding of thitudy is the
lack of strong correlations between the basic pfoca adherence measure and the
implementation tools. All teachers across time lhigth levels of procedural adherence
(M =5.63 on a scale of 1-6), indicating that as aigrihey were delivering the programs
“by the book,” as would be expected from schoolthmfully operational stage of
implementation. Yet this measure was not strongbpeiated with the other
implementation measureis¥ .36 with the OTRr = .22 with the CLASSy, = .35 with
the QIDR), indicating that basic adherence to pdace alone may not be a sufficient

measure of instructional implementation. This ismaportant finding given the
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widespread approach of only including basic adhmreneasures when evaluating
implementation, particularly in education contefdsirn et al., 2013; O’'Donnell, 2008).

Several measurement issues may have led to titisdj, such as the lack of
variability on the adherence measure, or the sgalfrihe measure. The dichotomous
nature of this tool, where teachers’ basic adherémprocedures was rated as either
present or not, may have decreased variabilityigpeécted the correlations. Future
research is needed to more fully examine the oxlahip of measures of basic adherence
to procedural and other more multifaceted measaefreaaplementation, however the
findings of the current study indicate that comnyemed basic adherence measures may
be inappropriate for capturing the full complexatyinstructional implementation in
school-based settings.
Limitations

There are several limitations to the current stilndy warrant consideration,
which also may be helpful in informing the desidriuture studies. First, it is important
to underscore the underpowered nature of this sitiiyie the current study’s sample
represented naturally occurring clustering in aostibased setting, the final sample of
31 students nested in only 8 small groups was pmalic from a sample size
perspective. Studies with insufficient power ingeé#he likelihood of type Il errors, and
lead to inconsistent identification of statistigadignificant effects (Maxwell, 2004).
These power issues also limited the model builgmgess, such that no student-level
predictors could be entered into the model, andrerg all three tools into the model
simultaneously resulted in an oversaturated mddes limited the range of questions

that could be addressed in the current study (8rajd005; Snijders & Bosker, 1999).
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The fact that none of the tools were significamdactors is also likely due to the
underpowered nature of this study, though thetfaattsubstantial variance was still
accounted for by some of the models indicatesthita better-powered study may be
able to detect significant effects using these en@ntation measures.

A second limitation had to do with the outcome suga in the current study. The
WAT was not sensitive enough to detect individutiedences in outcomes in the current
sample, as evidenced by serious floor effect issheover half of the sample scored a
zero, these floor effects led to what is most yikah underestimation of the predictive
power of the three implementation measures. The WAS selected as an outcome
measure as it targeted the type of early liter&disdeing taught in the interventions,
however it is highly possible that a more sensitheasure (e.g., DIBELS, easy-CBM)
may have captured more accurate differences imalsamade up of students likely to
score toward the lower end of a distribution.

An additional limitation has to do with the higkvel of collinearity among the
three implementation tools, which was particulgmgblematic given the power and floor
effects noted above. Instructional implementatippears to be highly consistent across
all three measures, where groups who score highthe® CLASS and QIDR also offer
higher numbers of OTRs. This led to the likely atence of suppression effects, which
limits the interpretability of the coefficients the models. However the finding that the
QIDR and CLASS do account for more variance whedetex simultaneously may
indicate that a better powered study may detectitiigue variance attributed by these
highly related tools. Collectively, these limitat®indicate that the current study

represents a lower bound of the explanatory effefcédl three measures, and future
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research is needed to determine the relationshgh&fiects of implementation as
measured by these tools. Despite these limitatitvescurrent study does offer important
insights to the field in terms of measuring implerna¢ion, which are discussed next.
Implications for Research

From a researcher perspective, a comprehensiweofianplementation involves
measuring implementation as a complex, multifacetetstruct (Dane & Schneider,
1998; Durlak & DuPre, 2008; Fixsen et al., 2005rHet al., 2013; Mowbray et al.,
2003; O’Donnell, 2008). This type of measurememrapch must be rooted in a firm
understanding of thpurposeof implementation measurement. Clear consideratfon
guestions about the purpose of implementation neasnt involves systematic
decisions about (a) what to measure, (b) when tsare it, and (c) how to measure
implementation variables. The findings of the cotrgudy offer strong support for
considering implementation from this view, and tieed to take a multifaceted approach
to measuring implementation.

Implications for what to measure.The results of this study challenge the typical
implementation measurement approaches often usgzemal education contexts that
only address unidimensional measures of adherarfagetty to procedure. While
adherence to basic program procedures was foulnel hagh across the entire sample, it
was not associated with other measures of impleatient and these other measures
appear to be accounting for important differencegtsvben small groups. The finding that
the QIDR was the only tool to account for substdrtifferences between groups
reinforces the notion that implementation measshesild also be closely aligned with

the program theory, content, and context of dejivérhen researchers select measures
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based on a firm understanding of these underlyitgyvention mechanisms, rather than
simply following convention or ensuring the intelrmalidity of a research study,
implementation measures are more likely to captaportant variability in delivery
(Durlak, 2010; Flay et al., 2005; Mowbray et aDP3; O’'Donnell, 2008).

These results also align with recommendationsnggfor the use of multiple
measures that target different aspects of impleatient (Dane & Schneider, 1998;
Durlak & DuPre, 2008; Odom, Hansen et al., 201®jhatthe QIDR and the CLASS
together accounted for more variance between grthgrsthe QIDR alone. These
findings are supported by research showing thdt geheral classroom quality and
content-specific instructional quality may be imjaott constructs to capture (e.g.,
Domitrovich et al., 2010; Hamre et al., 2010; Mcfgiat al., 2012) when developing or
selecting implementation measures. This findingpde the extremely high collinearity
between the process-oriented CLASS and the ined)@iDR, also supports the need to
take a multifaceted approach to measuring impleatiemt. Researchers need to consider
measures that target both the structural and psemésnted aspects of implementation
(e.g., Odom et al., 2010), and may want to conglteedevelopment of multifaceted
composites that capture a wider range of implentiemt&ariables, though a systematic
examination of an OTR/CLASS/QIDR composite was Ineythe scope of the current
project.

Implications for when to measure implementationThe current study also
contributes to implementation science researchxayniing the dynamic nature of
implementation across time (e.g., Chomat-Moone&l.eR008; Domitrovich et al., 2010;

Fixsen et al., 2005; Zvoch, 2009). While researcthis area is still emerging, with many
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equivocal results, the current findings, which cade that overall implementation was
stable across time, may best be considered agalsrtaof implementation in a given
implementation stage and context that can be wsegddrm future researchers. In
general, it may be expected that schools thataaraldng in the implementation stages,
with well-established practices and systems of sttpmay have fairly stable levels of
implementation across time, and as such may noireegs many observations in order

to establish accurate measures of implementatioesd findings align with theories

about implementation stages (i.e., Fixsen et BD52, and support the call for researchers
to take the context and stage of implementatiom @ohsideration when making
implementation measurement decisions.

Closer examination of the OTR across time reshtigiever, indicate that the
significant between group differences may be teedrbader contextual factors (i.e.,
school site), as three out of the four groups wadtvnward trends of OTR were located at
the same school. While both schools were part@ttdme district, received similar
trainings, and were in the fully operational stag&TI| implementation, there were other
between-school differences that may have impactpieimentation across time. Given
these findings, a closer examination of overalbstiifferences indicated that School A,
which had smaller groups, instruction delivere@ icommon room, and consistent
supervision by a lead teacher, had average WATesaufr105.69, while School B, where
students received instruction in larger groupsatated rooms, had average WAT scores
of 95.72. While systematic examination of thesediecwas beyond the scope of the

current study, a review of these types of contdxtaaables should also be included
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when making implementation measurement decisiémsplementation had only been
measured at one or even three points in time, thaterns may not have been noticed.

Indeed, the finding that overall implementationoss time was relatively stable
but that individual differences were noted withfeliént tools, raises the question of how
many observations are necessary to capture apatigre of implementation. These
patterns also suggest that this question may dgthena function of context, but the type
of measure. The relative instability of the QIDRygasts that taking an average of
multiple observations may be necessary for to@stdrget more variable components of
implementation, while the significant between gralifferences on the OTR suggest that
multiple observations should be examined across énd contexts to capture important
moment to moment differences. The relative stabilftthe CLASS, on the other hand,
aligns with recommendations from the CLASS literat{Chomat-Mooney et al., 2008;
Pianta et al., 2008) that only a few observatioay tre enough, even in this small group
setting. Collectively, these results strongly supgte call to move beyond single
measures of implementation to a more dynamic, gimaily aligned measurement
approach across time (Durlak & DuPre, 2008; Fixsteal., 2005; Harn et al., 2013;
Mowbray et al., 2003; Zvoch, 2009).

Implications for how to measure implementation. The differences in how
global versus behavioral measurement approachésreamplementation across time
has important implications for researchers, and ise with earlier research
highlighting the difference between measures thpture state-like versus trait-like
behaviors (Chomat-Mooney et al., 2008; Snyder.eP8D6). Researchers need to

carefully consider the purpose of measurement, (@xgnative versus summative
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evaluation) when selecting or developing implemeotameasures, and consider how
these align and capture information about the tfpastructional processes being
observed. For instance, when evaluating progranandesffectiveness, different
programs may require different combinations of$dargeting different levels of
instructional information (i.e., instructional statthat changes across time and contexts,
or more stable instructional traits), such as &igheducation context that requires
discrete information on the dosage of specificrutdtonal interactions individual
students need, as well as overall information ablassroom quality and other process
variables (e.g.Connor et al., 2013; Doabler et al., in press; Miget al.,2012).
Regardless of which measurement approach is Usesk findings collectively
underscore the importance of aligning implementagiorpose and implementation
measures.

Implications for linking implementation and outcomes. Finally, the findings in
the current study collectively reinforce the calletxamine implementation variables in
terms of the role they play in mediating or modegstudent outcomes. While none of
the tools used here were significant predictorstoflent outcomes, due to the
underpowered nature of the study, the substardignce explained between groups by
the QIDR, and the QIDR and CLASS together appeardicate that these measures are
capturing important group differences that may iotgaudent outcomes in a larger
sample. The finding that the QIDR and CLASS toge#toeounted for more variance
also supports the need to take a multifaceted waen understanding the role

instructional implementation plays in impactingdgnt outcomes, as together these
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highly collinear tools appear to shed light on stasm processes that account for
important group differences.
Implications for Practice

With the understanding that teachers play an ingpbriole in shaping student
achievement, more and more research and policyress are being allocated to the
evaluation of instruction and the “black box” oassroom processes (Connor, 2013;
Jones & Brownell, 2014; Pianta & Hamre, 2009). Mdirect observation measures are
being developed, and adopted by states and dsstacthe use of teacher evaluation, and
in turn for use in making high-stakes decisionsutbeacher effectiveness. While the
current study is aimed at supporting researchettseiin understanding, development, and
use of implementation tools, findings also hold aripnt implications for practitioners.

First, these findings highlight the importancecohsidering context when
measuring implementation. The findings that the Gl5f%and OTR measures alone did
not account for substantial variance in studenta@uges in tier two small group
intervention settings is worth noting, as bothwar@ely used implementation/“fidelity”
measures. As more direct observation tools are wsetbasure teacher and instructional
quality, examining the differences between genamndl special education contexts,
instructional approaches, and evidence-based pegotill become more important. So
too, will the development of tools that align witle evidence-based programs used in
these settings that accurately evaluate the wids @f specialized instruction that is
necessary to support students with special neealsn@, 2013; Jones & Brownell,
2014). The QIDR, while in need of further validatjonay be one such tool that can

validly assess instruction in targeted tier two Bigi@up settings. It is important to
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caution, however, that relying on any one tool,rere that's developed to incorporate
multifaceted aspects of implementation, may be lprobtic, particularly given the
increasing complexity and variety of instructionales special education teachers are
asked to fill. The fact that the QIDR and CLASSdtiger explained more variance than
the QIDR alone underscores this issue. Researahdrpractitioners should work
together to determine which measures, or combingtd measures, are best able to
accurately and validly evaluate the instructiort’thprovided across given contexts.

A second consideration for practitioners is whetred how implementation
measures can be used to support professional geretfd.Some elements of instruction
may require very specific levels of feedback (edgsage of specific behaviors), whereas
others may require more nuanced feedback and suf@pgr, quality of instructional
delivery). The different types of measures examime (i.e., global vs. behavioral) may
therefore be helpful for different evaluation puspe (Chomat-Mooney et al., 2008;
Doabler et al., in press; Snyder et al., 2006)ntative teacher evaluations, for example,
may require more behavioral measures like the iBRdan be used to target modifiable
behaviors, whereas summative evaluations thabageting more stable trait-like
differences between teachers or classrooms mayedtje use of global measures.
These global rating tools may also be used to sbapeersations and larger professional
development efforts around unified views of effegetinstruction at the school and
district level (Connor, 2013; Raudenbush, 2009e DR, as an integrated tool, may
perhaps be useful across both formative and sumenptofessional development

contexts. Future research is needed, however téordime the levels and types of
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training that are necessary to prepare typical@ghersonnel to reliably, validly and
efficiently use various implementation measures.
Future Research

As previously mentioned, the results of the curstady are exploratory, and
future research is needed that addresses the povteszample limitations of this study.
Further studies are also needed to examine mduigicorporate theoretically
important student-level variables (e.g., initialdgnt skill level, special education or ELL
status), and to address the floor issues in thewcustudy. Studies with additional
outcome measures (e.g., more sensitive curriculased early literacy measures) may
shed further light on the relationship betweendhegasures of implementation and
outcomes, though additional measures (e.g., meastiself-regulation, language
outcomes, behavioral skills) may also provide ingatrinsight into the relationship
between implementation and student achievementiré&studies may explore whether
the different implementation measures examined tifierentially predict different
outcomes, as there is growing support for this tyfpgattern across the literature base
(e.g., Domitrovich et al., 2010; Hamre et al., 20@dom et al., 2010).

Additional research with a larger sample size @ayg shed light on the
relationship between the CLASS and the QIDR, gitensuppression effects in the
current study. A study examining composites ofithglementation measures may also
provide more information about the predictive powkthese tools. Additional studies
that compare how these tools measure instructioysadifferent contexts (e.g., small
groups within general education classrooms venmsal groups in pullout/resource room

settings) is also warranted, and may detect fudiftarences between tools.
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Additional research into training observers in tise of these observation tools is
also warranted. In the current study, the OTR measquired the most training and
support, and the CLASS and QIDR required signifilyaiess training than is typically
reported with global measures. It is unknown i§thas to do with the observers who
worked with these tools (i.e., highly trained grattustudents), or the instruction
observed (i.e., video tapes of small group instomctersus large classroom settings), or
some combination of these and other factors. Binaltther research is needed to
examine how these tools measure implementatiorsa¢imme. The results here may
suggest that each tool requires a different nurabebservations to predict stable
patterns of implementation.

Conclusions

Implementation is a complex task, dependent omtetncontext, timing, and
how it is conceptualized. Implementation measuregmmarst therefore be an equally
complex process, particularly as a means of uraledstg how instruction and classroom
processes impact student outcomes. Findings frensulrent study offered initial
support for the use of a multifaceted approachéasuring implementation, and found
that the QIDR, as an integrated, theoreticallyradid measure of small group explicit
interventions, accounted for substantial variare&ben small groups, particularly when
coupled with the CLASS, a more general, processated measure of classroom quality.
These results also indicate that while implemeaiaéicross intervention time was stable
overall, the OTR, as a more molecular view of teagehaviors, was able to detect
significant differences in groups across time. Wiaitiditional research is needed to

examine the relationships between these measudestagtent outcomes, the current
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study offers important exploratory insights inte tomplex process of measuring

implementation in school-based settings.
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APPENDIX A
OTR OVERVIEW

Opportunities to Respond (OTRs): Any teacher-provideddofompted) opportunity for
students to answer questions, practice conterd,aleaid, or actively participate in
instructional tasks.

Group OTRs:Teacher provides an opportunity for students tpaed as a group
(choral responses, written responses, thumbs u@Bign

Individual OTRS: Teacher provides individual students an opportuisitsespond
(round robin turns, individual practice, individugliestion¥
Defer to Individual OTRs

Types of OTRs:
o Oral Responses
o Choral Responding
o Partner Responding
o Team Responding
o Individual Responding
o Written Responses
o Response Slates
o Response Cards
o Work Sheets
o White Boards
o Action Responses
> Hand Signals
o (estures

Teacher Feedback Any teacher-provided response(bal) to student responses or
student behavior.

Praise: Any positive verbal teacher responses to studdmbers(“Good work,”
“Nice job raising your hand, or “Yes, that word is mary.

Corrective FeedbackAny feedback that indicates that an academic oawiehal

error occurred“That letter says sssss,” “That word is pat,” “Peils on desks,
not in your hands please”)
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OTR Recording Sheet

Coder Name: Video ID:

Teacher Feedback

Group OTR Individual OTR Praise Corrective Feedback

0:00-0:30

0:30-1:00

1:00-1:30

1:30-2:00

2:00-2:30

2:30-3:00

3:00-3:30

3:30-4:00

4:00-4:30

4:30-5:00

Total: Total: Total: Total:
BREAK

5:00-5:30

5:30-6:00

6:00-6:30

6:30-7:00

7:00-7:30

7:30-8:00

8:00-8:30

8:30-9:00

9:00-9:30

9:30-10:00

Total: Total: Total: Total:

BREAK

160



10:00-10:30

Group OTR

Individual OTR

Teacher Feedback

Praise

Corrective Feedback

10:30-11:00

11:00-11:30

11:30-12:00

12:00-12:30

12:30-13:00

13:00-13:30

13:30-14:00

14:00-14:30

14:30-15:00

BREAK

Total:

Total:

Total:

Total:

15:00-15:30

15:30-16:00

16:00-16:30

16:30-17:00

17:00-17:30

17:30-18:00

18:00-18:30

18:30-19:00

19:00-19:30

19:30-20:00

BREAK

Total:

Total:

Total:

Total:
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Teacher Feedback
Group OTR Individual OTR Praise Corrective Feedback

20:00-20:30

20:30-21:00

21:00-21:30

21:30-22:00

22:00-22:30

22:30-23:00

23:00-23:30

23:30-24:00

24:00-24:30

24:30-25:00

Total: Total: Total: Total:

BREAK
25:00-25:30

25:30-26:00

26:00-26:30

26:30-27:00

27:00-27:30

27:30-28:00

28:00-28:30

28:30-29:00

29:00-29:30

29:30-30:00

Total: Total: Total: Total:

BREAK
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APPENDIX B

CLASS OVERVIEW

Positive Climate

Relationships

Physical proximity
Shared activities
Peer assistance
Matched affect

Social conversation

Positive Affect

Smiling
Laughter
Enthusiasm

Positive Communication

Verbal affection
Physical affection
Positive expectations

Low (1, 2)

Middle (3, 4, 5)

High (6,7) |

There are few, if any,
indications that the
teacher and students
enjoy warn,
supportive
relationships with
one another.

There are no or few
displays of positive
affect by the teacher
and/or students.

There are rarely
positive
communications,
verbal or physical,
among teachers and
students.

There are some
indications that the
teacher and students
enjoy warm,
supportive
relationships with
one another.

There are sometimes
displays of positive
affect by the teacher
and/or students.

There are sometimes
positive
communications,
verbal or physical,
among teachers and
students.

There are many
indications that the
teacher and students
enjoy warm, supportive
relationships with one
another.

There are frequent
displays of positive
affect by the teacher
and/or students.

There are frequently
positive
communications,
verbal or physical,
among teachers and
students.

Respect The teacher and The teacher and The teacher and
e Eye contact students rarely, if students sometimes students consistently
e Warm, calm voice ever, demonstrate demonstrate respect demonstrate respect for
o Respectful language respect for one for one another. one another.
i another.
e Cooperation and/or
sharing
Negative Climate
Low (1, 2) Middle (3, 4, 5) High (6,7) |

Negative Affect The teacher and The classroom is The classroom is

students do not characterized by mild characterized by
o Irritability display strong displays of consistent displays of
e Anger negative affect and irritability, anger, or irritability, anger, or
e Harsh voice only rarely, if ever, other negative affect other negative affect by
e Peer aggression display mild by the teacher and/or the teacher and/or the
e Disconnected or escalating negativity. the students. students.

negativity

Punitive Control

Yelling

Threats

Physical Control
Harsh Punishment

The teacher does not
yell or make threats
to establish control.
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The teacher
occasionally uses
expressed negativity
such as threats or
yelling to establish
control.

The teacher repeatedly
yells at students or
makes threats to
establish control.



Sarcasm/Disrespect

e Sarcastic voice/statement

e Teasing
e Humiliation

Severe Negativity
e Victimization

e Bullying

e Physical punishment

The teacher and
students are not
sarcastic or
disrespectful.

There are no
instances of severe
negativity between
the teacher and
students.

The teacher and/or
students are
occasionally sarcastic
or disrespectful.

There are no
instances of severe
negativity between
the teacher and
students.

The teacher and/or
students are repeatedly
sarcastic or
disrespectful.

There are instances of
severe negativity
between the teacher
and students or among
the students.

Teacher Sensitivity

Awareness

e Anticipates problems and

plans appropriately

e Notices lack of
understanding and/or
difficulties

Responsiveness

e Acknowledges emotions

e Provides comfort and
assistance

e Provides individualized
support

Addresses Problems

o Helps in effective and
timely manner

e Helps resolve problems

Student Comfort

e Seeks support and
guidance

e Freely participate

e Takes risks

Low (1, 2)

Middle (3, 4, 5)

High (6,7) |

The teacher
consistently fails to
be aware of students
who need extra
support, assistance,
or attention.

The teacher is unre-
sponsive to or dis-
missive of students
and provides the
same level of
assistance to all
students, regardless
of their individual
needs.

The teacher is
ineffective at
addressing students’
problems and
concerns.

The students rarely
seek support, share
their ideas with, or
respond to questions
from the teacher.
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The teacher is
sometimes aware of
students who need
extra support,
assistance, or
attention.

The teacher is re-
sponsive to students
sometimes but at
other times is more
dismissive or unre-
sponsive, matching
her support to the
needs and abilities of
some students but not
others.

The teacher is
sometimes effective
at addressing
students’ problems
and concerns.

The students
sometimes seek
support, share their
ideas with, or
respond to questions
from the teacher.

The teacher is
consistently aware of
students who need
extra support,
assistance, or attention.

The teacher is
consistently responsive
to students and
matches her support to
their needs and
abilities.

The teacher is
consistently effective at
addressing students’
problems and concerns.

The students seem
comfortable seeking
support, sharing their
ideas with, and
responding freely to
the teacher.



Regard for Student Perspectives

Flexibility and Student
Focus

Shows flexibility
Incorporates students’
ideas

Follows lead

Support for Autonomy
and Leadership

Allows choice

Allows students to lead
lessons

Gives students
responsibilities

Student Expression

Encourages student talk

Elicits ideas and/or
perspectives

Restriction of
Movement

Allows movement

| Low(l,2)

Middle (3, 4, 5)

High (6,7) |

The teacher is rigid,
inflexible, and
controlling in his
plans and/or rarely
goes along with
students’ ideas; most
classroom activities
are teacher-driven.

The teacher does not
support student
autonomy and
leadership.

There are few
opportunities for
student talk and
expression.

The teacher is highly
controlling of
students’ movement

The teacher may
follow the students’
lead during some
periods and be more
controlling during
others.

The teacher
sometimes provides
support for student
autonomy and
leadership but at
other times fails to do
so.

There are periods
during which there is
a lot of student talk
and expression but
other times when
teacher talk
predominates.

The teacher is
somewhat controlling
of students’

The teacher is flexible
in his plans, goes along
with students’ ideas,
and organizes
instruction around
students’ interests.

The teacher provides

consistent support for
student autonomy and
leadership.

There are many
opportunities for
student talk and
expression.

Students have freedom
of movement and
placement during

oid and placement during movement and activities.
* Isnotrigi activities. placement during
activities.
Behavior Management
| Low(l,2) Middle (3, 4, 5) High (6,7) |
Clear Behavior Rules and Rules and There are many

Expectations

Clear expectations
Consistency
Clarity of rules

Proactive

Anticipates of problem
behavior or escalation

Low reactivity
Monitors

expectations are
absent, unclear, or
inconsistently
enforced.

The teacher is
reactive, and
monitoring is absent
or ineffective.
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expectations may be
state clearly but are
inconsistently
enforced.

The teacher uses a
mix of proactive and
reactive responses;
sometimes she mon-
itors and reacts to
early indicators of
behavior problems
but other times
misses/ignores them.

indications that the
teacher and students
enjoy warm, supportive
relationships with one
another.

The teacher is
consistently proactive
and monitors the
classroom effectively
to prevent problems
from developing.



Redirection of

Misbehavior
e Effective reduction of
misbehavior

e Uses subtle cues to redirect

e Efficient redirection

Student Behavior
e Frequent compliance

o Little aggression and
defiance

Attempts to redirect
misbehavior are
ineffective; the
teacher rarely focuses
on positives or uses
subtle cues. As a
result, misbehavior
continues and/or
escalates and takes
time away from
learning.

There are frequent
instances of
misbehavior in the
classroom.

Some of the teacher’s
attempts to redirect
misbehavior are
effective, particularly
when he or she
focuses on positives
and uses subtle cues.
As a result,
misbehavior rarely
continues, escalates,
or takes time away
from learning.

There are periodic
instances of
misbehavior in the
classroom.

The teacher effectively
redirects misbehavior
by focusing on
positives and making
use of subtle cues.
Behavior management
does not take time
away from learning.

There are few, if any,
instances of
misbehavior in the
classroom.

Productivity

Maximizing Learning

Time

Provision of activities
Choice when finished
Few disruptions

managerial tasks
e Pacing

Routines

e Students know what to do

e C(lear instructions
e Little wandering

Transitions
e Brief

o Explicit follow-through
e Learning opportunities

within

Preparation

e Materials ready and
accessible

e Knows lessons

Effective completion of

Low (1, 2)

Middle (3, 4, 5)

High (6,7) |

Few, if any, activities
are provided for
students, and an
excessive amount of
time is spent
addressing
disruptions and
completing
managerial tasks.

The classroom
routines are unclear;
most students do not
know what is
expected of them.

Transitions are too
long, too frequent,
and/or inefficient.

The teacher does not
have activities
prepared and ready
for the students.
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The teacher provides
activities for the
students most of the
time, but some
learning time is lost
in dealing with
disruptions and the
completion of
managerial tasks.

There is some
evidence of
classroom routines
that allow everyone
to know what is
expected of them.

Transitions
sometimes take too
long or are too
frequent and
inefficient.

The teacher is mostly
prepared for activities
but takes some time
away from

instruction to take
care of last-minute
preparations.

The teacher provides
activities for the
students and deals
efficiently with
disruptions and
managerial tasks.

The classroom
resembles a “well-oiled
machine”; everybody
knows what is
expected of them and
how to go about doing
it.

Transitions are quick
and efficient.

The teacher is fully
prepared for activities
and lessons.



Instructional Learning Formats

Low (1, 2)

Middle (3, 4, 5)

High (6,7) |

Effective Facilitation

e Teacher involvement

o Effective questioning

e Expanding children’s
involvement

Variety of Modalities

and Materials

e Range of auditory, visual,
and movement
opportunities

e Interesting and creative
materials

e Hands-on opportunities

Student Interest

e Active participation
e Listening

e Focused attention

Clarity of Learning
Objectives

e Advanced organizers

e Summaries

e Reorientation statements

The teacher does not
actively facilitate
activities and lessons
to encourage
students’ interest and
expanded
involvement.

The teacher does not
use a variety of
modalities or
materials to gain
students’ interest and
participation during
activities and lessons.

The students do not
appear interested
and/or involved in
the lesson or
activities.

The teacher makes no
attempt to or is
unsuccessful at
orienting and guiding
students toward
learning objectives.

At times, the teacher
actively facilitates
activities and lessons
to encourage
students’ interest and
expanded
involvement, but at
other times she
merely provides
activities for the
students.

The teacher is
inconsistent in her
use of a variety of
modalities or
materials to gain
students’ interest and
participation during
activities and lessons.

Students may be
engaged and/or
interested for periods
of time, but at other
times their interest
wanes and they are
not involved in the
activity or lesson.

The teacher orients
students somewhat to
learning objectives,
or the learning
objectives may be
clear during some
periods but less so
during others.

The teacher actively
facilitates activities and
lessons to encourage
students’ interest and
expanded involvement.

The teacher uses a
variety of modalities
including auditory,
visual, and movement
and uses a variety of
materials to gain
students’ interest and
participation during
activities and lessons.

Students are
consistently interested
and involved in
activities and lessons.

The teacher effectively
focuses students’
attention toward
learning objectives
and/or the purposes of
the lesson.

Concept Development

Low (1, 2)

Middle (3, 4, 5)

High (6,7) |

Analysis and Reasoning

e Why and/or how questions

e Problem solving

e Prediction/
experimentation

e (lassification/ comparison

e Evaluation

The teacher rarely
uses discussions and
activities that
encourage analysis
and reasoning.
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The teacher
occasionally uses
discussions and
activities that
encourage analysis
and reasoning.

The teacher often uses
discussions and
activities that
encourage analysis and
reasoning.



Creating
e  Brainstorming
e Planning
e  Producing

Integration
[ Connect concepts
e Integrates with
previous knowledge

Connections to the Real
World

o Real world applications
o Related to students’ lives

The teacher rarely
provides
opportunities for
students to be
creative and/or
generate their own
ideas and products.

Concepts and
activities are
presented
independent of one
another, and students
are not asked to apply
previous learning.

The teacher does not
relate concepts to the
students’ actual lives.

The teacher
sometimes provides
opportunities for
students to be
creative and/or
generate their own
ideas and products.

The teacher
sometimes links
concepts and
activities to one
another and to
previous learning.

The teacher makes
some attempts to
relate concepts to the
students’ actual lives.

The teacher often
provides opportunities
for students to be
creative and/or
generate their own
ideas and products.

The teacher
consistently links
concepts and activities
to one another and to
previous learning

The teacher
consistently relates
concepts to the
students’ actual lives.

Quality of Feedback

Scaffolding

e Hints
e Assistance

Feedback Loops

e Back-and-forth exchange
e Persistence by teacher

e Follow-up questions

Prompting Thought

Processes

o Asks students to explain
thinking

e Queries responses and
actions

Low (1, 2)

Middle (3, 4, 5)

High (6,7) |

The teacher rarely
provides scaffolding
to students but rather
dismisses responses
or actions as
incorrect or ignores
problems in
understanding.

The teacher gives
only perfunctory
feedback to students.

The teacher rarely
queries the students
or prompts students
to explain their
thinking and rationale
for responses and
actions.
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The teacher
occasionally provides
scaffolding to
students but at other
times simply
dismisses responses
as incorrect or
ignores problems in
understanding.

There are occasional
feedback loops —
back-and-forth
exchanges — between
the teacher and
students; other times,
however, feedback is
more perfunctory.

The teacher
occasionally queries
the students or
prompts students to
explain their thinking
and rationale for
responses and
actions.

The teacher often
scaffolds for students
who are having a hard
time understanding a
concept, answering a
question, or completing
an activity.

There are frequent
feedback loops — back-
and-forth exchanges —
between the teacher
and students.

The teacher often
queries the students or
prompts students to
explain their thinking
and rationale for
responses and actions.



Providing Information

e Expansion
o C(larification
e Specific feedback

Encouragement and
Affirmation

e Recognition

e Reinforcement

e Student persistence

The teacher rarely
provides additional
information to
expand on the
students’
understanding or
actions.

The teacher rarely
offers encouragement
of students’ efforts
that increases
students’

involvement and
persistence.

The teacher
occasionally queries
the students or
prompts students to
explain their thinking
and rationale for
responses and
actions.

The teacher
occasionally offers
encouragement of
students’ efforts that
increases students’
involvement and
persistence.

The teacher often
queries the students or
prompts students to
explain their thinking
and rationale for
responses and actions.

The teacher often
offers encouragement
of students’ efforts that
increases students’
involvement and
persistence.

Language Modeling

Frequent Conversations

e Back-and-forth exchanges

o Contingent responding
® Peer conversations

Open-Ended Questions

e Questions require more

than a one-word response

e Students respond

Repetition and
Extension

e Repeats

e Extends/elaborates

Self and Parallel Talk

e Maps own actions with
language

e Maps student action with

language

Advanced Language

e Variety of words
e Connected to familiar
words and/or ideas

Low (1, 2)

Middle (3, 4, 5)

High (6,7) |

There are few if any
conversations in the
classroom.

The majority of the
teacher’s questions
are closed-ended.

The teacher rarely, if
ever, repeats or
extends the students’
responses.

The teacher rarely
maps his or her own
actions and the
students’ actions
through language and
description.

The teacher does not
use advanced
language with
students.
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There are limited
conversations in the
classroom.

The teacher asks a
mix of closed-ended
and open-ended
questions.

The teacher
sometimes repeats or
extends the students’
responses.

The teacher
occasionally maps his
or her own actions
and the students’
actions through
language and
description.

The teacher
sometimes uses
advanced language
with students.

There are frequent
conversations in the
classroom.

The teacher asks many
open-ended questions.

The teacher often
repeats or extends the
students’ responses.

The teacher
consistently maps his
or her own actions and
the students’ actions
through language and
description.

The teacher often uses
advanced language
with students.



CLASS Observation Sheet

Coder Name:

Video ID:

Circle appropriate score.

Positive Climate (PC)
Relationships

Positive Affect

Positive Communication
Respect

Notes

1 |2 |3 |4 |5 |6 |7

Negative Climate (NC)
e Negative Affect
¢ Punitive Control
e Sarcasm/Disrespect
e Severe Negativity

Notes

Teacher Sensitivity (TS)
o Awareness
e Responsiveness
e Addresses Problems
e Student Comfort

Notes

Regard for Student Perspectives (RSP)

e Flexibility and Student Focus

e Support for Autonomy and Leadership
e Student Expression

o Restriction of Movement

Notes

Behavior Management (BM)
e Clear Behavior Expectations
e Proactive
¢ Redirection of Misbehavior
e Student Behavior

Notes

Productivity (PD)
e Maximizing Learning Time
e Routines
e Transitions
e Preparation

Notes

Instructional Learning Formats (ILF)

o Effective Facilitation

e Variety of Modalities and Materials
e Student Interest

e Clarity of Learning Objectives

Notes

Concept Development (CD)
¢ Analysis and Reasoning
e Creating
e Integration
e Connections to the Real World

Notes

Quality of Feedback (QF)
e Scaffolding
e Feedback Loops
e Prompting Thought Processes
e Providing Information
e Encouragement and Affirmation

Notes

Language Modeling

e Frequent Conversation
Open-Ended Questions
Repetition and Extension
Self- and Parallel Talk
Advanced Language

Notes

170

(Adanted from Pianta. La Paro. & Hamre. 2(



APPENDIX C

QIDR OVERVIEW

Quiality of Intervention Delivery

Item Not implemented: Inconsistent implementation: | Effective implementation: Expert implementation:
0 points 1 point 2 points 3 points
<50% >50% >80% >95%
a) Teacher is familiar with Teacher does not Teacher occasionally Teacher typically Teacher consistently

the lesson

(e.g. itis evident that teacher
has previewed the lesson and
demonstrates fluency with
the formats and lesson
activities).

demonstrate fluency with
formats and lesson activities
and students do not follow
the procedures.

demonstrates fluency with
formats and lesson activities and
students only sometimes follow
the procedures.

demonstrates fluency with
formats and lesson activities
and most students typically
follow the procedures.

demonstrates fluency with
formats and lesson activities and
all students consistently follow the
procedures.

b) Instructional materials
are organized (e.g.,
instructional materials are
prepped before starting the
lesson including worksheets,
pencils for easy distribution;
organization supports rather
than detracts from effective
instruction, smooth
transitions, etc.).

Instructional materials are
not organized.

Instructional materials are
partially organized.

Instructional materials are
completely organized.

All instructional materials are
organized specifically by lesson or
student name.

c) Transitions between
activities are efficient and
smooth (e.g., well-established
routines are in place, “teacher
talk” is minor between lesson
components, less than 1-2
minutes). Excluding factors
outside teacher control such
as fire drill.

Teacher does not implement
well-established routines to
minimize interruptions. (e.g.,
transitions often take longer
than 2 minutes, excluding
outside factors).

Teacher occasionally implements
well-established routines to
minimize interruptions but
“Teacher Talk” may occur, or
transitions are inconsistent (e.g,
transitions occasionally take
longer than 2 minutes, excluding
outside factors).

Teacher implements well-
established routines to
minimize interruptions.
“Teacher talk” between
transitions is minimal (e.g.,
transitions typically take
less than 1-2 minutes,
excluding outside factors).

Teacher implements well-
established routines to minimize
interruptions. All transitions
consistently occur and activities
flow nearly seamlessly (e.g.,
transitions consistently take about
a minute excluding outside
factors).
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Item

Not implemented:
0 points
<50%

Inconsistent implementation:
1 point >50%

Effective implementation:
2 points
>80%

Expert implementation:
3 points
>95%

d) Teacher expectations are
clearly communicated and
understood by students
(e.g., teacher reviews
academic and behavior
expectations, uses clearly
established routines,
precorrects for challenging
activities, etc).

Teacher does not explicitly
state expectations and
students do not demonstrate
knowledge of expectations
for behavior and academic
routines.

Teacher states expectations but
students only occasionally
demonstrate knowledge of
expectations for behavior and
academic routines.

Teacher explicitly reviews
expectations or it is clear
expectations have been
taught because most
students typically
demonstrate knowledge of
expectations for behavior
and academic routines.

Teacher explicitly reviews
expectations or it is clear
expectations have been taught
because all students consistently
demonstrate knowledge of
expectations for behavior and
academic routines and meet or
exceed those expectations.

e) Teacher positively
reinforces correct
responses and behavior as
appropriate (group and
individual) (e.g., teacher
inserts affirmations, specific
praise, and confirmations
either overtly or in an
unobtrusive way).

Teacher does not use positive
reinforcement to reinforce
correct responses and
appropriate behavior through
verbal and nonverbal
feedback when appropriate.

Teacher occasionally uses
positive reinforcement to
reinforce correct responses and
appropriate behavior through
verbal and nonverbal feedback
when appropriate.

Teacher typically uses
targeted positive
reinforcement (specific and
general) to reinforce correct
responses and appropriate
behavior through verbal and
nonverbal feedback when
appropriate

Teacher consistently and
effectively uses positive
reinforcement (specific and
general, individual and group) to
reinforce correct responses and
appropriate behavior through
verbal and nonverbal feedback
when appropriate.

f) Teacher appropriately
responds to problem
behaviors (e.g., including off
task; emphasizes success
while providing descriptive,
corrective feedback;
positively reinforces to get
students back on track).

Teacher does not
appropriately respond to
problem behavior across
multiple students. Teacher
primarily provides negative
feedback or ignores problem
behavior for extended period
of time (resulting in limited
student participation, e.g.,
more than 20% of activity).

Teacher sometimes
appropriately responds to
problem behavior. Teacher
provides some positive or
corrective feedback but does not
regularly emphasize success.
Teacher may have difficulty
consistently responding to one
student’s problem behavior but
sometimes responds
appropriately to other students.

Teacher typically responds
appropriately to problem
behavior by emphasizing
success and providing
neutral corrective feedback
for most students.

Or no problem behavior
occurs during the
instruction.

Teacher consistently responds
appropriately to problem behavior
by emphasizing success and pro-
viding descriptive corrective
feedback as needed for all
students. For example, teacher
“catches” students engaging in
appropriate behavior and
provides descriptive positive
feedback to encourage
appropriate behavior.
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Item

Not implemented:
0 points
<50%

Inconsistent
implementation:
1 point
>50%

Effective implementation:
2 points
>80%

Expert implementation:
3 points
>95%

g) Teacher is responsive
to the emotional needs of
the students (e.g, teacher
connects not only
academically but
personally to students,
calls them by name, jokes
with them, asks about their
day, etc.).

Teacher provides
limited /no positive
feedback, may use
sarcasm, and is
unresponsive/unaware
of students’ emotional
needs.

Teacher is generally neutral,
may provide positive
feedback but is directed
toward academic content
(i.e., no demonstration of
being aware of students’
emotional needs).

Teacher is typically positive,
responsive and aware of most
students’ emotional needs.
Teacher greets students by
name, makes students feel
welcome, respects their
individuality, makes an effort
to make a connection, and
appears to enjoy students.

Teacher is consistently very
positive, responsive and
aware of all students’
emotional needs. Teacher
greets students by name,
makes students feel
welcome, respects their
individuality, makes an
effort to make a connection,
and appears to enjoy
students.

h) Teacher uses clear
and consistent lesson
wording (e.g, using the
exact wording or a close
approximation of the
language of the program
consistently across
activities).

Teacher does not use
guide including script or
format. Wording is
inconsistent, and there
appears to be excessive
“teacher talk”.

Teacher partially uses guide
including script or format.
Wording is sometimes
consistent (during particular
activities or instructional
components).

Teacher typically uses guide
including script or format.
Wording is consistent and
directions are clear and easy
to follow across activities.

Teacher consistently uses
guide including script or
format. Wording is always
consistent, and directions
are clear and easy to follow
across all activities.

i) Teacher uses clear and
consistent auditory or
visual signals (e.g, itis
clear to students when and
how to respond
appropriately during
individual, partner and
group responses, across all
components of lesson).

Teacher does not use
clear auditory or visual
signals to ensure
students respond
appropriately.

Teacher occasionally uses
clear auditory or visual
signals to ensure students
respond appropriately.

Teacher typically uses clear
auditory or visual signals to
ensure students respond
appropriately.

Teacher consistently uses
clear auditory or visual
signals to ensure students
respond appropriately.
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Item

Not implemented:
0 points
<50%

Inconsistent
implementation:
1 point
>50%

Effective implementation:
2 points
>80%

Expert implementation:
3 points
>95%

j) Teacher models
skills/strategies during
introduction of activity
(e.g., shows students
examples that
demonstrate how to
complete the academic
skill/strategy, which all
students can easily see,
during teaching).

Teacher does not clearly
demonstrate
skills/strategies prior to
student practice
opportunities.

Teacher occasionally clearly
demonstrates
skills/strategies prior to
student practice
opportunities.

Teacher typically clearly
demonstrates skills/strategies
prior to student practice
opportunities.

Or no modeling is used but all
students are successful with
activities.

Teacher consistently
demonstrates
skills/strategies prior to
student practice
opportunities.

k) Teacher uses clear
and consistent error
corrections that
demonstrates the
correct response and has
students practice the
correct answer (e.g., use
of corrective feedback
procedures is evident and
student(s) have the
opportunity to respond
correctly).

Teacher does not use
corrective feedback
procedures, including
giving students an
opportunity to practice
the correct response.

Teacher occasionally uses
corrective feedback
procedures, including giving
students an opportunity to
practice the correct
response.

Teacher typically uses
corrective feedback
procedures, including giving
students an opportunity to
practice the correct response
or fewer than three errors
occur during the entire lesson.

Teacher consistently uses
corrective feedback
procedures, including giving
students an opportunity to
practice the correct
response.

1) Teacher provides a
range of systematic
group or partner
opportunities to respond
(e.g., offers students
practice by partner, choral
and/or written responses).

Teacher does not
provide opportunities
for group or partner
opportunities to
respond.

Teacher provides some
opportunities for group or
partner opportunities to
respond.

Teacher provides a range of
systematic group or partner
opportunities to respond.

Teacher regularly provides a
range of systematic group or
partner opportunities to
respond.
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Item

Not implemented:
0 points
<50%

Inconsistent
implementation:
1 point
>50%

Effective implementation:
2 points
>80%

Expert implementation:
3 points
>95%

m) Teacher presents
individual turns
systematically (e.g,
students are given
opportunities to respond
individually but using a
varied approach to keep
students engaged,
provides additional
opportunities for students
making regular errors).

Teacher does not
present individual
turns when
appropriate.

Teacher occasionally
presents individual turns
when appropriate (round
robin and turns are
predictable).

Teacher presents individual
turns when appropriate,
purposely varied across
students during some
portions of the instruction.
(All students are given
opportunities to respond
individually on a random
basis.)

Teacher presents
individual turns when
appropriate purposely
and strategically across
students. (All students are
given opportunities to
respond individually on a
random basis.) Individual
turns are strategically
incorporated throughout
the instructional time.

n) Teacher
systematically
modulates lesson
pacing/provides
adequate think time
(e.g., appropriate to
learner performance).

Teacher makes no
attempt to adjust
pacing in response to

student performance.

Teacher adjusts
pacing/wait time
occasionally in
accordance with student
responses.

Teacher typically
anticipates and adjusts
pacing/wait time between
question and student
response.

Teacher consistently
anticipates and adjusts
pacing/wait time between
question and student
response.

o) Teacher ensures
students are firm on
content prior to
moving forward (e.g,
holds students to a high
criterion/mastery level of
performance on each task,

reteaches and retests as
needed).

Teacher moves on
before most students
are firm on content.

Teacher moves on when
some of the students are
firm on the content or
sometimes moves on
when students are firm on
content but other times
moves on before students
are firm on content.

Teacher typically ensures
most students are firm on
content before moving on to
new material.

Teacher consistently
moves on when most
students are firm on the
content or continues to
practice when students
are not firm on content. (if
only one student persists in
errors and the teacher
moves on after attempting
correction, this is ok)

**If one activity goes particularly poorly, thieacher cannot receive a rating oféh the following items: familiarity with the lessoclear and
consistent wording, modeling, clear signals andemion procedures.
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Student Response During Intervention

Group Student Behavior

Item None or One Some Most All
0 points 1 point 2 points 3 points
<50% >50% >80% >95%
a) Students are familiar Students do not demonstrate | Students occasionally Most students typically All students demonstrate
with group routines (e.g, | knowledge of group demonstrate knowledge of demonstrate knowledge of | knowledge of group

students demonstrate they
know procedures).

routines.

group routines.

group routines.

routines consistently
during the instruction.

b) Students are actively
engaged with the lesson
(e.g., students are listening,
on task and responding).

Students are not actively
engaged during the lesson.

Students are actively engaged

during part of the lesson.

Most students are actively
engaged for the majority of
the lesson.

All students are actively
engaged for the majority of
the lesson.

c) Students follow
teacher directions (e.g.,
students are listening and
responding to teacher
requests).

Students do not follow
teacher’s directions when
asked.

Students occasionally follow
teacher’s directions when
asked.

Most students typically
follow teacher’s directions
when asked.

All students consistently
follow all teacher’s
directions when asked.

d) Students are
emotionally engaged
with the teacher (e.g,
students connect with
teacher beyond
schoolwork and are excited
to be there).

Students don’t appear to
want to be in the group (e.g.,
students direct negative
comments/behavior toward
teacher, etc.).

Students seem
complacent/compliant with
the group (e.g., student
“going through the motions”
in group but not negative).

Most students appear to
genuinely want to be in the
group (e.g., students smile
when joining the group,
say hi to teacher, etc.).

All students appear to
genuinely want to be in the
group (e.g., students smile
when joining the group,
say hi to teacher, etc.).
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Individual Student Response

0 points 1 point 2 points 3 points
Item
<50% >50% >80% >95%
Student appears to be Student appears to be Student typically appears to | Student consistently
disconnected from the somewhat connected with be connected with the appears to be highly

Emotional Engagement

teacher. Student responds
to teacher attention with
negative comments or
behaviors.

the teacher, but appears to
be complacent with teacher
attention. Student may not
actively seek out teacher
attention, but does not
respond negatively to the
teacher.

teacher and seems to seek
interactions with teacher.
Student smiles when joining
group, appears happy to be
there, seeks teacher
attention, and appears to
want to work with teacher.

connected with the teacher
and seems to seek
interactions with teacher.
Student smiles when joining
group, appears happy to be
there, seeks teacher
attention, and appears to
want to work with teacher.

Self-Regulated Behavior

Student demonstrates
limited attention. Across the
instructional observation,
engagement is dependent
upon significant teacher
prompting. Consistently
needs to be redirected to
complete tasks.

Student demonstrates
occasional attention to
tasks (and may be able to
maintain attention during
one or certain type of
tasks), but engagement is
often dependent upon
significant teacher
prompting (e.g., at least 2
prompts in 1 task).
Consistently needs to be
redirected to complete
tasks.

After prompting, will
comply.

Student demonstrates
moderate engagement.
Student is typically engaged
but is sometimes dependent
on teacher prompting (e.g.,
<2 within a task).
Completes work/answers
on signal, asks questions
when appropriate. Appears
to be trying hard.
Sometimes volunteers to
participate.

Student demonstrates
consistent sustained
attention. Able to stay
engaged in lesson
regardless of amount of
teacher attention.
Completes work/answers
on signal, asks questions
when appropriate. Appears
to be trying hard. Student
actively initiates and
regularly volunteers to
participate.

*Only code student individual behaviors if they argible for the majority of the session (i.e., mthan 50% of time).

Student Responsiveness Descriptors:
e Responsive: Student may or may not visibly demonstrate awareness of feedback, but attempts to incorporate feedback (i.e., accuracy improves,
self-corrects) later in lesson.

e Non-responsive: Student may or may not demonstrate overt awareness of feedback, but demonstrates consistent error patterns across lesson
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Examining the Quality of Intervention Delivery and Receipt (QIDR) Recording Sheet

Group ID: Date of Video/Observation: Observer Name:

Number of Minutes of Lesson: Number of Students Observed:

Approximate time per activity type:
Whole group: Independent work: Partner work:

Criteria for Level of Implementation Ratings (see developed rubric for each rating of implementation):
3 = Expert; 2 = Effective; 1 =Inconsistent; 0 = Element absent or not observed

Quality of Intervention Delivery
If one activity goes particularly poorly, theacher cannot receive a rating ofé the following item: teacher familiarity of
lesson, clear and consistent wording, modelin@rcdenals and correction procedures.

Level of
Item Implementation Comments
a) Teacher is familiar with the lesson 0 1 2 3
b) Instructional materials are organized 0 1 2 3

¢) Transitions from one activity to another is efficient and
smooth (i.e., less than 2-3 minutes)

d) Teacher expectations are clearly communicated and
understood by students

e) Teacher positively reinforces correct responses and
behavior as appropriate (group and individual)

f) Teacher appropriately responds to problem behavior
(including off task)

g) Teacher is responsive to the emotional needs of the

students
h) Teacher uses clear and consistent lesson wording 0 1 2 3
i) Teacher uses clear auditory or visual signals 0 1 2 3

j) Teacher models skills/strategies to introduce an activity | 0 1 2 3
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Examining the Quality of Intervention Delivery and Receipt (QIDR) Recording Sheet (Continued)

k) Teacher uses clear and consistent error corrections that
includes the correct response and has students practice | O 1 2 3
the correct answer

[) Teacher provides a range of systematic group or partner
opportunities to respond

m) Teacher presents individual turns systematically 0 1 2 3

n) Teacher systematically modulates lesson
pacing/provides adequate think time

o) Teacher ensures students are firm on content prior to
moving forward

Overall Quality of Intervention Delivery Total

/45
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Examining the Quality of Intervention Delivery and Receipt (QIDR) Recording Sheet (Continued)

Overall Intervention Delivery

Overall effectiveness takes into consideration quality of delivery, understanding of
the program, and student engagement and management.

Needs Highly
Ineffective Improvement Proficient Effective Effective
1 3 5 7 9
0 1 2 3 4 5 6 7 8 9 10
Student Response During Intervention
Group Student Behavior
Item Level of Implementation Comments

a) Students are familiar with group routines 0 1 2 3
b) Students are actively engaged with the lesson 0 1 2 3
c) Students follow teacher directions 0 1 2 3
d) Students are emotionally engaged with the

0 1 2 3

teacher
Overall Group Student Behavior /12
Individual Student Response
(Record students from left to right from your perspective)
Stud Emotional Self-Regulated Responsiveness
Engagement Behavior

S1 0 1 2 3 0 1 2 3 Responsive Non-Resp
S2 0 1 2 3 0 1 2 3 Responsive Non-Resp
S3 0 1 2 3 0 1 2 3 Responsive Non-Resp
S4 0 1 2 3 0 1 2 3 Responsive Non-Resp
S5 0 1 2 3 0 1 2 3 Responsive Non-Resp

**|f student performance was unclear due to camera angle, indicate by placing an X over the
student number. Only code student individual behaviors if they are visible for the majority of the
session (i.e., more than 50% of time).
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APPENDIX D

BASIC PROCEDURAL ADHERENCE OBSERVATION RECORDING SH EET

Coder Name: Video ID:

Present >80% of
DI Component the Time? Comments
Y N N/A

Teacher has materials prepped and
ready for use across the lesson.

Teacher uses clear, consistent
language across the lesson.

Teacher provides frequent practice
opportunities to all students across
the lesson.

Teacher provides clear, consistent
error corrections when students
make errors across the lesson.

Teacher delivers instruction at a
quick, brisk pace across the lesson.

Teacher uses clear, consistent
signals to alert students to
opportunities to respond across th
lesson.

D

Comments:

181




REFERENCES CITED

Archer, A. L., & Hughes, C. A. (2011xplicit instruction: Effective and efficient teach.
New York: Guilford Press.

Bambara, L. M., Nonnemacher, S., & Kern, L. (20@)staining school-based individualized
positive behavior support: Perceived barriers arabkers.Journal of Positive Behavior
Interventions, 11161-176. doi:10.1177/1098300708330878

Beil, S. (n.d.) Early Reading Intervention (ERIYEIlity checklist. Unpublished instrument.
Retrieved fromhttp://www.iup.edu/page.aspx?id=134567

Brophy, J., & Good, T. L.(1986). Teacher behaviod atudent achievement. In M. Wittrock
(Ed.),Handbook of research on teachjr828-375. New York: Macmillan.

Carnine, D. W., Silbert, J., Kame’enui, E. J., &Vex, S. G. (2009)Direct instruction reading
(5" ed.). Canada: Pearson Education.

Chard, D. J., Vaughn, S., & Tyler, B.-J. (2002)syxthesis of research on effective
interventions for building reading fluency with glentary students with learning
disabilities.Journal of Learning Disabilities, 3386.

Chomat-Mooney, L. I., Pianta, R. C., Hamre, B.Mashburn, A. J., Luckner, A. E., Grimm, K.
J., ... Downer, J. T. (2008). A practical guide ¢onducting classroom observations: A
summary of issues and evidence for researcheraililisped report to the W. T. Grant
Foundation, University of Virginia, Charlottesville

Cicchetti, D. V. (1994). Guidelines, criteria, andes of thumb for evaluating normed and
standardized assessment instruments in psychdRsyghological Assessment,X84-
290.

Coffey, J. H., & Horner, R. H. (2012). The sustéitfity of schoolwide positive behavior
interventions and supportsxceptional Children, 78107-422.

Cohen, D. & Ball, D. L. (1999)nstruction, capacity, and improveme@PRE Research
Report Series RR - 43. Philadelphia: ConsortianPolicy Research in Education.

Connor, C. M. (2013). Commentary on two classrotseovation systems: Moving
toward a shared understanding of effective teacldnohool Psychology
Quarterly, 28,342-346. doi: 10.1037/spq0000045

Connor, C. M., Morrison, F. J., Fishman, B., Cro&e(., Al Otaiba, S., &
Schatschneider, C. (2013). A longitudinal clugtardomized controlled study on
the accumulating effects of individualized liteyanstruction on students’ reading
from first through third gradé2sychological Science, 22408-1419. doi:
10.1177/0956797612472204

182



Connor, C. M., Piasta, S. B., Fishman, B., GlasSeysSchatschneider, C., Crowe, E., . ..
Morrison, F. J. (2009). Individualizing studenstiruction precisely: Effects of
child by instruction interactions on first gradditeracy developmentChild
Development, 8, 7-100.

Crawford, L., Carpenter, D. M. lll., Wilson, M. TSchmeister, M., & McDonald, M. (2012).
Testing the relation between fidelity of implemedita and student outcomes in math.
Assessment for Effective Interventiddvance online publication. doi:
10.1177/1534508411436111

Dane, A. V., & Schneider, B. H. (1998). Progranegrity in primary and early secondary
prevention: Are implementation effects out of cotRiClinical psychology review, 18),
23-45.

Doabler, C.T., Baker, S. K., Kosty, D., B., ClarBe, Miller, S. J., & Fien, H. (in press).
Examining the association between explicit mathesanstruction and student
mathematics achievememiementary School Journal.

Domitrovich, C. E., Gest, S. D., Jones, D., Gill&Sanford DeRousie, R. M. (2010).
Implementation quality: Lessons learned in the erinof the Head Start REDI trial.
Early Childhood Research Quarterly, ,2284-298.

Durlak, J. A. (2010). The importance of doing wellvhatever you do: A commentary on the
special section, “Implementation research in eahnljdhood education'Early
Childhood Research Quarterly, 25, 348-357.

Durlak, J. A., & DuPre, E. P. (2008). Implementatinatters: A review of research on the
influence of implementation on program outcomes taedactors affecting
implementationAmerican Journal of Community Psychology, 327-350.

Dusenbury, L., Brannigan, R., Falco, M., & Hanséh,B. (2003). A review of research on
fidelity of implementation: Implications for drudpase prevention in school settings.
Health Education Research, 1837-256.

Engelmann, S., Arbogast, A., Bruner, E., Lou DaKis,Engelmann, O., Hanner, S., et al.
(2002).SRA Reading Mastery PluseSoto, TX: SRA/McGraw-Hill.

Fishman, J. J., Marx, R., W., Best, S., & Tal, R(Z003). Linking teacher and student
learning to improve professional development inesysc reform.Teaching and
Teacher Education, 1$43-658.

Fitzpatrick, J. L., Sanders, J. R., & Worthen, B.([®011).Programevaluation: Alternative

approaches and practical guidelin@surth edition) Upper Saddle River, NJ: Pearson
Education, Inc.

183



Fixsen, D.L., Blase, K. A., Naoom, S. F., & Walla€e (2009). Core implementation
componentskResearch on Social Work Practice, $31-540. doi:
10.1177/1049731509335549

Fixsen, D. L., Naoom, S. F., Blase, K. A., FriedmRnM., & Wallace, F. (2005).
Implementation research: A synthesis of the liter@{FMHI Publication No. 231).
Tampa, FL: University of South Florida, Louis @eHarte Florida Mental Health
Institute, National Implementation Research Nefwor

Flay, B., Biglan, A., Boruch, R., Castro, F., Gatfson, D., Kellam, S., ... Ji, P. (2005).
Standards of Evidence: Criteria for Efficacy, Effeeness and Dissemination.
Prevention Science, 8, 151-175.

Fritz, K. (n.d.). Direct Instruction: Technical &tance form. Unpublished instrument. Retrieved
from http://www.iup.edu/page.aspx?id=134567

Fuchs, D., McMaster, K., Sdenz, L., Kearns, D.,Hsyt. Yen, L., ...Schatschneider,
C. (2010, June). Bringing educational innovatiost¢ale: Top-down, bottom-up,
or a third way? Presented at the IES Conferen@shigton, DC.

Gage, N. L., & Needels, M. C. (1989). Process-pobdesearch on teaching: A review of
criticisms.The Elementary School Journal, 8253-300Good, R. H., &
Kaminski, R. A. (Eds.). (2002pynamic Indicators of Basic Early Literacy
Skills(6th ed.). Eugene, OR: Institute for the Developtreég Educational
Achievement.

Garet, M., Porter, A., Desimone, L., Birman, B.Y&on, K. S. (2001). What makes
professional development effective? Results framatgonal sample of teachers.
American Education Research Journal(88915-945.

Good, R., H. lll, & Kaminski, R. A. (Eds.). (200Dynamic indicators of basic early
literacy skills(6th ed. rev.). Eugene, OR: Institute for the Depetent of
Educational Achievement. Retrieved from http:/ésbuoregon.edu.

Greenberg, M. T., Domitrovich, C. E., Graczyk, P, & Zins, J. E. (2005). The study of
implementation in school-based preventive intetioeis: Theory, research, and
practice Promotion of Mental Health and Prevention of Mergatl Behavior
Disorders (Vol. 3)Washington DC: U.S. Department of Health and Human
Services.

Greenhalgh, T., Robert, G., Macfarlane, F., BateKiriakidou, O., & Peacock, R.

(2005). Diffusion of innovations in health servimganizations: A systematic
literature review. Oxford: Blackwell.

184



Gresham, F. M., Gansle, K. A., Noell, G. H., Coh&n,& Rosenblum, S. (1993).
Treatment integrity of school-based behavioramntion studies: 1980— 1990.
School Psychology Review, 254-272.

Guskey, T. R. (2000)Evaluating Professional Developmépp. 67-93) Thousand
Oaks, CA: Corwin Press.

Gwet, K. L. (2012)Handbook of inter-rater reliability: The definitivguide to measuring the
extent of agreement among rate@aithersburg, MD: Advanced Analytics, LLC.

Hallgren, K. A. (2012). Computing inter-rater rdlisty for observational data: An overview and
tutorial. Tutorials in Quantitative Methods for Psychologgl)3 23-34.

Hamre, B. K., Goffin, S. & KrafSayre, M. (2009)Classroom Assessment Scoring System
(CLASS) Implementation guideetrieved from
http://www.classobservation.com/vgontent/uploads/2010/06/CLASSImplementationG
uide.pdf

Hamre, B. K., Justice, L. M., Pianta, R. C., Kild&y, Sweeney, B., Downter, J. T., & Leach, A.
(2010). Implementation fidelity of MyTeachingPanthigeracy and language activities:
Association with preschoolers’ language and litgrgrowth.Early Childhood Research
Quatrterly, 25 329-347.

Hamre, B. K., Pianta, R. C., Mashburn, A. J., & Dew J. T. (2007)Building a science of
classrooms: Application of the CLASS frameworkviaret,000 U.S. early childhood and
elementary classroomBaper presented at the Society for Researchild Ch
Development, Boston, MA.

Hamre, B., Pianta, R., Hatfield, B., & Jamil, FO{2). Evidence for general and domain-specific
elements of teacher-child interactions: Associaianth preschool children’s
developmentChild Development, 83,257-1274.

Harn, B. A. (2013). QIDR: Examining the Quality lotervention Delivery and Receipt.
Unpublished instrument.

Harn, B. A., Chard, D. J., Biancarosa, G., & KameieE. J. (2011). Coordinating
instructional supports to accelerate at-risk fiistde readers' performance: An
essential mechanism for effective RElementary School Journal, 112, 332-
355.

Harn, B. & Parisi, D. (2013). The role of fidelity implementing evidence-based practices in
schoolsSavage Controversies(d), 2-7.

Harn, B., Parisi, D., & Stoolmiller, M. (2013). Badcing fidelity with flexibility and fit: What do

we really know about fidelity of implementationsohools“Exceptional Children, 79
181-193.

185



Harn, B. A., Spear, C. F., Fritz, R., Berg, T. RBasaraba, D. (2014, Februarixamining the
Relation of Features of Implementation to Studemt@mesConference presentation at
the Pacific Coast Research Conference. San Die§yo, C

Heartland Area Education Agency (2008). Implememniaintegrity direct observation checklist.
Unpublished instrument. Retrieved frditip://www.lasecfp.org/Intervention-Fidelity-
Checklists.html

Howell, K. W., & Nolet, V. (2000)Curriculum-based evaluation: Teaching and decision
making Belmont, CA: Wadsworth.

Hox, J. J. (2010). Multilevel analysis: Techniqaesl Applications (2nd ed.) New York, NY:
Routledge.

Implementation check: Reading Mastery (n.d.) Unghigld instrument. Retrieved from
http://www.lasecfp.org/Intervention-Fidelity-Chetkb.html

Jones, N.D., & Brownell, M. T. (2014). Examiningetbse of classroom observations
in the evaluation of special education teach&ssessment for Effective
Intervention, 39112-124. doi: 10.1177/1534508413514103

Kennedy, C. H. (20055ingle-case designs for educational reseaBitston, MA: Pearson
Education.

Klingner, J. K., Ahwee, S., Pilonieta, P., & MenerdR. (2003). Barriers and facilitators
in scaling up research-based practiéeseptional Children, 6411-429.

Klingner, J., Boardman, A., & McMaster, K. (2018Yhat does it take to scale up and sustain
evidence-based practicelsRceptional Children, 79195-211.

Knoche, L. L., Sheriden, S. M., Edwards, C. P., 8b@rn, A. Q. (2010). Implementation of a
relationship-based school readiness interventiomuitidimensional approach to fidelity
measurement for early childhodgiarly Childhood Research Quarterly, ,2299-313.

Kroesbergen, E. H., & Van Luit, J. E. (2003). Mattaics interventions for children with
special educational need®emedial & Special Education, 3, 97-114.

La Paro, K. M. , Hamre, B. K., Locasale-CrouchPianta, R. C., Bryant, D., Early, D., . ..
Burchinal, M. (2009). Quality in kindergarten clemsms: Observational evidence for the
need to increase children's learning opportunitiesarly education classroontsarly
Education & Development, 2657-692. doi: 10.1080/10409280802541965

Lieber, J., Butera, G., Hanson, M., Palmer, S.HB&r, Czaja, C., ... Odom, S. (2009). Factors

that influence the implementation of a new presthkaaiculum: Implications for
professional developmeriarly Education and Development,, 2066-481.

186



Luke, Douglas, A. (2004 Multilevel Modeling Thousand Oaks, CA: Sage.

Maas, C. J. & Hox, J. J. (2004). The influenceiofations of assumptions on multilevel
parameter estimates and their standard ei@msputational Statistics & Data
Analysis, 46427-440.

Mashburn, A. J., Pianta, R. C., Hamre, B. K., DowdeT., Barbarin, O. A., Bryant, D., . . .
Howes, C.. (2008). Measures of classroom qualifyrékindergarten and children’s
development of academic, language, and sociaks€ifild Development, 7932-749.
doi: 10.1111/}.1467-8624.2008.01154.x

Maxwell, S. E. (2004). The persistence of underpedetudies in psychological research:
Causes, consequences, and remeB®&ghological Methods, 947-163. doi:
10.1037/1082-989X.9.2.147

Maxwell, K. L., McWilliams, R. A., Hemmeter, M. l1Ault, M. J., & Schuster, J. W. (2001).
Predictors of developmentally appropriate classrgoactices in kindergarten through
third gradeEarly Childhood Research Quarterly6, 431-452.

McGinty, A. S., Justice, L. M., Piasta, S. B., Keadeek, J., & Fan, X. (2012). Does context
matter? Explicit print instruction during readingries in its influence by child and
classroom factor€arly Childhood Research Quarterly, 2777-89.

Mowbray, C. T., Holter, M. C., Teague, G. B., & Bady D. (2003). Fidelity criteria:
Development, measurement, and validattmerican Journal of Evaluation, 2815-
340.

NICHD ECCRN. (2002)Classroom Observation System-First Gra@arlottesville, VA:
University of Virginia.

NICHD ECCRN. (2004)Classroom Observation System-Fifth Gra@barlottesville, VA:
University of Virginia.

O'Donnell, C. L. (2008). Defining, conceptualiziragnd measuring fidelity of implementation
and its relationship to outcomes in k-12 curriculumtervention researciReview of
Educational Research, 783-84. doi: 10.3102/0034654307313793

Odom, S. L. (2008). The tie that binds: Evidenceeuipractice, implementation science, and
outcomes for childreropics in Early Childhood Special Education, 39;61.
doi:10.1177/0271121408329171

Odom, S. L., Cox, A. W., & Cook, M. (2013). Implentation science, professional
development, and autism spectrum disordexseptional Children, 7233-251.

187



Odom, S. L., Fleming, K., Diamond, K., Lieber,danson, M., Butera, G., . .. Marquis, J.
(2010). Examining different forms of implementatiamnd in early childhood curriculum
researchPart of special section on Implementation reseanckarly childhood
education, 25314-328. doi: 10.1016/j.ecresq.2010.03.001

Odom, S. L., Hanson, M. J., Lieber, J., Diamond,Ralmer, S., Butera, G., & Horn, E. (2010).
Prevention, early childhood intervention, and iempéntation science. In B. Doll, W.
Pfhol, & J. Yoon (Eds.), Handbook of youth preventscience. New York: Routledge.

Pedhazur, E. J. (199Nultiple regression in behavioral resear8rd ed.). New York:
Harcourt Brace

Pianta, R. C., & Hamre, B. K. (2009). Conceptudi@a measurement, and
improvement of classroom processes: Standardizeeradition can leverage
capacity Educational Researcher, 3809-119. doi: 10.3102/0013189x09332374

Pianta, R. C., La Paro, K., & Hamre, B. K. (2008)assroom Assessment Scoring System.
Baltimore: Paul H. Brookes.

Power, T. J., Blom-Hoffman, J., Clarke, A. T., R&illman, T. C., Kelleher, C., and Manz, P.
H. (2005). Reconceptualizing intervention integrA partnership-based framework for
linking research with practic®sychology in the Schools, 485-507. doi:
10.1002/pits.20087

Raudenbush, S. W. (2009). The Brown legacy an®t@®nnor challenge:
Transforming schools in the images of childrerdseptial. Educational
Researcher, 38,69-180. doi:10.3102/ 0013189X09334840

Raudenbush, S. W., & Bryk, A. S. (200B)erarchical linear models: Applications and data
analysis method@" ed.). Thousand Oaks, CA: Sage.

Raudenbush, S. W., et al. (2011). Optimal Desigtwaoe for Multi-level and Longitudinal
Research (Version 3.01) [Software]. Available framvw.wtgrantfoundation.org

Ringwalt, C. L., Ennett, S., Johnson, R., Rohrback\., Simons-Rudolph, A., Vincus, A., &
Thorne, J. (2003). Factors associated with figétitsubstance use prevention curriculum
guides in the nation's middle schodtealth Education & Behavior, 33,75-391.

Rosenshine, B. (1997). Advances in research oruetgin. In J. Llyod, E.J. Kame’enui, & D.
Chard (Eds.)ssues in educating students with disabili{i#87-221). Mahwah, N.J:
Erlbaum.

Sanetti, L. M. H., Gritter, K. L., & Dobey, L. M2011). Treatment integrity of interventions

with children in the school psychology literat@irem 1995 to 2008School Psychology
Review4((1), 72-84.

188



Scientific Software International, Inc. (201B)LM 7 student editiorRetrieved from
http://www.ssicentral.com/him/student.html

Semmelroth, C. L. & Johnson, E. (2013). Measuratgnrreliability on a special education
observation toolAssessment for Effective Interventiddvance online publication. doi:
10.1177/1534508413511488

Simmons, D. C, & Kame'enui, E. J. (2008ott Foresman Early Reading Intervention.
Glenview, IL: Scott Foresman.

Simonsen, B., Fairbanks, S., Briesch, A., Myers,&Sugai, G. (2008). Evidence-based
practices in classroom management: Consideratiwnesearch to practicEducation
and Treatment of Childre81, 351-380.

Smolkowski, K., & Gunn, B. (2012). Reliability andlidity of the Classroom Observations of
Student-Teacher Interactions (COSTI) for kindemgyareading instructiorkarly
Childhood Research Quarterly, 2316-328.

Snijders, T. A. B. (2005). Power and sample sizaintilevel modeling. In B. S. Everitt & D. C.
Howell (Eds.) Encyclopedia of statistics in behavioral sciendew York: Wiley.

Snijders, T. A. B., & Bosker, R. (199ultilevel analysis: An introduction to basic and
advanced multilevel modelingondon: Sage Publications.

Snyder, J., Reid, J., Stoolmiller, M., Howe, G.pBn, H., Dagne, G., & Cross, W.
(2006). The role of behavior observation in measunt systems for randomized
prevention trialsPrevention Science, 43-56. doi: 10.1007/s11121-005-0020-3

Stichter, J. P., Lewis, T. J., Richter, M., JohneénW., and Bradley, L. (2006). Assessing
antecedent variables. The effects of instructioaakbles on student outcomes through
in-service and peer coaching professional developmedels Education and Treatment
of Children, 29665-592.

Stichter, J. P., Lewis, T. J., Whittaker, T. A.cRter, M., Johnson, N. W., & Trussell, R. P.
(2008). Assessing teacher use of opportunitieegpand and effective classroom
management strategies: Comparisons among highoandsk elementary schools.
Journal of Positive Behavior Interventions, 68;81.

Stith, S., Pruitt, 1., Dees, J., Fronce, M., Gréén,Som, A., & Linkh, D. (2006). Implementing
community-based prevention programming: A reviewhef literatureJournal of
Primary Prevention, 2,7/599-617.

Stoolmiller, M., Eddy, J. M., & Reid, J. B. (200@etecting and describing preventive

intervention effects in a universal school-basetiomized trial targeting delinquent and
violent behaviorJournal of Counseling and Clinical Psychology, 886-306.

189



Sutherland, K. S., Alder, N., & Gunter, P. L. (200Bhe effect of varying rates of opportunities
to respond to academic requests on the classrebavitor of students with EBD.
Journal of Emotional and Behavioral Disorders, 289-248.

Swanson, H. L., & O’Connor, R. (2009). The rolenafrking memory and fluency practice on
the reading comprehension of students who arewsfireaderslournal of Learning
Disabilities, 42 548-575. doi: 10.1177/0022219409338742

Swanson, H. L., & Hoskyn, M. (1998). Experimentakrvention research on students with
learning disabilities: A meta-analysReview of Educational Research(®g 277-321.

Tomcho, T. J., & Foels, R. (2012). Meta-analysigm@up learning activities: Empirically based
teaching recommendationBeaching of Psychology, 3859-169. doi:
10.1177/0098628312450414

Vaughn, S., Gersten, R. M., & Chard, D. J. (2000 underlying message in LD intervention
research: Findings from research syntheSgseptional Children, 1), 99 - 114.

Webster-Stratton, C., Reinke, W. M., Herman, K&Newcomer, L. L. (2011). The Incredible
Years Teacher Classroom Management training: Thhads and principles that support
fidelity of training delivery.School Psychology Review,, 809-529.

Zvoch, K. (2009). Treatment fidelity in multisiteauation: A multilevel longitudinal

examination of provider adherence status and cha@agerican Journal of Evaluation,
30(1), 44-61.

190



