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INTRODUCTION

~ In making use of the theory of linear regression to.obtain an esti-

, . N i ! J .
mation of a depondent.variate from the information contained in an inde=

nendent variate, one. freqhently'ie'fééed bith the problem of . having the
independent variable given 1n a non-quantitative manner. In theso cases

the . independent variable usually is elaseified into ordersd . groups. In

x .
: l

ordor to ‘uge the theory of regression ope mnst 83sigh a numerical waight
‘to each of these .groups, It is the purpose of this paper to consider the
preblgm of determining these weighta., }» ) | |

The data eonsiderad in this papef will be assumed to be bivariate

with the dependant variadble quantltativaly measured and the independent
vuriable clasaified into ordered groups. Numsrical weights are to be
determined such that ﬁha regression quation thereupon ~bisined will give .
the best estimate of the dependent variable..,

| ,gt pregenﬁ'the,ngugl,praoﬁlce 1@:;0 obtain these waigﬁcs in & more
or less subje;tivé manper. In oonsi&éfing this problem Frank A;-Pearaonl
states ;hat aince there 1ie no numorical value given 6 the olasses,

T o o8 8 unit rate of ohange oannot be calculated for a relationship in

which' thefipdgpangent var&able-is nonhpumerical“g while Eze&ialg, in the

1mnk A. Pearson and Kenneth Re Bennett, Statistical m:thoda, (New
Yorks John Wlley and Sons, 1942), p. 135.__ .

2iordecal . Ezekial, Hethods of Correlation Auelysis, (Hew York: John
Wiley and. Sons, 1941), p‘ 310, g




recent odition of his beok, mekes the" folloving statements

In cage a non-qmntitative faotor is a very important one, 80 that

1gnoring it in dotermining the net linear regressions may soriously

impair their accuracy, it may be roughly included by designaeting
successive groups by a ‘numerical code which approximates the expect-
ed influence of the.variable, '

The literatur-e eo‘ntaina very lit‘t{le in the way of e direct referemce
to this problem ag it arises in oonnebti‘on'w'ith reg?eaaion, however, one
ﬁnds 1n the literature many rei‘erences to the ptoblem of estimating the
oorrelation coefficient from 'qualitat;ve data. Among the referenc_es
a&a&l'ab’ie’. e"n e-s'oigﬁnent of welghts may be made ineidental to the esti-
mation of the oorrelation ooeffioient. For this reason, and sinoe-the

problem of cerrele.tion s g0 olosely related to that of regresslon. the

pr&nciple methocls of determining the ootrelabion coefficient for none

quantitative data will Yo given before the actual problem of thie paper

is eonoidered. ,

F‘ollowing the discussion of these: methods » & mothod of assign!.ng

weights to the ordered classes of an 1ndependont variable, which s based-

“on x’ninimizing tho standard error of e_stimate; is dévoloped. This will dbe

followed by & numerical <exa:ople to iliustrate this method for determina-
tion of‘ weights and the reault obtained compared with those obtained for
several other choices of weightss, A discuasion of other definitions oi‘
what might be oonsidered as the best eatimate of the dependent variable

togother with & few summarising rmnarka mn oonolude the paper.




indapendent variable, 7%

CHAPTER 1

'LINEAR REGRESSIONAND CORRELATION

' For a Semple Population

- Co'nsider' & series of obae-mﬂoxié x; ‘and y; tha‘t' are linaarly oon-’

nocteds ‘rhese obsemtiane can be .pletted on & graph to form what is '

{

, oalled the scahtered diagran, By ﬁtting a straight line to the soattered

diagram in such.a way as t6 make the aum of -the squares of the ordinate

b
distances from the polnts to the lina 'a-minimam, one obtains the regreaaion

line of y on x The regreseion line. or the best ﬁtting straight line

p)

' . thus obtained 1s the bost: esti.mate. in the least uquare sanse, of the

relation of-the values of the dependent variable. y, to the values of the

|

i
(3
fl-

" Let yo amx e b be the line of regression of yion x. Representlng
I

the difference betwen the ordinate qf any given point and the. corresponéo

, us ordina.te of thé line by ei' that 18, ey =2 yg » Yo & ya - m - b‘ .

These difrerenoee are, oalled residual errore. T Ly

How m and b are chosen subject to the oondltlon that the 12163 18

=
d R

Ito 'be e. mlnimtm. Using the oalculue to minimize

~Ze =8(y-mx-b)a

1In the rest of the paper £ sign . will be used in place of izl.
. - ~ . o - ( hesd
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ono o‘-zae"mme -u;m'aafferenna'ﬁmg with :-mpe‘oa to o sadbs t-eepaaﬁiwiy,

‘and sotting the dsri.vaum oqual to sero, the. two normal equntionas

8 ¥y » nix ¢ nb
"-zmsmeobm. , |
8olv1ng tho nomal eqmtions simultaneously, nhe ronowing valuos tw m

mzd b are ohtained: ;?

.'7 man&g‘(&)ﬂ

o 222y o Expmy |
nt::z- (=2

-aanos tho ,r-egraesiun une of ¥ cn x 'ma?y'be. mgj:ﬁen as

A "

1f by chanco Axﬁi of the plottod écme ‘ghould £all on the mgmsson
1iue, the ostinate ot’ tho dapondent varsable would be perfocts. In geaoral
tho poima will not £oll on the uue.f Gensequene.ly the geodneaa of esti~
mate o juﬂ;ged in terma of the atanda{d doviation of the residual ervors. '

- Thio stendard deviation is knoen es %he standard efroF of ostimate end will

b6 danoted by 5 With a subscript %o indicate the variable whose deviatlons

are beling murea. It differs from an ordinary standerd deviation of a

‘alhg;ia varjable only in that deviations are measured from bhe régreass,o'n

i
i

1ine instead of the meon or arithotio mmge.

At this wint in the diseussion wo aro interested in %a In symbole
the oamputa%ion ie . ' 1i

2y - yg) P i
n




Substituting mx + b for y,, the equat!

. s?.

2(y = ox = b)2
g = 2 >

,\ n

-]

Upon f‘urcher simplification and since

o omy o vny -

Thg standard error. of ostimate 18 a »niea'surej of the seatter of tho .

points. from the regreséion lines The

the smaner‘w;ni- b:eftr;e' value of & o

preted 1n the samod way es’. any other ei*andard deviatlon.

mnge on either side of the regresfaiox
- of the points ‘san be expacted to fall,

variablea are approximately nomal.

The v&rie\bnity .of the y~variable which can:be explained by the lin.

ear association of y with x is detem}.

sion- line.

'y that 1s not explained by tha regression line.

Some ‘etanda,rd 16 nedessary in ox'd

S’yi‘
That is 1£ x and y were oempletoly ing

large or a small value of The 1az

y on % would be ye z:y/n. This means
value of x is bhe moan of the y distri

<

~ ‘would be oqual,

Sy s 0, and we tharefore cen uge o’y as the standard ror Judging whether

the values of ey are large or sman.

)

Sy ﬂ.s a’ measure of the remaining part: of the variability of

We also know that when there ia a perf’ect relationship

Llon becomes

.. . '5 . )
Ze = 0, the equation becames

“("z)

cloger 'bhe.‘ points-u)e‘eo the line,
1d: vice vorsn, ay is to be inter—- ~
It gives the

\ 1line within which abeut 68 percent

provided the distribution of. both

../ :

ned grom the equetion of the regress

er to determine what constitutea a
geat '»vallua f:_hat_sy oan tgke_ is oye
ependent, the regression line of
that the best estimate of y for any

butxon, hence an the values of Yo




v-In.brder tofpbtain the relationsd

ooerflcient and the standard orror of

of m and b in equation (2) by the vah

equat ion {1)e.

nzyz ' (Ey $ bz"\y‘y - b2

ISR

«®

ip existing between the dorrelation

estimate 1ot .us replace the valuos
108 Ié‘f m and b uged in the rogression

v

oy

-3 [N

.n’

(zar)2 - (ﬂ—

Y

‘e‘:l.
"uaL

(x%v—)%(nm .. szy)l v

(n«w-mb')g

z
,31 . [mﬂ

--;»d (1 2514

= y

where r denotea the correlation coefi‘:l‘cient between the ve.riables X and

y and takaa bhe sign of the alope of the regreseion line.

Therefore ene oan see from equati

lationsh:lp between the ata.ndard error

snoh that u' the two variablea are unir

tha value of r is sero.

is. am pointa falling on_ the regresa‘ion nne, the value of Sy is sero
and the value of r would bo plua or minue one.‘
tion coefficient may therefore range from Boro to plus or minus ono.

These limits repreeent perfect corrolation (direot or 1nverse) o and oome

plerbe absenca of correlation.

If the two varmbles are perfectly rolated, that

-%..,(.a-s?*‘l_fazv” -l

(8)

on (3) that the fundemental re- -
and the eorrelation coefﬁcient is ,

elated P

S_.,‘7 and o‘y are identi.oal and

?he valne of the oorrela- | '

' .. - For a Parent

 Lét us extend the discussion of 1

Population

he I;elqtion betwoen regrossion and




corielation of a sample to that of a

'ul-a'tioxi'maﬁf be ri‘ep»revsénté‘d by the continucus variables x and y.

the variables x aml Yy have the joint
the double integral of f(x.y) over a i
relaﬁive ﬁequpnoy of"o'c@ux'rencé of tl
s regioﬂ; Heﬁoe t;ehave ) ‘
Ll ayaxe,

, ‘whe‘x‘-q'f("x;,y) 6y dx is the pr‘obébuity

%, x . dx) and ¥ 14es in the

. The probability that x ooocurs in

' mi‘i bo dancted by g(x) xe Then inte

-

of y, wo have. .
s(x) &x o as T r(x.y) Ay
Similarly, 11’ h(y) dy is the probabili

(yo v+ dy) for all assi@mente of x,
n(y) dy o dy /" f(x,y) dmy

In aacordance with converxtion we ahaﬁ

dietributions.
The general produet moment about

defined as follows:

Y =f°f' f(:m‘) x“’?“ dy ax! :

9ar§nﬁl ﬁopuigﬁion;i The ‘paz"ént pop=
Vie assm‘:;e
>‘r'obab‘1n‘by function £(x,y), where
'6519; of thg{ xy plane measures the

16 Phii'e of _vaiuea of x and y in the.

th&t simultaneously x lies 1n the
) interval v 7 Y. * dy).
the 1nterva1 (x. = 0 dx) for all yte,

ygr,.a_ting over .511' admissible values

ty that y oocufs in the interval

|we have

c‘ai.l g(x) end h(y) the marginal

V\v

the co;nméx‘x_ erigin.bf z and y may bé

1John P xenney, Mathematics of Statietios. (New Yorks D, Van Nostrand -

ccmpany, 1939). PPy 63705




I'Af\'m'-"u 0 and @ =1, we have |
o1 e 205 f’(xoy) Y dy dxs
B _V Lot f(x.y) be a ﬁ:nction m which the
changed. The v’m bocomes .
f" f £(x,3) dz]:r dy e
which 15 the mesn, F» of the y's.

Vo =EeLl f f(x.y)x dy dx

,fh

a_xe

Haw deﬁning the ganeral preduf-t

order of integration may be inters -

(y)y dy,

1

S_iix'xilarly the mean of the x's s

= /_:E(z)x dx,

S

moment about the means (X,y) as

followsa ‘ ' o ‘ :
-~ Mme f'/”(:-sa(y y“ ziy) &y axe |
Whenmanal,wehave . B

Wbt =f'f" (= -?c')(y ar(x ¥) .dv'd.x.'

whieh 18 called tho oo-varianee of t.hu

Whenm::ZandnaO,wehavetha

L )f‘zo =£{: (;,‘_-'i’)'f(x'.y‘),qy

2
ﬂo’ 'y

d"x .

Joint distridubions

variance of %,

s:mxany, when &0 and n e 2, we have bhe varianoe ef Ys

f'03=f°f°(y

'7 f(z.y) dy

2
e % ,
Having defined the momenta of the
are’ now resdy to consider the regrees!
If ¥ has been aasigned in the joi

probability that x will lle in an ines

ax

‘distribution function £(x,y) wo

on curve.

nt probability funstion t‘(x,y), the

nitesimal interval is




Thus, when y is ftxed,ﬁ
/" (" Lax e 1
and 'eo'f(-xsy‘)/h’(y) -1,3 the probabilisy

 may be called the probability demsity

Likewise if we fix x, the probebi

P s .
funotion of % for a fixed y.

revresentﬂ.ng ay array of x'e.

It

lity deneity for an x array of y'e

| 1 giventy f(x‘...v)/c(x).. and |
f’ .(.&2.. dy 61 (4)
| “' glx) = |
‘ when % 48 fixeds
‘ ’Ehe méan of ang e.:"iray of y's ie S
Foe Ll z..?_(.wl dy (8)
1 K ‘ . - g(x)
i yoo . .
‘ - where the intebration is performed over all values in the array defined
by xs Similarly. the mear of a y artay of x's is .
.:, (e)
tategrated over all x's in én array for o fixed ye
The mrismoe 1n an x array of y's 'is givign'b‘/y '
) 3 . 2 '

- (x) - . . . . . . . T
L ~1ntegrated over all values in the array. fixed by =, Similarly the vare
i :

jence in a y array of x's 1q




‘ 1 ‘(
10
(o)
B

" Telring diffetent :.x arrays of y's
varies continuously we g_;ét the’ locus ¢

‘ regressri‘on’ curve orj y ‘on io‘ ‘Ifss~équa'c

gives the regression ourve of X onys|

fixes the mean polnts ¥ and es x
£ these means which is called tho

fon 1is given by (6).

Similarly (6)
P : :

We shall eonsider only the ease where the regression curves are

stroight lines, If the equation of the

‘the form .
Temer
then the regresaion of y on x is said

. Consider

,g

_.._{(_Engyamxob
s(x)

e. x,',,egteasion ourve of‘ypn x 45 of

2 T !

to be nnaar.

or

J“yf(x.y) dyﬂmxs(x)+bg

~

(x)o (9)

RN

Integmting eaeh siae and remembering that we may change the order of

int:e,grat_;j.on,; wo obtaein
Y1 e m vhg + be

Wultiplying dach §ide of equation (9)

to x, we have |

N

1{

b‘ iii-9 m V' * b 10

& cimultansous so;_uq;‘;op of (10} and (1
Caamam
Foo . &

\
L

(10)

by ,x"a:_l& mt__egr'ating with éqapé‘ct

(12)

1) yields, .




bav, %Ml o @ Xems o
B A
?herefore_ the e(;u'aﬁion'ofg rogression: (
?3*?")-:1-% (x =R

o We shall now eons-idér the "standaz

f y on x becomes

(1)

d ewror of estimate, - We have seen

that the probabiuty density in en 'z arroy. of y's is £(x,5)/e(z) and the

2

varianee sy within such an. arvay is

given b'.V (7)u

'The méan,, over all x arreye, of ve.],ues of °y & wai.g,hted with the

marginal diatribution of x is denoted

atandard error oi’ estimate. We w411 now show that # e g 2(1 -

i

By deﬁnition e

5{ & af g(x)s

¢ °, and gy is oalled the

-

/,, f’ (y = y)f(u.y)

|

.

Using the value of Vx given in- (12) the abovo gxprossion becomes

o L |
ﬁfa f'f”[ '-):,x-ﬁl’f-(xw)dvax
My, - 2] o
. [(y &-g(v - .")(x "') hl 5+ D°le6y) oy axe
_The Pight member slmpl.ifias 50 that we have the result \ \
#2se20 a&ﬁ) -
@ 0’ (1 roa)

where (a is the correlation ooeffioiem:

* This reault ig analogoua to- that

of the parent population.

<t

>bta1ned f!‘om the aample problem,

11

(




i
"

'

-

and thus we ses thet the relationship

is the semé in semple and parem: "péﬁuf.hh;one\

¢

g 12

between re‘g_;'r\q'i'eaién and correlation

\

.. )
§ R t
3 .

o~
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/' THE PROBLEM OF ESTIMATING THR CORRELATION

COEFFICIEN? FOR NON-QUARTIZATIVE DAZA

v

{

Totrachorio Correlation

R

1

One of the first referenoes dealing with the correlebion of. non mease

1

urable charactors is. given by Paarson in 1900.

Pearson_ considered the case of § Lbjeots which are classified into

a fouéfold table ss ehey po's.sess‘on‘e. foth.- or neither.(of two qual-itétivé

traits or characters, which may. i’or conven:lenoe, he denoted by I and II. _

v 14

Buch' a classification may be ,;.:repre,eented in the fonowing fourfold tables

AW

Tablp I

_f

I1 Total |

' a+d

4 o+ad
o

L= =

whereﬂ-:a«boo»d,
To measure bhe 1ntensity of assoo

{

- tion," Philosophical Transactions, Vol

S T . ( ‘
1garl Pearson, "Mathematical Contr

’

b 44 B

lation between two characters in

ibutions to the Theory of Bvolu-
195, A, (Feb. 1900). PP 1-6.




N 14

guch ‘& olassification, it is suppoeed that the data can be represented

by a normal correlation surfaoe oontalning r, the correlation coefficient,

" ae ‘th,e pammeter\.:, ‘rhe .problem is to‘ determine »r so that: the surface can
be divided into four cells by two planes intersecting at right engles, to
yield the rolative frequencies ob"eerv '.i Then the correlation coefficient -

for t.his normal surface is oalled the tetrachoric r,

+

Let the frequency surf'aoa

N

o 5 e ayTyE(E vy - 2rxy)
gl 1/% e Sl el 5 o,

) o

where the variates are meaaured 1n stemdard deviation units s be dividad

_1nto four cells by two planea 2eoh and v e k. The total volumea or
P I
_ i‘requenoiea in these parbs will be represented by &8s b, o, and d, in the

manner mdicated in Pable 1.- | -

c+ 4

'l’he- value of h and k can réad;i_ly t/e f'ound 84000 ~mm ia tho area

under the normal curve between k. and Q. and l—x’r‘l is the a_re'a‘und'er the

T

normsl ourve hetwegnth end ®,

We deg that N

-'-8 --2--1—-;-;2—(10y -2rxy) ‘
> an(1 2)1f (‘fk 2 a

From thie equation the value of r is tound 'é;inc‘e d, 'H,_ h,:.am'lj 'k‘afre knowns

The solution of' equaticn (1) is obta‘ined by expanding the equation
T 4n terms of r by Maolaurin'a theorem. At‘ber taking logarithmie differen~ :
tials and differentiating n times by Leibnitz & theorem we may integrate

from h'to @ wif;hr respect to z, and from k to @ with respect to y, obtai.n-z

~




: available.

. ¢

1@3,-after some reductions, £he:following equations

N

L

Hoo & -2
. (2u)1;2

: .2 B .
ad -bo . p 4 -;:-hk v %-(hz_,-l 11)(_1:2

S P o
= 1) + Zh(n < 3)k(k” =8)

r 4 2 4 2 '
+ IEE'(” = €h" f_a?ia - ak + 3)
- | x4 e . .4 2
N : 94726 h(hu‘ézlgh' * ]5)k(k ﬁ“lQh. "15) AR TR
‘where . | ‘ ‘
s 2 . . L
1 2
- zh \ T
) g N g - =K.
. 1 § . and | fb 1 e 2 .

(2n )178

The numerical eoluti.on ‘has to be obta!.ned by approximating to’ the

‘roots, ana NMon's method1 is convenient for 'chis purpoaeo

To. fao111tate the'arithmetical work of this method there are tablesa

These are arranged 8o that

..d/h ¢ T TS+ r1r§r * tgrar f

the equat lon .

v

oo @ o & f

can be used;
up to: re

work can: be avoided since 311 that has

Furthor values may be obtained by a difference f‘omula.

l’ are known--to be tetraéhoﬂo functlonaa and are tebulated

to be done, 12’ these tables are

available, is to ealoulate n, k, and tbe ratio d/N, then interpolate in

the tablea 80 &5 to obta:ln r. , o

" Polychoric C

~

1W Palin’ Elder'bon, Froquenoy Curves. and Correlation 3rd edition, o

orrolation .

i

(Londona Cambridge Unlvereity Press, ‘IT). pp. 175.

zKarl Pearson. ‘i‘ables t‘or Statist
Cambridge University Press, }» DPPe

: 3863 page (18) for furthor deteil

icuas and Biometrioians R (Londona o

8 on totrachorie funotiona.

Huch




/

o The more generalfproblem,‘tﬁat'oﬁ

classified into an m,by n. fold teble wasg. also oonsideved by Peerson.

The procedure he fbllowed 19 sim&lar to

specialized 2 by 2 olaseifieation, in

16
determining r when objects are.
1

tnat-uged:when‘considerlng the

as much . as,~a'normal correlation

eurface s Pitted to- the table and equationstor the correlation coefe -

)

ficient are derived»employing the tetrecherio funetions dnd the observed

celI'frequenoiea;;'Frum'theee'equetio?

8 the value of r 1e dbtained;

" Again it 1s suppoeed that there exieta a normal oorrelation surface

with a ftxed-r which*when‘cut up into

the’ several cells precisely the relatﬂve frequeneies given.

pretaine to sueh a surfaee 1s the coei

This ooefficient ie oommonly known as

oonrelation;r In the caseS'encountereﬁ

rio ‘one velue of r'which determines a aurfece whoee theoretleal frequencies !

wiifluxaotly equal 811 “of the observac

frequencies contain sampling varietior

the m by n eells will contain in
The r that

ficient of eorrelation eought.

the polychorio coefficient of

1n applioetione, there is usually

frequenoies, eince the observed

s« The problem 4s, therefore, to.

7 dobarmine the aurfnoa thet satisfles the cenditione as nealkly as poesible.

‘socale,

-Beﬁere.geing‘ante the detaile‘of
coofficient of eofreiatién,’a'Bfiefr&t
to be. ueed will de given.

we start witb the aeeumption that

/

i

igar) Pearson and Bgon Pearson. ﬂ

Correlation”, BiometrikA. XIV, pps 127

this'methodqof finding the polychorie

scusedon pretaining to the notation

both the horizontal anﬂ vartical

1 ~

,marginal tetals of the polychoric table oan" be repreaented on a normal

Now the polycheric table is subh. that in the population N under

l
3

On.. Polychorio COefficients of
-1 56Q . N

f




diacusslon, the sth oategory of the #irst’variate, x, contains n,,
{ 1ndiv1duals and the rth oategory of the second variate, y, oontains‘n%r

"1nﬂiv1duals,:wh11a thavnumber'of individuals who ocmbine in the population

"N the sth dategory of x aud the rth

?eﬁle

eategory-of y will be denoted by nyp.

1X

RO

{

f  m 'ihz‘f;»

~ kﬂél ahsi: .  : 1o

; , "
If n1 , nz > ¢ 0 . “s-' e - :¢ DO the froqueneies of the x variate

' *standard deviation, or end x's, will

. ‘Here hs-l and hg are the values on- &

'~;sxm11ar1y, if the. frequencies of. the

‘~, The means of- the oategories 8

o for the several . oategories, the values of the ratios of abacieaae to

|

ither sidé of the category ng,.

nurious eategories of the'y variate

kl’ kz" . 0w Dkq’ 2 e '.' whare

and Xk give the end y'e on- either side of n,
Sped r

and g, will be denoted by h and

ﬁ-l'ig,.whereas B, and E w111 be the x/and y variate méans £of the stherth




i8

'oe'll',' end u‘“ the product moment of the fr‘o!quency in the t‘ath-rth. céil..

}‘ To £ind the mean points we walo use of: the following properby t The
mean value of fzhat porhion of the area under the curve whieh lies over
the 1nterva1 h xy to ha' is found by subtraotin«r ‘the ordinate at hy from
the ordinato ab he-l* and’ dividing the result by the areas. Thus the neans

of the categories n,, and n,. are determmed by '

Hoy » Hg .K

B n'".r/ﬂ
whe,x»"év‘ ‘ S
.Iiﬁ &Y 1'72  °1". L and K & S >'¢,"§k' .
e T (e}t (211)17’a L

_The theoretical ‘eéll'- ﬁ“e‘qﬁe’no}r 1{11-1‘} be denoted by ;é,-,,; whereas the
'observed coll frequency is Dgpe VO 'sh&ll write the real -ooe’ff’i-oi’ent-of -
correlabion of tha papulation as r, the coef‘f‘ieient as !’rom a single
»sth-rth cell. as rar, and those frcm the na, and n ,ar;rfa}_ ag vy, and . .
; .re,spe.ctively.g ?his notetion wn\l'be used throughout' the methods that
. fol‘lcw unless otherwise spaoified.
In the development of ‘bhe polychorio r, Pearson makes use of tha

tetraohoric funotions. The tetrachoric i‘unction of the order t is defined-

11 - §:_=jf |
* b AT
‘ Gerta.’m properties and notation soncerning t'hese 'ﬁxnctio’ns are useful
in tshe davelopment. _ We ahall write for brevi‘by

Dsrt o rg(h ) - fc(hs,)}

llam-ton n. Camp. Elmnt%tatistics, (Bostons D, . c. Heath And
Gompa.ny, 1931)5 Pe 680
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where rt(h) ‘denctes the value of the tetrachoric function for x = he The
formnla for obtaining the’ sucoessive tetrachoric functions for-a given x
is

L Te e weeleay il .
’where the values for pt and qt have been tabulateﬂ. 18 .

e o B J";'(z‘l'f + 5°)
‘ 8“1 .rz)l/z oo
‘then o C , Co
/8= T Pl . 2rrzr2 » Sr rsr 0 ore, 0 % (t . l)r T, lr;tl oo
where 'r,.v . ‘3&&3)' ” eamax'ﬁ & .'rt(ur_)\.
Finnlly ﬁe Save‘JA “ :‘ IR D
{:: (""174"'” ”"n

where
i Te-l ) (t) /hf * (t - l)l/btt 2>
’Y Cn tﬁe suppOSitibn thg§ th@,surfacé is nbrmal,‘ﬁaa.cor?elétion r,
anﬂibeIOWS‘the“actﬁalwmargina? fraqueneieé? the following equations are.
eatébiished by Pearsoﬁfehoﬁihgghow.r is relatoﬁu£o.the known parté of the

n by n tablet S N

A %r V/ . : :
. cﬂél &:dyanrb,.r *rDi'lD,I‘l*l’Dl‘zb,.rg'Occ.(?)
o 8e R .
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1 Bl
alg
m

a/'h" 5 X0 g @ DT 2 DI ¢ FD.E DT, & P DD 65 s s (3)
h& 4 y ® or o s’17r*1l 7 Y %8 EI“)?‘.!Z A 9,
-1 el , o .

ne,ker'{zlék“"lndxdyal)rl)r +rDP1D71412DI‘DT 4-...(4)

' | ’ | 2.
‘ nsrﬂer" {h 49-1 %ﬁ ax dY =D T D,T + "D 1'ID:-T]L 4 2D, TzDrTe + s o «(8)
o N o ’ : ! ' o

<

These equatiens provide us with a large number of mye of detarmining

;
L

s For examplas i e , .o
1; We might find r, that 13, rmm N aingle cell by writing in (2)
for nar | _

‘ ~2.  We nay fi.nd Ts frcm a given aolumn oi‘ the table by using tho ree

1g_tionah1p
“ ) e .—.;NE (D5?¢prro + Yﬂsflbrrl 0 ER 0)] ' (6) ‘
Pe ;e‘-:‘,g(n"hs’) 7 4, [ﬂer R | > |

where n if given by (2), and h is. thé mown centroid of t'.he‘ n mar-

ginal total. Henoe the above is an equation o 'find ry that is, "B". b
wo use this value of r in (2) and (4) wva obtain the theoretical coll "
frequency n", and the mean of y for 1l:he cell E as found from a ‘oolma»

.

Summing 'E' for every value of r we find E o the y mean of a column,

| 'depending on the data as reund ‘from the oolumn. Thue

__‘E'ﬂ- e ;:' ‘Y, [ (Dsronayo * "Dsrlpr'fl * . -)] o (7
Phis would be an idéal ‘method of determining the mean of a Fow or columnj

dut it yu’ould invd}va a great deal of hard work, as with the t‘jwo regression




curvea wo should need %o ﬁ.nd r for every oW end column by an equation

'-of'higherorder., I

Y

‘ 3., To find r for the whole table we might agsume the product moment

,eomponents from (5) and sum for all oella. We'.should have
n ' ' '
: srisr .

.si'.n,ee‘-.tli'e_ éoordinates are measured from the means in terms of the gtandard
doviations as units, Hexx_ce ‘s\_\;b'st'itutin'g in_(&) we‘?'ii‘zaveg
o . o o

ee 2 (= (DBTODrTo » rDsTlDrrlo ‘o .)] | (@)
Bo?P nar - . : '

‘.Bere nm. must, be eubstituted from (2) and we have: finally
- L ¢ v

: QsToDr‘i‘o + rDe?q.ﬂrTa + 40 : ,
re 2 -3': ( ' ) N £}
'It will be observed that what we are: trying to do 18 te fit a normal
cortelation anrface to a series of nell frequencies. 1 'the observed
reaults are olo«ely normal then nsf vpould be nearly equal ton o - If we
might; seaume the difference n" end ns, 50 small as to be negligible we
should he.ve: ) , 4 4 o _
1 . o '
¢ (DgT, DBTQ + D, TID Tl T .) . o © (10)
4., Let us eonslder what ° the most probable valus for r- m;ghts be‘ Wo'
,-observe nsr as the f‘requency of the sth-rth cell; . !‘ind that with a

given correlation r the frequency of this een vmuld be n pt OB the

sr
aasumption that tha frequenoy surface is the normal - “requenoy eurface
eorraenonding to -theebserve& mrginal totalﬁ. , Aecordingly » the most

probable value to bhre to r would be that whioch mede




R e S S i A i e

%2 s Z *G‘”,‘,‘ o ésr)‘ " a pinimm o
Bgr . 8&!‘ s - ‘. .

or, what is the same thing,
- nzr i - g .
3. ( 8% \e ndnimum. R B
8sF \Wgp. . .
This leac_lé us,. differanﬁiating with regard to r, to

ale)” Sl

or, writing qt'lengtm out‘eqﬁation for r 191
: ‘ 2 i . ’ v " )
9  DgTyDply .  2r Dol m To % o o y
§"I( ar) .. 1% rrl ieVri2 ¥ o o ® lq, G (11)
(Deron,ro +r narlm,rl o0 )

Again 12‘ wo assume the differences of n' ' ;md n neg;igible, we h‘ave.
_ (DgFyD oLy + 2r Dsrgn,rz seiv)=0 T ()

It will be found that the eqnations (10) end (12)<are idontieally E
satisﬁed.. Hence our values for ? from (8) and (11)- depend en n, difi‘er-
h'g'frc”:m: ng r Without the assum;ation, that n 'm"ay. be ;repla;ced' by ‘n_ ¢
Tneither (B) nor (11) are resdily sohmble. Probably the ‘easiest way will
be to obtain an approximate value of r, one well above end one well below
thi_a result s so that the -tea-l valne- of* r lies between the two, A linear
: 1nterpolation will probably suffice in most cases to determine r with
eufﬁoient accuraoy. s ' (

} The polychorie table as discuseed by Ritchie-Scott desoribes esnother.

method of reaching & polychorie ecefficient fram~the'waighted rieans of the -

Ty {

. 3"A. Ritohie-Soott, “The Correlation Coef‘f‘mient of a Polychorio
Table”, meetrika 111, Pps 108-108,

)

~

el
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.

Poseible tetrachoric vnlues¢ ' '.' : ‘: P ‘
, Ths frequency aurfaee divided into P colums and q rows is divided
at each point into four quandrants, and fbr each of theae divieiens a

value for r, that is, '11’ 0 % % e g may be found by the tetraohcrie

12°.
“These may be regarded as approximations to’ the true value of Ty

methods -
and bhelr weighted mean found, the weights being detarmined 80 that the
prdbable error of the mean r 80 found ahall be a minimum.
o CyqPry ® Cog? 0 '
Let £ = 11 11 12 12 . I
G+ Ozt e

%h "e- G,
hen ( 1 * <,

+..q)ﬂr=C ar:

11

+ G dr * 5 '—.‘ ‘o

12 12

Squaring, and summinb for all possible values anﬂ dividing by the aumber

of. samples,_jn L

2
(zcst) o, z(cet st) * 22(°st °bu st! Btat)
where th b Oiets end Ratst = x,"l's‘l;"a‘b ¢
Ifr 5 a E(Oatﬁbt) A 2z(cst05&°ht stst)i A\

c = z(cat)

S

. Then for a minimum -

’a(o;g),
e
- B0y
o | 265 "
" R T,
8011 ae_n. |




5C

Bub 2o < 1 and 12 wo 1ot s/b 6 I then —oom

T
6C1y | o . bE 11
sinilarly LI S e | -
5012 5013 ,

and one obtains the fbllowing equationse

011°11 * °1a°11°1z“11 12+ °1s°11“13311.1s *eesel  (19)
2 |
.11°11-1z“11,12 C12912 ¢ °13°iz“13 12,03+ ® T (14)

QQOQoootﬁvcno.ooeovonotoon
'The valuee f0r the C's are determined by solving these equations simultane

v 90\181?@ )

~ " Aproximsto Wethods

-~

- Thﬁ Ritchie-Scott prooess 18 so ldborious that .4t can hardly estab-

1ish itself in practiee. whereas, Pearson's method of evaluetiag the

polychori ﬂcoeffioient is not too tedious ‘providing ono has access to the

1 ) ‘
tablea referred to and when e high dqgree of goouraocy is requirad, it 35

the: best method nvailable, Howaver 1f cne is willing to saorifice accuracy,

thara are eeveral simplified methods:o£ apprgximating 28 .

. A reoent publication by Gampl

provides us with o oimplified method -

of épproximating ipth the tetrachoric soefficlient and-the'poiychorio co~
.-efficienba Thése very short mothods cannot guarentee to give r'aoéﬁrﬁﬁely.

| to more, than one or two deoimal placess

Let us first ocnsider the tetrachoric r as found from a 2 by 2 fold -
: Flagaiiieation, pemp rqplaogs the_treqqenpgesvin Table 1 by the #ﬁtioa aa,ﬁ‘

+ .
- B

1camp, Ope _?&f:.??o 3‘52?31‘9&
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'given:‘ in ‘Zéb'l.'e IITs,

fatle I1X |

Y
B B,

| . 2 I

whore fl aaé Gy fz = b 2 4 d '
and A = a/fl, &e a b/fl, 31 = c/fl. B S d/fz, By = rl/n, By @ fz/ﬂ
The problem agaln As to find a normal surface which wheén divided 1nto

four oells will present 1n these cella the ralative freqnencies obaerved.

The_proqadu{e 18 as follows: F&nd %, yl, ¥3s from the relationa

/:¢(“) dx = By, £1¢(x) dx = fA.ll',; dgﬁ(x) dx @ By,

Than.imqe‘giﬁz ?1 ( )2¢.whare.m is the slope of the reyrs.slon line y on =,
o x; s
vr
' 1 2
‘< )/

ﬁ‘
. 1t fbllows that r = ?;‘:"";375' ® ain tan - Mg
m

" Ynis formula rests on three aseumpttonga first, that for such a
‘diéision of a normal surface the mean of each colum would lie oﬂ the re=
'gression 1ine; seoond, that the standarﬁ deviation of each oolumn would

a)/

1n the y direction, the diatribution wnuld be normal.

equal oy(l 3 end third that, oonaidered as & one-way diatribution

In order to estimate the polychorio r by neans of the simplified

method given by Cemp it will be nesessary to subdivide the fréquency




ﬁ_gb.l'e in the following mgn;xqr._ . LetA.B be any of 'the .hor;gonta_l divisions
of the tablo which cute all the frequency columna, In the £irst colum
1et’a1' denot‘e?- the toﬁe;l ﬁ‘equency above AB, by, the tot‘al freqizenc'y' below;
"in the aeoond coluum use similarly ag and by, etc. , 88 mdicated in the,

5

fol lowing Table;

Table IV
~ 1 2 8
N R N e . m
" 4| ebove 4B «\?1 82 & %l | g
Fraquency b, YR - ‘ -
bolow 48 N i |
- '.TOtaIB L nl.ﬂ i B3 R By |-

ﬂ‘irst one f'inds the meen '51. 52. eto., which are referred to bthe meen
absciaaa of the whole table as ‘the crigin, and the units of’ neasurement

are 0'3. Now oonsidering e&ch of the Eso].umns individually, let 61, 2.

eto., be the atandard daviations of the oolumne. These etgadarcl davia-
tione are all approxmataly equal to ay(l 2)1/2, a f'ortunat; oircume
stance whioh 19 essential to the saccess of this’ method. Let 71' yz,\ etc.,
be the dis’ce.noee of the moans of‘ the geveral’ oclumns below the line AB 1n
terms oi’ 0'1, 6'2, otoy, ae units. "Xf the .column-s are normal diatributiona,
these distances can be found from the equationsl ‘ ‘ | ‘ o |
1¢(x) dx L bl/ﬂlg ) /Yz ¢(x) dx © ba/ng, ato. o b
®ne may thua obtaa.n, relative to a hcrizom;al B.zie AB end & vertical axis

through the general mean point cf the whoIe table, the following coordinates

t

~




\

of the mean points of f:he séveral columns in and o’y units:
[Xl yl(l » )1/2] [;. yg(l - r)l/g} éto. '

Now 1f there is & normal surface sat:.sfying\ the conditions laid down |
at the ouvset: » 1ts regression line y on x. paeses throu.,h these mean point:ﬂ

oY
~S.vfcs'.slope 1o r in the o £ % and oy unit's and (A« rz)x/a

Mthadxand;,

ai units, If these mean pointﬂsl éo not J.ie approxima,tely on 2 line, t‘he‘ré '
i3 no normal surmce‘w}xich approximately fits the data end go the method
eannot be useds- - | |
'i‘o £ind the slope of the Iino, least squares might ‘be used. I
g’mphical methods are desi.,o;d ,it: might be nece_ssary to a.ocord‘ greater
»weight to points representetive of nreater column frequencies. Also

' colmnns in whioh a or b is vory small should be. given very little weightq

8ince the slope m.& - vy
AT Ut

wo can golve for r e (‘ - ,mz)l, 75 s 8in tanél- ny
B (

?e;a_.réon has ail»s.q 6ontf$buted simplified méthog'é wheieby /we may obe
tain en ¢ vhich is an approximtion to the true 'oéﬁx;elati)c:n'. The corre~
_ lation from marginal oentroids, and the mean contingenoy method wnl be
the two methods of Pearaon's that we wnl c‘lisouaag v -

In disoussing the correlation from marginal oentroidsl. it will f'ix'at

-be neoeaaary to normauz.e 'bhe aeries. That is, wa assig,n to seversal groups

¢

_1Rarl Poarson, Biometrika XIV, PP. 128-129:
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- of an ordered seriee their proper spacing 80 that the whole will £it the
; Ano,rmal curve. ‘!his means af course, that some grcoups wﬂl be equeeaad into
aﬁpner 1ntarvals'=. othe:s spread oyer longer onesy ’Autp_:natiyoany now, ,*_l:hg
mo;zxns- ars st the crigin, and the standard deviatioa are the ’u‘nit's‘, |
- The means of. the oaﬁégories ng, andf‘n are determlined oy
A Sl R S % T
. ng./¥ . vn.r/N

respectively. 'i’he numeriocal valué'& of 'ﬁ' and 'E can nb%z be founﬂ».‘ Ga‘x’*é,

sust be taken in every case to give the correct aign to'hy and E,.
| Now u’ there is no corralatien, h ‘and Ir combinad would give the
ooordinates cf the mean point of the n or group, e.nd they give a fair
approximtion to the result if there are numerous categories, th&t is, if
the range,o_f the cat.egpries be sqall. ;T_he ’oo-_rrelation- foum.&om the mare
ginal Oegﬁroids wuld then be J N ' |
po M) gy
It can be shown that this r 15 [y poorer approximation of the tme corre-
lation than the tetraehoric ror tho polycboric r.v The reaeon f’or this E
' is ‘that B' and k do no‘b give ‘the. coordinate. of the mesn of nm,. Ia faot
B‘.‘stﬁ. is mot the contribution of the ng, group to ‘the ‘product moment.
Now 6% w8 consider the mean contingency method &s developed by -

r
)

‘ P-e'argon.-e _".I‘f»n_sr be t,he}r frequgnoy in the cell ,Q-f' the at_h_ colurm and ﬁhe_'

\,.‘<

lFor details see page 18.

{

zPearsoh, "Gn the Theory of cont;ingency ¥ Drager's Con;pany Researoh
Eiemnirs_, Hoe I. A




rth Tow of 8 corrclaticn tadle and n _be the total frequenoy in the sth

solunnly n,y the total froquency 1a the rth rdw. then if two variates are '

1ndependent; the frequenoyﬁtq be ‘expocted in the‘qtherth cell will be
| o Baee By NgeBep . '
: E(;E:.),(“..-.r) 8 el C | )
‘ ‘H i '

?he obsorved excess ovor this, 1»0.. ngy - Fs. L2
: A

) . . ) « - .
“1swférmedu§he c0ntingencx in ﬁhelcell; The total contingency must of
'ceurse he zero, that is, the sum of a11 the oell oontinsenoiea.

To find the ao-ealled mean contingenqg,yz, one sums all the positive

etaass.pontingenciqs end divides by n, obtg;p;qg

Assuming a normal frequeney diatribution it is- poasible to deduce the
aotunl correlation fram\v. prov&deﬂ that the cella are eufficient1y amalla
Generally 2 value below that of the ﬁrue correlation, even if the system

be accurately normal, is fbunds A correotive faotor has niob as yet been

I

theoretically deduced, but experiencé seems to show that to add half the' i
. L

correotion due to elass index corrolation bives good resulte.'ﬁ 
.-' If tbe méan cmntingeney eorrelation 1s denoted by rv, and rﬁc andf\

Tyey

be the ‘olass indcx covrelations fbr X and Vs We should take for- tha‘

‘ true oorrelat10n~

101&83 index correlations dénoted by r
-lation between: yariate and it oless marks: -
olagses the index correlations approach unitys

. N

g§ o in

bl

ive the cCorres=
ase the aumber of
Values -of class index

correlations are tabulated in Biomotrika IX pp. 121 and 218,




s
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CHAPTER 111

ngrmmmném 0F WEIGHTS BY MINDMIZING THE

S‘I‘AI’IDARD ERRCR OF‘ ES .lI‘MA‘I'E

| Lgh us reg,ardrfa e’pnés‘- of odservations. of tﬁb variedbles, sey % and
Vs gﬂaére the independent variable x is classified inti,'groups and. the dow
pen‘daﬁt variable- y is meae—ur‘eda ' ‘We' shall aas‘t‘mzei "»that there exists a :
1inesr relationship betwoen the variables. Our problen 45 to. deﬁénﬁné
- the best method of estimating the dependent variabdle, y, from the. olassi-

fied independent variabla, x. In order to do thig we will det»erminq A

welghts to be assigned to tghev ordered élasses of x's such that the standard :

éi'rof of estimate for the. regression .of'y on x 1s m'i.nm.ized, "Prom chép!’;er‘
- 1 we found thet Sya 2(), - r?"), and hence when the standard error of
estimate 45 minimized the correlation coeffioiem ia mazimiged, an& con-
vorsely, It follows 'oheref’ore that our probleun may also be eons:ldered as _'
‘a derbermina'bion of welghte for the olasses of the x's such that the Qorre-
lation coefficient, as found by Pearson's produek moment fomula, shall
be a maximm | ' ' |

. Since the data which we use ‘is such the.t each class of the x's may
contain severa.l variates s 1t will be convenient to determine 8 value for
¥ from ench olass that can de used t6 correspond to each weight asqig;ned
to the X', ‘For thid y va}.ue we shell use the mean value of the y's withm

sach ciag,s. ’l‘he data which we agsums to be olassiried into mxoolaeses.

can then be repreaented graphioany by n points whose ooordinates are the

(
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wéight, assig,ue‘d to. the clasa and the mesn y value for that olass, We shall
denote the coordinates df £ho ifbh'point- by ‘(ﬁi"f?i)“-"' The folloﬁ&ng-ﬁable

is siven to clarify the zotstlon that will be udeds

- Table V

Prequenoies =
Moan y's y]' T2 e "y'!!i.

Lot *

Be’ora going lnto tho me’chods of | detemining the weig,hes iet us state
and’ prcve t.hree thaorems related to the problem.
| ‘Eheoyem 1s ‘The ohaugi_x;g of' weigl;ts in.proport;ion‘doea not offect the
cq::‘relah‘xoﬁ. oa'ef’-;f‘*if’oienti gor tl;é Staiﬁé.rd error of -ést_imate;;- |
| -CQnéiq!'ér a 8']61"1'95 of observations E;_?ié ‘ﬂzﬁga § e ¥ 4 .813’1; R S
where ‘_bti_ei y*s are numerical and the x's are olaseified into n class'ee
wiitvh the weigm'ei es'aiénéa to the ith olass as indiosted in Table Vs
| Siaee fi oquals the number of varie.tes in tha xth elass, the total mmber

1‘!

.ef variates Helf,
T gt

- Wo-can ﬁfﬁiﬁethe"aaﬁélwion coeﬁfﬂ"ﬁiégt a6
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Now chanving the weights in proportion, i.e. multiplying each by by scme

constant X, the. correlation coofliosient beoomes

% y § £kt % y
et g 1=1 1&15@1 1 13 gs1 & 11a13=1 1 "
] 1/2
{ % fik 6,2 - ( ? filtt) l 1glf'icr

?udtoring“the'¢onstant?k frcm;the nuﬁardﬁ@#‘&ﬁd'&phomdnatéf ﬁé.hagg

f . a g f
i3 t 8 &
(ialfiialjal 1yij 4 i iinlj yid)

‘r'lﬁ /% s
n
. £ - I £ :
| k[m i E ANELS z fi“i) B

La . \
22,8 2y, « 18,3 Ly
149 ‘1.,15 a ¥ i 1iz=lil -

I M El(ft“iw H

L,,lfi 8. fits - ( % fici)z

‘Thefe?ore e rn-'

Theorem II.- The correlation coefficient is independent of ths wa%ght
assigncd when ehe observations are- classifisd into but two olaeeea.'~

Let %y and t be the waights assigned to ﬁhe tvwo olaaaes. How expraas-

ing *as a function cf t1 and tz wo have’

it .*f'z)(tif‘lif‘l’*téfgyg) <-f1 'i*f'z@“lyi’f&'é’

r=

((flf fz)(fitIBOfeta ) - (f1t10fat8) ] (flﬁfe)ﬁ




fz(tg - tl)(Yg s Y1)

re
{'flfz(tz- tl) 7%f10 fz)cf'
1/2
o (fxfz) (ye - n)
(£, * fa)cr L

Since this Mﬂe of r is indegendent of ti wo haye our corolusion that
the eorrél_at‘ioxi coefficient is independent of the weights assigned when
the data is class‘i.five‘d"into’h;c cl‘asses.-f

In our work that follows a proposition taken from the snalysis of -
variance will si.mylii'y our considemtione.

?heorem III-, Within any claea the varia.nce of the points from the
regresaion value. is equal to the sum cf the varianoe of the points from‘
the column mesan nd the varm'ncer of the oolumn mean from the regression
velue. ‘ | | |

Let ue conaider ‘any olass im T&ble V. say the ith olass. If ¥, 18

the reg_ression value for this olass, then we ean write

:iyu"y =y13 Yi"x

then . ‘ '
£ 2 £y -3 12
351 = 3 °-3§1»‘-"sa RZURE TR A
But

) b
(yﬁ yi)(- RARN TS yo)g"g(’?gg = ¥,) = 0
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So

E? | 2

ORI S P S 3 .
: .321()'1". = Vot = jfl(y"";’ - _yi), + ‘f_i.(yi - yo) | (1)

Brom th”e,;’abb?é ﬁhéjore,m we s'ge‘, that since dg(yiﬁ - .;1)2 ie indepene
dent of the regrossion line, to minimize the left hand side of equation
(1), dne n'eeds but to minimize the qnantﬂ:ies ('fi - ¥, )2 for the various
elasees. “This woans that the regreasion nne ean be determined from the
mean points of each oolumn ustead of using all the points within each
oolumn. B (

‘ Now in ecmsidermg the general problem of determining valnes for the.
weights tl. Cos w0 5 0 By bo be(assvigged t_o the n olasses so a8 to mine
_hn&ze the 'st&ndard error of eetimate; we have 'from the preceéding develope
ment. that the problem oan 'be reduced to that of determining the weigh‘as
80 thuﬁ the polnts, (tl.yl), (tg.yz). ¢ v (tn.yn), are collinear.
This can be done by asaig,nlng to any! two olasses arbitrary valuea for
:‘the mights. say ty and tz. Then the poxnta. (tl,yl) e.nd (tz.yz),
de‘bemine a atraighb nne and the value of the remaining woights will
therefora depend upon the eqnatica of this straight line emd the corres-
ponding y valuea, Iﬁ can readi.ly be Justified from enalytical gecmetry
that the value of t,' m Yerms of by and te. to make the point (ti.yi)

fall on the line. is

By ow tayy - ‘139' * 51y ""vtii
| ' Y1 - Yg L

This vulue wul be appropﬁate for the lth class as Iong as the y’s
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for the n classes are in the semo order as the x-olassos,

To verify that rthasé"waigh,tss will minimize the standerd error of
estimat‘e obﬁéined‘ in re-gr‘essic:'n, weo can approach the problgm‘,gffdete:-;
mining the welghts by means oi‘ e.nalysis. 'i‘hat 18, we shan bonsidef‘ the
problem oi‘ detemining the weighte by uaa.ng the methads of the calculus
8o as to maxlmize the eorrelation coef: :mient. Sinee a more or less in-

'ductive apprcaoh wul be uaed, we. shall ﬁrst ooneider the cases. where
the data are elassiﬁe& 1nto three claeax;e and than f‘our olasses befora '
'considering the geneml case whers the m 8 t‘all into n elasees.

Case (1*). With the data olassified into three claseee, 1ec the
.*weights aeaip;ned to eaoh olasa be tl, t' o0 and ts. Expreesing r as e

function of tl. tz. and ta, we have

(f 0f2¢§)(t f‘lylttzfzyzatst’gs) - (f1t10f2320f383)(flylofzyzahfays)

2 .2 "
{(flﬁ‘zof‘a)(flbrtfztzwfsta) (fltlffetZOfsts) ] (flqﬁzﬁfa)c

*ro m‘ﬂmizé‘ ”r.’wa- 'di'ffefréntiace‘vr‘ 'part‘if‘any w‘u‘:n-"resge"ot to “1 A t‘z', and tge
respectively, end setting eaqh of the derivat ives equal to zero, we obo

tain the fonowing three equationsa

(a) 9'”1 (-Y-'l‘ya)tg hd 6;1*?2)‘ + Gaﬁ'z)t *('QYI’YWQth * (yzfy3)t1t3=0
(v) G;a-ys)t -, O.t ® Cig-yl)ts * (}’s.yl)t tz * (yl-ya)ﬁ ¢ ~(§i;2§’2¢’.}“$)g;¢$¢ 0

( w8 s ‘ o | ' L
() FaTplty + GsTy)¥s » 0t o (5ye5, 7 tn 4 (Grevaltata ¢ (Fosvn Jbrasd,
377eiR T Wgty/ve '3 ¢ (T10yp=27g)81ts + (-¥2)tats + (Tosvy)eytgeds
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Since each of the equaticne nre linear in ome of the thres variebles ty,.

ty, and tgz, let us 9civevfor,.sayvt3. from equation.(6)s We obtain

by "'271 - °1Ya v t:ma - t23'3

9 < | ya

Then varirvmg that this eolutian eatiafios equations (a) and (b) we

.have a common solution for the abovo aquations, that is ts in terms of

t and ta - Hence we may arbitrarily assign values to the weights t1 and
ty from wmc:h tg must be determined %o have & maximum value for rs This
value for ta i8 the seme as was obtained by ﬁtting the mean. points to &
‘straight 1ine, | o |

Case (11)‘ Similarly, Yot £, tz, ts. and té. be the waighta assigned

to each class when the data is claseif;ied into four classés, Again ex+

presa mgg reas e ,f‘ut‘vmti’on‘ of thej four wé_li‘ghts wo hav‘?o;j r equal to

(fm‘f 2”*’ g*%q) (“"1"-’ 15'1*‘2f’ 25'2"‘5*’ 373*%1’ 4Y4) (f 1”1’1' 2"2**’3‘53’94*4) (¢ 13'1“’ V2oL & 3’*’4&‘
‘2 8
[(f1¢f'20f3t@ (f1t10 fg’bz&fsts'bf434)" fltIOfaﬁrf3t3*f4t4) I (f1¢fz&f30f4)%

Then dit‘ferez‘;tmting z_?' partially with- res'p_ect to each kgf the four woighte

and aettfiﬂg f,-,h_e‘ d_a:ﬁative:s equal to zero we obte,in four:e'qunt:ionsa
2
(a) Ootl * ta(ayyys-%) ot (Zylwa-ya) * té(ayl-yzdys) * 8,6, (=27, *y *y ) *

81%-3(" 2-8y3¢y4) + 5t (yz*ya-zzré) * et (-2:71*7 ys) * tgté(-i?ypyg*y,&) *

Y BT 20
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(o) ef(52.§3.§‘4) + 0st, ¢t§(‘§1+ : 'évyg) v t4(~yl¢ay2-y3) + *"1‘3("25’1*?73*"4) .
*i*‘s@"ﬁz‘* ¥s) . ‘f'i‘4'@i;?3f'z’§4) * ?3’5:5761*%3??4) ’ "‘ijzta@i*'isi-am) .

(f) tl(-yz*zya-h) * tg(‘ﬁ’?}ﬁa'm) ¥ 0‘35 * t4(-Y1'Ye*3¥5) + %%@3“?2"&3) *
t1t3(~2n* Ya*n) * tl"e(?rzyrm) ¥ ta‘-’:s(h-‘"’Ya*M) * tz’%‘h’*?s* @ 4

""4(3'1’3'2‘33’4) -0 o
Ty

2 2
| (s) t1(~ya-ya°2y4) + tg(-yrys*’n’u) * ts(-y;-yz*%) ¢ 0oty ¢ ‘ﬁz(yz‘ys‘%) .

elts(.r.yanzyé) * tlté(-ayl‘.‘yatys) Q tata(y20y3~2y4) + taté(“l?ay?ya) [
24 (1o Ts) = O
In s-oi-ving ﬁhes‘a four e’é;.uation'sv woe é'hal_l éxp‘ries-é éach of the four equations
as the sum of three equatiocnss Ehgtiis ¥ e‘qﬁatioh‘« (©) may de expressed as:
the sum of the following thyeo equationss |
2 2 2 |
(2) O'tg + (Yg“yq,)tl + (Yg'yl)bg * (Y4"Y1)t1"72 * (*232'31’74“1@4* ("1-y4)b2t4= 0

(3) 0’*33# 67 3"374)@3 * Yz*ys)% + (‘}"4-'}'3)'5263 » (-WWWﬁts% & (ys-ye)tgt@ 0.

) Sinca equation (1) ond equation (b) are the same equation they are satisfiod

by
ty = "zY1 = "132 °1?8 - ¥

Y1 ‘Yz

! :
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Equation (3) and equation (b) are similar equations and must be satige
' i‘led By similar vﬁlues so that ) ‘ | o .I '

tg = B - 1‘13'2 v '°1Y4 * “zYe =
. | yl - yz , : s . . ' '. ‘ -
Equation (3) 1s satisfied by the solutioms from equations (1) and (2),

hencé -eguhtién;.‘:(g) is satisfied by expfesjﬂstng the values for ty and ¢,

in terms of 1;1 and ta
| Sinoe each of t;he eqmations (d) (f), and (s). can be expressed as
the sum- of three equations which are ~slmilax-' to equations (1), (2), end
(3), tho valuss of ts and t4 whieh satisfy equation (©) will also eabisfy
equations (d) i (f), end (g). This 1eada ue to. the sonclusion thet. to
maximize the correlation coef‘ficienﬁ in the case of 4 olasses, one. can
arbit_ra‘ail‘y choose t.l-ax;_d tz and then ghe‘ values for &3 and tg are detore
Now we. aro. ready to dieeuss data whioh is olassit‘ied into 1 olesses,

‘ Expreesing r as o function of the weights assi@ed 4o the n slasses wo

H

'h_avéﬂ' e _
2o e Bft Qf
| 19 11 22 1 131 1 174, 13'1 B
el 172“
zre } £
[ﬁlfhelf t ( 4 1) 1B’ 10”_ -

Upon differentiating r partsiany with respect to each of the n weig,hts
and aetti.ng the derivativee equal to zero, ’ we obtain n equations. Ueing h
suumation-note‘eiom: Q‘@: ith of these n equation,a Y (1.9"5, the equation obe =

tained vhen' giiffei?'eﬁt:ia@ing with respect o ), mey be expressed s
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o “ | 2 . R

(J-)»* : :1, , _[(3'1"-‘7:;)"'3 » (yk*yj)t t, ("ZV;’Vk?YJ)”g"k\ 8 Oe.
where J AL AL | - L

The mt_at_ten.-~ : » 2 .- ‘means that the subscripts jJ and k take on
' . - 39k°1 : ‘ . o '

where § £ k£ 1
all vﬁlu’e’é from 1 ton "excapt thiz ith value but are 'ne_vér equai to ench
other, - The ith -equ;tion ebrras.;ionds fwohe‘ of the oquations (a), (b),
" apd (c), :ln cage (i), and to one oi‘ tho equatione (d), (e), (£), and (g),
in cage (38)s How equations(j) may be expressed as, the sum of mlcg

equat ions of the form

' (k) O.ti (Yi'yk)t * (yr'?;)ﬁ * (Yk"YJ)t t, S (~2Y1fy3-fyk)t.3tk » (YJ‘Yk)Qibk"o

where .1 £k ;! i, and 3 ond & ta.ke on valuee from 1 to n yielaing (ml)cz
diff‘erent equationa. These equaticna oerreapond to equaticma (1), (2),
and’ (3), in case (i1), 'Mhemore;. it can readily bé se€n thet theeg
equationa are simﬂar to equatione (1) » (2), and {3) ’ and therefere ﬁ
eimuax' to equationa (a); (b), and (o), alao. Sines n-a of these equations
‘and one other ¢,

ocntai.-n the variables tl 2 b we. .con use these equationa

2’ i
to aolve for n«2 of the t's in terms of tl and ba. The salutiona cbtained
-'f‘or #=2 of the t's are: similar to 'Bhe eolutiona frem. oase (1) and (11)
which wculd be expeoted sime the equatione, as previously statzed, are
simnar. The eolutions obtained fx'om the n-2 equatione of the t-ype (k)
will aatiaf*y the remainlng eqnationa of that: get. How. the solubions
satisfying the ith equutions inn variables will aatisfy the remaining
.equations in n variables since the parts they split up mto nave the eame ; '

solu‘bion. The eolution far ”i nay be written as
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“'2?1" th * “‘171 - ‘”-23’1

N - Y:a
which oheoks with the result obt{as,ned from the geometric method’ previously
disousseds \ | b
?fe- have obtaimed, therefore, by n{eaxis».oi‘ goometry as well as by h'ea.na
of analysis an as Pigmnent for weigbts which depend upén any bwo of the
- woights wh.uch are given arbitmry values, and the certesponding y values.
‘These wexght.e will render a mm:imum value foz' the correlation coefficient

thus minimiaing tho standard error of estimate.




CHAPTER 1V
A NUMERICAL EXAMPLE

Ws ehan now regard a numorioal 111ustratiou employing the method of

aeaigment of weights that has bsen dlscueped i.n Chapter III. Uai.ng t'.hese
waights, the regression line, the 5te.ndard error, and the correlation co.
_‘ ef;ioient win be oamputed. This mmerical exampla for oomparison v:ill
v~also include the computation of ‘t‘ﬁe regx'ession line. sbanda.rd error. and
the oorrelation ooefﬂciemt from an eea.t@ment of evenly spaced weiohtsl
{vtOgether with weightﬁ —darived from marg;ixml eentroide,

The da’m uaed in the. following illustration 1s the mathematieal
.p]aoement test scoree and tho; first term mthematica grades compiled from
807 fre‘shﬁxén etudonts entering the Un?.}xrers'ity:di" Oregon in the Ml of
1939, | The z:{a‘o‘o-re «‘e’ceived in the‘l‘-math'? placement test will be demoted by y,
the mesxsura‘—le sories, umile the grade reoeived in the respeotive math ¢ -
courges taken will be conaidered ag t‘he erdered goeries x, There areﬂ
. twenby olaasea for x ai.nc.e thsro wore four different froshman ceursea .
olaaaiﬁgd as I, II, III,-an& I_V..s and wvithin each course are five clags-~

ifications -q,coording‘to gra.des‘"reeeived,a 'The'order of the classes is such

16ar1 F, Kossaok, "Hathematics Placement at the Hniversity of Oregon,
American Mathematmal Mont;\}z XLIX, No. 4 (Apru 1542), ,

2See pages 27 and 28,

scouraes classified as x, 11, III, and xv, denote Introduction to
Algebra, Internediate Algebra. College Algebra, and Introduction to Analysis,
respectivelyo
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thgt the Pfirst olass in the X serles eonsiqﬁa of studends that roceived
F(faiiura) in Course 1, the second olass, those who Feceived D in Course
I, eté,, and the twentieth class WOuid therefore consist of students
theat received an A in Course IV, The raw data 16 given in the appendix
in Table viItL, | | "

' We shall arbitrarny let the weighte ‘range from 0 ¢o 100, remembering |
that 1n Theoren I 4t was established that the correlation coefficient 1s
not ‘effeot,ed when the weights are ehangked‘_in prcpcrbson«. In order to
dereenéin‘e the minimising we’ighté. 1t'w11'15‘4:b.e" necessary to arbitrarily
assign values to any two of the weight_s;_ ‘It is convenient %o let ty
equ‘all Y ‘and t;ao .equal“ 100, The remai'r;in;g weights are then determined
from the formila derived in chap‘%.er - |
_ t‘zolfs, - 21750 * t17y - ”zoyi |

V1 - 20

8 =

These data are somewhat irregular in that the means of the y Series
4a-r,e not :l«ti _éxaetl.y the @ame order as the.x-blfak's:e_s@ Tﬁere are three mean
y i}alues that aré ocut of order and co‘hsequently the values for the e‘éi"res-:-
ponding weighte wili not be in the desired order. A second sot of weights
are determined by making an arbitrary adjustment o the above waights such
that the weights will be in order, - Still another set of weights are dsters
minedv-by 5hoo§ing a got of woights that are evenly spaceds These are o
, pbtaiﬁed. by dividing the range frc_om 0 to' 100 8o that with the.ﬁrsts woight
_eqnal”;q zoro the value of the remaining 19 wei‘ghta" will differ from each
eucée’éﬁiv_e weight by '100/'1,9 units, Finally a set of weights referred to

as norniﬁliaé& céntroid woights are determin?d in the same manmer as in the
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technique discussed in Chapter 11 that involved .m,a.rginél_ centroids, The
.centroid values thus found ere multiplied by.‘the_ proper constants so .
.that .the value of ths centroids range f-r&;n 0 to 100, A table of the

- four éa;éiment‘s of woights is given 'below;

Table VI

Wintoieing  Adjusted  Even Spaced . Centrold
_Weights ] A Wei_g_hﬁg - M_Weight.s‘_’ . _Weight_a

o . 0 0 ~ 4594
2 269 288 5,268 14,607
s 5438 5,88 10.628 28,635
" 13,08 | 18,08 17.788 29,408
e we | mos s

I

‘21,68 2MiBAL - 26,816 36,673,
30040 38,49 31,670 . 88,677
s, . 39,7M 36,842 48,679

o @ N

48,31 48,81 - 92,108 51,468
10 61,64 ‘:!U 51;54 48,368 66,019 .
W ese  wes 828l 66,015
lxé | 62,82 A éa,eé '   , . 4187.ea¢ | 68,916
13 7288 e300 63,187 el1sz
14 6895 6395 | 68.420 63,862
18 801 80,61 78.689 654807
26 6.0 ele0 78,046 67,670
17 e ese  sa210 70,217
18 8400 84,00 89,478 75,492
18 89.35 89,36 94,736 84,721

20 100,00 . 100,00 1006000 100,000
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’ f'ﬂze regression line, the atand'ard érrof, and the cerrdlation .co~-
«ernoient, are swmarigsed in the f’oncwing table according Yo the wolghts

used. [

oo T enle v

~Wogrossion — Gtemderd Correiation
Line o Error, ) Coeffioient

1

"y @ .65; * T 0 9.70’ BRI Y- S

[Eininizing
Welghts
djusted

Wodghts
[Even Spaced
Wolghts -

exllgh:s L ‘y a .8631 + 55568 § 10.56 o .§§9: 3

Y = JGesm + 751067.3" 097 w79

.,y @lgssﬁg‘i 74907 5. iééﬁI”" o §8§6 ;

It should be noted from the above ta‘ble that the minlmizing weighte
are auch that ¢ven when adjusted to keep them in natural order they yield
a reg:essi_on with a s’igniﬁcantly smaller at;anﬂard error then 1n either

of the other cases.




 CHAPPER V'

SOME UNANSWERED PROBLEMS .

1n the development of the weighte above we have assumed that the
"best" weigms are those whioh minimise the sta.ndnrd error of estimate.
However, this def‘inition of "host® might very well he questicned, In re=
. r_gsaiog pr,obli‘ems one -ua.ually thinks of t;'.pe.di'ataja_s being a~,s_a.mp1e of some
popungeion and. the préaiaﬁihgjeguation bne cbtaine from the date is used
on new ﬁriates w‘hich ﬁ'af&n&f: 'p;’ésent 1‘:‘1 tixé--oiigml' pro'bxam‘; This proe
cedurs. gives rise to the question. "mn ‘the standa.rd erro¥ of estimate,
or the ‘errors made in future estimationa, be also minimized it the weighte
det_eru;ipe@ by minimizing the ssandard erxf'o‘r,'for the known sample popula-
tion jis ugedt? Perhaps ’on,e. Bho'ultl" apéroaoh'thej whole problem ﬁ_'om tfhe ’
Poi_'nt‘l of view of 'bivari-ate‘Jdietribuﬁ{;oh funbtion rather then from the
finite sample approach used in this paper. 1t appears éhnt sueh an ine
vast{lg.attqn will be needed to answeor: the above question,

‘I}n Chapter I Bevera]. éiaﬁofé‘te taoﬁuique_s of .0§mputmg r as an
estimé.tion of theé borreiation, eoefricient frmn a non-quantita,tive bl |
variayé‘ sample Were discussed, Bowever hv:t_hq developmeni: of a Sys:tem
of wéi‘ghts to be used in j':}'(ag-x.'’e,‘xssiam vory little use was made of the ine
formation comtained in this chapter, In faap_;an that was done was o |
make a comparison between the minimizing weights developed in Chapter II1
and the weights '-.t:natv héve been used in the :pas;t,,_ I¢ seams that ‘a more |

thorough study of the ocomnoction between "thfesd two prohlemé. oould be made,
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How does the T feend from using the minimizing weights ocompare with those
dovelopod ‘in ‘estimating the correlation eoefficlent? Can the methods of
'euc_eeeeive approximations developed in Chapter II for edjusting ? 80 as
to maﬁe 'it a cloger eetiﬁate of ﬁhe correlation coefficient be applied

in adjuating the weights for regression?

The problen eeneidered in this peper oould readny be enlerged, We

have considered cnly the detemination of weights for the independent
, varieble, whioh we ess\;me te be. ordered but uumeesured. Using these
weights we mey obta.tn by regreseion the beet estimete, in the sense of
'mini.mizing the standard OTFOr for the dependent variable y whioh is
measurabl.e. A new problem erieee if one considere the dependent veriableb
as the non—meaeureble sories whne the 1ndependent veriable &s %he measured
eeries. Here the problem 15 not es strelglrb-forward as the one considered
in thie paper, t‘or one can make r equel to one. by simply ﬁiving the seme
weight te every olaee of the depandems variable, This, of oourse, doee
not help in the regression problem, es there would be no way of discr&m-
_1nating becween the oleeses. Whets 5.9 apparently needed is a eet of un=
eque’I weights, but how to vary theee weights 8o as to obtein the beat
regreeeion could not be determined by the teohnique ueed in thie paper.
One oeuld :E'ur‘bher oensider the problem ef having both varieblee un=
meaeured and then the nex‘b etep would be to eonsider more than two vare
1ablee. Thus we 8eeo that., thi_.s. paper merely soratches the eurfe.ce-of e
wh'ol-e’__serie‘s of kpr'eb'l_ems eﬁaseeia{;ed?with nox"‘x'me‘eeured variables in ree

greseien;;




© CONCLUSTON

‘In this "p'aper weo 'have gshowm that if one -defines the best weivghts to

e

be aeaigned t lasees of‘ a nen-measured dependent qariable as thoae which

make t;he stnndard érror of‘ eatinmte a minimum, then these welights are. de»
pendent upon arbitrary weights assigned to twa of the elaeses. The weight
for the ith oleee 13 detemined to bé | ' |
%m - txya * t:m - t}m

Y1 - Yg

% 3 0

where tl and tz are the arbitmry weibhts, and yi 4s the mean of ‘the y's
of the variates of the ith olaes. We have‘ shown by" means of an example

that the weu;h‘cs 80 determined are different -£han thoee deteminea by

methoda that } "'“";["A‘been naed in the paa‘b. 1In fact the differencesbetween
these- eets-‘e weighte gives riee to. phe questioh of Whether there is come
better way to defino "best“ for detarmining the woights 12: this preblam,
and finally, how the. methods nsed Ln\ this papar might be used to approach |

the many additional probxeme aeaeoiated with ueing non—measured variablee

in regression. '
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