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The electrical properties of conducting polymer-based devices are investigated in

order to better understand charge transport through conducting polymers and charge

transfer at conducting polymer interfaces with metals and inorganic semiconductors.

Experiments on two specific systems are reported: (l) an anionically functionalized

conducting polymer between metal electrodes and (2) nanostructured doped conducting

polymer-semiconductor interfaces.

Temperature dependent impedance measurements are reported on an anionically

functionalized polyacetylene sandwiched between two gold electrodes (AulPAIAu).

These measurements provide key quantities regarding the ionic carriers in this system,

such as the characteristic frequency for electrode polarization, ionic DC conductivity,

activation energy, effective ion concentration, and hopping frequency. Impedance

measurements are also reported on samples where excess electronic carriers had been

introduced with a DC bias and at temperatures sufficiently low so as to freeze out the
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ionic carriers. In addition to providing information about the dielectric relaxation of

electronic carriers such as the characteristic frequency for electrode polarization and

activation energy, these low-temperature impedance measurements also support the ionic

dielectric relaxation assignments.

Temperature-dependent potential step experiments, in combination with the

dielectric measurements probing ionic carriers, demonstrate the direct connection

between the redistribution of ions and an enhancement in carrier injection in the

AulPAIAu system. Further potential step experiments followed by relaxation through

either a short- or open-circuit configuration demonstrate that the electric field distribution

is closely related to the amount of injected electronic carriers. The electric field

distribution changes from being mostly determined by ionic carriers to being jointly

determined by both ionic and injected electronic carriers when the density of injected

electronic carriers is higher than that of the effective ionic carriers.

To investigate charge depletion and transport at length scales less than the

depletion width of a semiconductor interface, nanoscale metal-InP contacts with low

barrier height were embedded within conducting polymer-InP contacts with high barrier

height. Electrical measurements on these hybrid interfaces indicate that charge transport

across the nanoscale metal contacts is affected by the neighboring high barrier region

when the size of the metal contacts is less than the depletion width of the conducting

polymer-InP background.
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1
CHAPTER I

INTRODUCTION

1.1 Overview

Mixed ionic-electronic conductors (MIECs) are fundamentally intriguing because the

interactions between ionic and electronic charge carriers offer both rich physics and often

unique device potential. The many charged species participating in conduction gives rise

to complexity on the one hand, and the potential for better manipulation of the electrical

propelties and broader applications than traditional single-carrier-type devices on the

other. For example, electronic charge transpOlt in MIECs can in principle be tuned by

manipulating ionic charges, as long as the influence of the ionic carriers on electronic

carrier injection can be fully understood. Considering that MIECs are very complex and

that so far most of the work on MIECs has focused only on either electronic or ionic

transport, it is not surprising that the operational mechanism of electronic devices

containing MIECs is still largely controversial. The goals for this work are to investigate

systemically ionic and electronic transport and their influence on one and other in a

model MIEC. Through investigating the fundamental properties of MIECs, a foundation

can be laid for understanding the interactions of ionic and electronic carriers, which in

turn offers the promise of controlling charge injection by ionic functionality.

The remainder of this chapter begins with a walkthrough of the studies that have been

done on MIECs. An overview of physics of charge transport in semiconductor devices

follows in order to build a theoretical framework. Finally, the strategy employed to

achieve the goals outlined above is presented.
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1.2 Historical background

Studies on MIECs initially focused on inorganic materials such as ionic

crystals[1,2,3,4], ceramics[5,6,7,8] and glasses[9, 10]. Such studies were driven by

applications for catalytic electrodes in solid-state ionic devices[ll], solid oxide fuel

cells[12,13], batteries[14,15], and chemical sensors[16], to name a few. Although the

broad range of materials studied to date differ greatly in terms of physical structure, they

share in common the ability to transport both electronic and ionic carriers in the solid

state. The device applications of MIECs often utilize the migration (as in solid electrolyte

in batteries) or redistribution (as in polymer light-emitting electrochemical cells) of these

ionic carriers. Pioneering work concerning the fundamental relationship between the

current and the voltage was derived by Wanger[17,18] as early as 1933. In the early

1970s, Choudhury and Patterson[19,20,21] extended Wanger's theory to include both the

charge and the field distribution in the materials. In these inorganic materials, it is

generally believed that it is the defects in the material that playa central role in ionic

conduction[22]. Ions move from one site to another in the form of diffusion (under no

electrical field) or drift (under the influence of an electrical field) and contribute to the

current. Even though these works offered some insight into the interplay of electronic and

ionic carriers, their main focus was ionic conductivity.

In the last 10 years, polymeric MIECs[23,24,25] have received much attention due to

promising applications in various semiconductor devices. Among them, a new type of

organic light emitting device, namely the polymer light-emitting electrochemical cell

(PLEC). The PLEC provides attractive properties such as high efficiency, low threshold
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voltage and insensitivity to contact electrodes when compared with the polymer lighting

emitting diode (PLED).[26,27,28].

While previous work has provided important insight into the understanding of some

MIECs,(reference?) basic questions, such as the role of ionic carriers in electronic carrier

transport, remain unanswered. This lack of understanding stems from the complexity of

MIECs on one hand, and the shortage of systematic electrical characterization on the

other. The goal for this dissertation is to systematically investigate the electrical

properties of a polacetylene-based MIEC using various techniques such as impedance

spectroscopy, potential step experiments, electrical relaxation in short- or open-circuit

configuration, and fast current-voltage scans. The platform selected for these studies is a

polymer electrochemical system consisting of an ionically functionalized conducting

polymer sandwiched between two gold electrodes (see Figure 71). The reasons behind

this selection are manifold. First, conducting polymers uniquely combine chemical,

electrical and mechanical properties. This offers convenience in manipulating electrical

properties by chemical doping. Second, the availability of conducting polymers predicts

widespread application in various electronic devices, as was mentioned earlier. The

specific polymer to be studied is a polyacetylene with ionic functionality. In addition to

being an ideal platform to investigate the operational mechanism of MIECs, ionically

functionalized polyacetylenes have been used to develop an approach to stable interfaces

between dissimilarly doped regions. Such interfaces provide a means of realizing regions

of charge depletion analogous to that at traditional inorganic semiconductor interfaces

[29,30,31]. Another favorable property of ionically functionalized
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polyacetylenes is that they are a single component system, in contrast to the polymer

blends often used in studies of MIECs and where phase separation is a potential problem.

Figure 1.1 Device architecture of anionically functionalized polyacetylene sandwiched
between two Au electrodes

To understand the electrical characteristics of MIECs consisting of an ionically

functionalized polyacetylene sandwiched between two metal electrodes, it is necessary to

introduce charge transport processes in semiconductors. For the thin-film semiconductor

device to be studied herein (see Figure 1.1), charge transport can be roughly divided into

two processes in series: charge transport across the metal-semiconductor interfaces

(injection) and charge transport within the semiconductor. Both of these processes are

discussed in detail below.

1.3 Charge conduction in semiconductor devices

The motion of charge carriers in semiconductors is driven either by electric field

(drift) or a carrier concentration gradient (diffusion).

Under the influence of an electric field, the current density at a steady state is:



I =qnflE (eq. 1.1)

5

where In is the current density, q is the unit of charge, n is the carrier concentration, f.1

is the mobility of carriers, and E is the electric field.

The diffusion of charge carriers due to spatial variation of the carrier concentration

can be described as follows:

dn
I =qD­

dx
(eq. 1.2)

where I is the diffusion current density, q is the elemental charge, D is the diffusion

constant, and n is the carrier concentration.

It is worthwhile to point out that even though governed by the same rules as shown in

eq. 1.1 and eq. 1.2, the nature of charge motion in crystalline and disordered

semiconductors is very different. In disordered semiconductors, charge carriers are

mostly localized and move from one site to another by hopping.

1.4 Charge injection at metal-semiconductor interfaces (M-SC)

When describing charge injection at M-SC interfaces, the normal starting point is to

define the energy difference between the respective Fermi energies of the isolated

materials. The Schottky barrier height (<Pb) is a measure of the mismatch of the energy

levels for majority carriers across the M - S interface. The first order theory of a Schottky

barrier is the Schottky-Mott theory, which can be described as follows[32,33]:

(eq. 1.3)
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Where f[Jb is the Schottky barrier height, f[JM is the work function of the metal, and XS is

the electron affinity of the semiconductor.

Due to the difference in their Fermi levels, charge redistribution occurs when two

bulk materials come into contact, bringing them into equilibrium. In the case of an n-type

semiconductor coming into contact with a metal surface, electrons move from the

semiconductor to the metal until the Fermi levels are equal. The fixed uncompensated

ions in the semiconductor then form a space charge region p , which leads to both an

electric field £ and a built-in potential'll. A detailed description of barrier formation can

be found in Chapter VII section 7.2, where diagrams are provided.

If it is assumed that a Schottky barrier is established in a metal - conducting polymer

interface (M - CP) as described above, charge transport across the interface can happen in

several ways[34]. The major mechanisms are summarized below:

(1) Thermionic emission of electronic carriers over the top of the potential barrier, ¢b

(2) quantum-mechanical tunneling through ¢b

(3) recombination in the interfacial region

Only the first two mechanisms will be addressed in detail here because the

recombination process is only important in limited cases at low temperature and low

forward-bias voltages.

A general way to describe the current density (J)-voltage (V) behavior across an

interface is the free-electron model.

J = e fVxK(p)N(p)f[E(p)]dp (eq. 1.4)
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Where f((p) is the probability that an electron with a particular energy will cross the

interface, N(p) is the carrier density at a certain energy, andj(E(p)) is the fraction of

occupied states described by the Fermi-Dirac distribution.

1
j(E-u)= E

-u
Exp(--) +1

kT

where II is chemical potential.

(eq. 1.5)

In Bethels original thermionic emission mechanism, it is assumed assumes that all of

the electrons with sufficient energy to exceed the interfacial potential barrier ¢b will

contribute to the current. In addition, Bethe assumed that the electrons move ballistically

and that the metal acts as almost a perfect sink for charges leaving a semiconductor and

entering the metal[34]. The effects of scattering and diffusion were later considered by

Schottky and generalized by Crowell and Sze[35,36]. By choosing the integration

interval to be from ¢b to infinity, the J- V relationship based on the thermonic emission

theory is:

J = J 0 exp(qVn / kT) {I - exp(-qV / KT) }

J 0 =A*T2exp[-q¢b /kT]

A* =m*qk 2 /8J[ 21i3

n = [1- ca¢b /aV)r1

(eq. 1.6)

where J is the current density, Jo is the exchange current density, q is the elemental

charge, V is the applied voltage, n is the empirical quality factor incorporated to

accommodate deviations from Thermonic emission in practise, K is the Boltzman
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constant, T is the temperature, A * is the Richardson constant, m * is the effective mass, m

is the mass of electron, 11 is the Planck constant and f/Jb is the barrier height.

Under certain circumstances (for example with degenerate semiconductors or in the

presence of a high electric field at the interface), it is more likely for electrons with

energies below the top of barrier to penetrate the barrier by quantum-mechanical

tunneling. The tunneling probability can be estimated with the Wentzel-Kramers-

Brillouin (WKB) approximation[34]. Fowler and Nordheim considered the triangular

barrier profile, and in this case, the tunneling current is[37] :

(eq. 1.7)

(eq. 1.8)

where J is the current density, f/Jb is the barrier height and depends on applied voltage, q is

the unit of charge, h is the Planck constant and E is the electric field.

A basic step from the free electron model to materials with a crystal structure is to

replace the mass of the electron with an effective mass, a term that accommodates the

overall influence of the crystal structure on the motion of electrons.

1.5 Charge Transport in inorganic MIEC

The discussion above focused on a system with only electronic carriers. Driven by

fundamentals and promising applications, attention has also been paid to mixed ionic-

electronic conductors (MIECs) in which both ionic and electronic carriers contribute to
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electric conduction. Early work on MIECs focused on inorganic materials. Theoretical

treatment of charge transport in mixed ionic-electronic systems was reported by

Wanger,[17,18], Choudhury and Patterson[19,20,21], Reiss[38,39], and Nafe[40]. Most

experimental studies on inorganic mixed conductors focused on ionic conductivity due to

the fact that most applications utilize ionic conduction almost exclusively [41,42,43,44].

The applications of specific materials are closely-related to the type of ions they conduct.

For example, oxygen ion conductors are primarily used in chemical sensors and solid

oxygen fuel cells[45,46]; lithium ion conductors are mostly used in batteries[47,48];

while proton conductors are widely used in fuel cells[49,50].

A primary quantity of interest for mixed conductors is ionic conductivity, due to the

fact that it is most-closely related to device applications. It is generally believed that ionic

conductivity results from either intrinsic or extrinsic defects formed in various ways. The

classic microscopic models were developed by Frenkel and Schottky and described ions

moving among vacant or interstitial lattice sites leading to long-range ionic charge

conduction in a rigid structure[51,52]. At equilibrium, ions occupy the energy minimum

that is defined by the physical properties of the material. Under the influence of thermal

energy, there is a certain probability for ions to move from one minimum energy site to

another, which is often called hopping. The probability is determined by the energy

barrier, the distance between the two sites, and the temperature. In the vacancy

mechanism, the vacancy hops from one lattice site to another accompanied by ion

hopping in the opposite direction. In the interstitial model, ions move through the

interstitial sites. The interstitial model describes the situation when an ion moves from a
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lattice site to an interstitial site, with an interstitial ion filling the remaining vacancy.

Despite the mechanistic differences in the above models, ion conductivity can generally

be described by an Arrhenius-type equation[53]:

(J"
(J" =_0 exp(-E

A
/ kT)

T
(eq. 1.9)

where (J is the ionic conductivity, T is the temperature, EA is the activation energy for

defect motion and migration, and k is the Boltzmann constant.

Overall, the ionic conductivity of inorganic materials varies from as little as 10-11 to

10 Siemens/cm for fast ion conductors.

The materials under investigation herein belong to the class of organic

semiconductors. Before we move on to describing polymeric MIECs, some attention

needs to be paid first to conducting polymers. Features of conducting polymers, such as

their structure, chemical doping and ionic functionality, are important in order to

understand the electrical characteristics of polymeric MIECs.

1.6 Conducting polymers

The key component in a polymeric MIEC is the conducting polymer. Figure.I.2 listed

some common conducting polymers.
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Figure 1.2 Common conducting polymers

The electronic conductivity of a conducting polymer can vary from that of an

insulator to a metal through the process of doping, either chemically or electrochemically.

In electrochemical doping, electrodes supply the redox charge to the conducting polymer,

while ions diffuse in or out of the polymer structure from a nearby electrolyte to

compensate the electronic charge. Compared to chemical doping, the electrochemical

doping process offers better control because the doping level is precisely defined by the

voltage between the conducting polymer and counter electrode.
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Figure 1.3 Doping of polyacetylene (a) Trans-Polyacetylene (b) Cis-Polyacetylene (c) n­
doping (d) p-doping of polyacetylene In (c), the electron ( black dot) introduced
chemically or electrochemically is compensated by cation, which constitutes n-doping.
While in (d), excess hole is compensated by anion for charge neutrality. It is therefore p­
doping. In both cases the ions are mobile and can move under the influence of an electric
field or an concentration gradient.

Polyacetylene was the first conducting polymer to successfully doped and has been

studied extensively ever since. It is used here to show the doping process. Polyacetylene

has two isomers: trans form and cis form, as showed in figure 1.3. Also, polyacetylene

can be either n-doped or p-doped, as we can see in part (c) and (d) in figure 1.3

respectively.

A major difference between the doping of inorganic semiconductors and conducting

polymers is that in the former the dopant atoms are immobilized by the crystal structure.

In contrast, the dopant atoms can move throughout the material in an energy-activated

processes in conducting polymers. This causes a potential problem in the fabrication of
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homojunctions between dissimilarly doped polymeric materials. The mobility of dopant

atoms in conducting polymers makes it impossible to form a stable space charge region.

One way to solve this problem and to obtain the analogous charge depletion that exists in

inorganic semiconductor devices is to have ions covalently bound to the polymer

backbone. This way a self-doping process can occur, with ionic functional groups acting

as counter ions for electronic carriers, as shown in figure.IA. Conducting polymers

which utilize this self-doping process do not contain any mobile counter-ions. Self­

doping is a unique property of ionically functionally polymers and is very critical in

achieving stable organic semiconductor homojunctions. Reference?

The doping of ionically functionalized conducting polymers can also happen during

electrical characterization. The structure used to measure the ionic and electronic

properties of most polymeric devices consists of sandwiching one or more layers of the

active polymer material between two electrodes. As was discussed previously, the

electronic charge can be injected from the electrode into the conducting polymer. In the

case of ionically functionalized polymers in a two electode geometry, this charge

injection can result in a self-doping process analogous to that described previously, with

the mobile counter ions redistributed within the polymer to compensate the injected

electronic carriers. The mobile ions in the polymer make the doping possible without the

need for a separate electrolyte. This scenario will be discussed in detail in chapter VI,

which focuses on electrical measurements of an ionically functionalized polyacetylene

sandwiched between two electrodes.
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Figure.l.4 Two examples of internally compensated conducting polymers and the self­
doping. Top two graphs show the units of anionically functionalized (PA,left) and
cationically functionalized (Pc,right) polyacetylene respectively. The bottom two graphs
illustrated the n-doping (left) and p-doping (right) of the cationically functionalized
polyacetylene respectively. The n-doping of Pc is self-doping because excess electron(.)
is compensated by the cation on the backbone and there is no need to introduce cation
externally. The mobile counter ion is not present in the polymer if the doping density
matches the ion concentration. In contrast, in the p-doping ofthe Pc, (bottom right graph),
the incorporation of anion from external source is necessary to compensate the hole
(+).At the same time, the p-doing in PAis self-doping.

1.7 Polymer light-emitting diodes

One example of a conducting polymer device that has been studied extensively is the

polymer light-emitting diode (PLED). Electrical conduction in PLEDs is mostly

electronic. As a result, the PLED is a good reference point to understand the role of ionic

carriers by comparing the electrical properties of PLECs with those of PLEDs.

As in inorganic semiconductor devices, electronic carriers transport across the

electrode-semiconductor interface in PLEDs through thermionic emission or tunneling.

Electronic charge migration or diffusion across the bulk constitutes another process in
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series with charge injection. The overall conductivity in a PLED is jointly determined by

both processes, with the much slower one dominating the performance [56,57]. In the

case of a PLED with high barriers, slow charge injection generates high resistance at the

interfaces. Therefore, interfacial processes represent the conductivity of the PLED.

However in case of diodes with good operational characteristic, such as a low turn-on

threshold and high efficiency, the charge conduction across the bulk is the limiting factor

for current flow because of a space charge region built up in the polymer. The charge

transport can be described with the space-charge-limited current (SCLC) model.

The SCLC model was developed by A.Rose and Lampert to explain the current in

insulating materials[58]. The perfect trap-free insulator and the injection of only one type

of electronic carrier is a simplified case, but it still lends a great deal of insight into the

underlying physics of charge injection into near intrinsic semiconductors.

The simplified theory starts with a set of equations as follows:

J =ej.lnE

EdE
--=n(x)-no
edx

() N
Vex) - Ec(x)

n x = c exp
kT

(eq. 1.10)

(eq. 1.11)

(eq. 1.12)

Where J is the drift current, e is the unit of charge, J1 is the mobility, E is the electric field,

E is the dielectric constant, n(x) is the carrier concentration, Nc is the effective density

of states in the conduction band, Vex) is the electrostatic potential, Ec is the energy at the

edge of conduction band, k is the Boltzman constant, and T is the temperature.
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In the above equations, the contribution of diffusion to the steady-state current is

ignored. In addition, it is assumed that the electrode kinetics is fast enough so that the

electrode is effectively infinite reservoir of carriers. The boundary condition is then:

E(x=O)=O

An analytical solution with these assumptions and boundary condition is:

9 y2
J =(-)cp(-)

8 L3

where Yis the applied voltage and L is the thickness of the sample.

Therefore, the SCLC predicts square-law current-voltage characteristic.

1.8 Polymeric MIEC

(eq. 1.13)

Ionic conductivity in a polymer MIECs is an energy activated process, and so

experimental data can be fitted with either the Arrhenius form, or the Vogel-Thanmann-

Furcher(VTF) form[59,60]. The mechanism of ion conduction in polymer MIECs in

which the conductivity follows the VTF form is related to the polymer chain viscosity

which decreases rapidly above the glass transition temperature. The ion is transported by

the motion of polymer segments according to the free volume model [61,62]. When

temperature increases, the polymer expands and creates a local empty space, or "free

volume" into which polymer segments can move. This then increases the mobility of both

the polymer segment and the ions. Overall, ion conductivity is nontrivial to measure

because it is generally hard to build a low resistance interface for ion flow. One way to
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address this problem is using impedance spectroscopy, a topic that will be discussed in

more detail in Chapter III.

PLEDs experienced a breakthrough when Pei and coworkers blended a polymer

electrolyte consisting of a salt and polyether based polymer with a conducting polymer,

essentially constructing an electrochemical cell [23]. In this system, the salt is dissolved

in the polyether. This system exhibits mixed conduction mechanisms because there is

electronic conduction through the conducting polymer, and ionic conduction through the

polymer electrolyte. It was also shown that the turn-on threshold was much less than that

in the PLED and did not depend on the thickness of the device. The electroluminescence

efficiency was also higher compared with PLEDs. At the same time, low work function

cathodes are required for high efficiency PLEDs and highly reactive materials such as

calcium are often used. In contrast, PLECs can be fabricated with a wide range of

electrode materials.

Studies [23,26] on polymer MIECs have generally agreed that the low threshold for

charge injection results from movement of the mobile ions towards the electrodes, but the

precise distribution of charges and corresponding electric potential profile across the

device is different depending on the model used. So far, there are two major models,

namely the electrochemical model [23] and the electrodynamic mode1[26]. Each is

supported by a number of observations. They are summarized as follows:
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Figure.l.5 Illustrations of major difference between the (a) electrochemical model (b) and
the electrodynamic model (adapted from ref.26)

According to the electrodynamic model, ions move towards the electrodes in response

to the electrical field and form a region of ionic space charge when a blocking electrode

is used. Ionic carrier redistribution occurs throughout the bulk of the polymer film until

the local electrical field is cancelled everywhere. The accumulation of uncompensated

ions near the electrode-polymer interface screens the bulk polymer from the external

electrical field. Thus, the bulk of the device is field free. The strong electrical field in the

region close to the interface reduces the width of the interfacial barrier drastically and

enhances electronic charge injection.

In the electrochemical model, it is suggested that the ions are separated spatially.

When enough voltage is applied, the polymer material close to the electrode region is
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either p-doped (oxidation) or n-doped (reduction) depending on its proximity to the anode

or cathode. The two doped regions create ohmic contacts at the electrodes and a PN

junction forms where the two doped regions meet.

The fundamental difference between the two models is the distribution of the

electrical field inside the PLEC. In the electrodynamic model, the potential drops

mostly at the interface to maintain the high field that assists electronic carrier injection.

While in the electrochemical model, the polymer close to the interface is doped and is

therefore ohmic. An electric field builds up where electrons and holes recombine due to

high resistance in this intrinsic region. These differences are illustred in figure 1.4.

Many theoretical treatments and experiments have been done to investigate how

factors such as ion concentration [24, 26,63], ion species [64,65], polymer morphology

[66], device processing procedures [67] and contact metals [68,69,70] affect the current­

voltage relationship or emission efficiency. One feature of PLECs that assists in

understanding the mechanism of their operation is that doping quenches emission,

thereby enabling direct obervation of the intrinsic junction region. In devices with an

open surface structure and a thick active polymer layer, the emission can be monitored in

real time to study the propagation of the doping front and formation of a PN

junction[71,72,73,74]. Recent progress in this direction is the fabrication of polymer

LECs with bulk emission. This is realized by combining an open surface structure with

either metal electrodes floated under the polymer film or with metal particles [75,76].

Impedance spectroscopy is also employed to confirm junction formation, with the
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assumption that the capacitance of the device increases as a junction is formed at high

enough applied bias[77,78].

To probe the profile of the electric field in the polymer directly, techniques such as

electroabsorption [79,80] and electric force microscopy (EFM) [81] have also been

utilized. In contrast to results from experiments showing electrochemical junction

formation inside the polymer, which lean towards supporting the electrochemical model,

these measurement demonstrate a high electrical field in the region close to the electrode,

which is the main assumption of the electrodynamic model. The lack of a consistent

description for the mechanism of PLECs limits attempts to improve their operation.

The long-standing controversy in the fundamentals of PLECs despite extensive

studies reflects the complexity of the system. At the same time, it urges for systematic

investigations involving carrier dynamics and comprehensive electrical characterization,

which are the main focus of this work. The following section describes the strategy used

herein to examine the role of ionic carriers in electronic carrier transport in MIECs

including their interactions and distribution, which in turn determines the electric field

distribution.

1.9 Strategy of Dissertation

In MIECs, the ionic and electronic charge carriers respond to external stimuli on

different time scales. More specifically, the relaxation of ionic carriers is much slower

than that of electronic carriers. However, in the time domain, both charge carrier species

will contribute to the response and will hence be convoluted with each other. The first
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step of this investigation, therefore, is to use impedance spectroscopy to identify ionic

and electronic relaxation processes in order to study them separately. Impedance analyses

of ionic carrier relaxations are carried out over frequencies ranging from 0.01 Hz to

lMHz and at temperatures ranging from 308K to 398K. Impedance analyses of electronic

carrier relaxations are done at lower temperatures from l73K to 273K in order to slow

down the relaxation of electronic carriers as well as to freeze the ions. In the temperature

range from l73K to 273K, the ionic mobility is so low that the ionic carriers can be

considered to be immobile. The relaxations of both ionic and electronic carriers show

Arrhenius-type behavior and are therefore an energy-activated process. Activation

energies can be extracted from the temperature dependence of their conductivities and

relaxation frequencies.

The second step of the investigation probes the interactions between ionic and

electronic carriers using an array of techniques in the time domain, in which the influence

between them will be in full play. Each of these techniques involves driving the system

away from equilibrium using a DC voltage while simultaneously probing the electronic

properties of the non-equilibrium state. In the case of impedance analysis, a DC voltage is

applied to the sample until a steady state is reached, and then impedance analysis is

performed using a relatively small amplitude AC perturbation. Voltage and temperature

dependences of the impedance are systematically investigated in the range of OV to 0.5V

and 308K to 348K, respectively. The current is monitored both during the approach to

steady state and during the relaxation back to equilibrium in the time domain. The

approach to steady state is monitored by measuring the transient current in response to
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the DC bias, while the relaxation is measured through either a short circuit (with current

measured), or an open circuit (with the potential across the system measured).
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CHAPTER II

PRINCIPLES AND INSTRUMENTATION OF IMPEDANCE

SPECTROSCOPY

2.1 Overview

The purpose of this chapter is to introduce dielectric relaxation processes and the

instrumental setup for their measurement. A theoretical description of dielectric

relaxation processes will be provided. Based on this theory, some response functions will

be defined, and the experimental design introduced. A few application examples, which

are related to content in Chapter III and Chapter IX, are also included in this chapter.

Relaxation, in general, is a delay in a response to a changing stimulus in a linear

system. In the case of dielectric relaxation, the subject under study is often a highly

resistive material with small or even negligible electrical conductivity. The stimulus

applied to probe the material is frequently an electrical field that perturbs the system. The

consequential evolution of the polarization in response to the stimulus is monitored to

infer information about dynamics. More often than not, the response lags behind the

stimulus. The physical origin of the time lag between the applied electric field and the

polarization is the irreversible loss of free energy to heat. Also, a larger lag implies a

slower process.

Since polarization is a quantity describing the separation of charge, and an electrical

field is usually applied to separate charges, there is often some misunderstanding that the

relaxation of the polarization as a function of the electrical field is due to the direct pull

of the field. The relaxation of polarization is brought about by thermal motion, and

consequently, the rate at which the polarization relaxes is very sensitive to temperature.
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2.2 Dielectric relaxation and polarization

Some definitions are necessary before the mathematical description of dielectric

relaxation is introduced. Polarization is a measure of the collective dipole moment. The

dielectric response is characterized by the permittivity, c, which is related to the

polarization (P) as follows :

P=co(c-l)E (eq 2.1)

where E is the electric field and Co is the vacuum permittivity.

The polarization can be divided into two parts based on the rate of the response:

P(t) = p' (t) + P= (eq 2.2)

Where P'(t) is the fraction of the time-dependent polarization without contribution from

instantaneous polarization, and P 00 is the high frequency (t~ 0) component of the

polarization given by:

where c= is high frequency permittivity.

Later we are going to use the static polarization (Ps) , which satisfies:

Ps=P(t~ 00)

(eq 2.3)

and (eq 2.4)

Figure 2.1 shows an example of relaxation. The time dependence of the polarization

can be represented by a differential equation. The polarization at any time, pet), differs

from Ps because the dielectric response lags behind the field. Based on linear response
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theory, the change in the rate of polarization towards equilibrium is proportional to how

far it is from equilibrium. The following differential equation for a single time constant

relaxation is obtained:

dP
-r-=P -pet)

dt S

or (eq 2.5)

where r is the characteristic time describing the approach to equilibrium:

P(t)

Time

Ps

Figure 2.1 The relaxation of a dielectric material, where pet) is the polarization response
at some time t, and Ps is static polarization.

The solution to the differential equation 2.5 is the frequency dependent complex

permittivity s*( m), where:

* s -ss(m)-s = S ~

~ 1+ jwr
(eq 2.6)

Here the s*( m) is used to emphasis that the solution to eq. 2.5 is complex. The real
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part (c'( m)) and the imaginary part (c"( m)) of the complex permittivity in eq 2.6 are given

as:

(eq 2.7 a. & b.)

Eq 2.7 a&b are the Debye equations, which were first derived by Debye for

molecular systems. The delay, which is characterized by the phase angle (defined in eq.

2.11), of the dielectric response introduces the loss of free energy to heat. Therefore, the

tangent of the phase angle (also referred to as the loss tangent, tan <5) is used to quantify

the energy loss. It is defined as:

Therefore, using eq 2.8 a & b,

tan <5 = <,em)
£ (m)

(eq 2.8)

(eq 2.9)

The loss tangent is also a function of frequency and usually shows a peak: for a single

relaxation time process. For a Debye relaxation, the peak frequency in the loss tangent

(~T ) is different from the peak frequency in imaginary part of complex permittivity (UkL )

The ratio between the two is given as:

OJLT =(~)112

mEL £~

(eq2.1O)
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Figure 2.2 Plots of both the real (a) and imaginary (b) portions of the frequency
dependent complex permittivity as function of the characteristic frequency
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2.2.1 Mechanism of polarization

The introduction so far offers a generic mathematical description of a simple

dielectric relaxation process and the dielectric permittivity. There are a number of

different mechanisms that can contribute to polarization and hence the dielectric

permittivity. This section describes those physical processes. First recall that polarization

is essentially the displacement of negative and positive charge under the influence of an

electric field. This displacement takes place from the atomic scale up to the molecular

and even larger scale. How fast the medium can respond to an electrical field is closely

related to the scale on which the dielectric relaxation occurs; generally, the larger the

scale, the slower the process. The most common processes contributing to the

polarization of materials are shown in figure 2.3. Electronic polarization occurs at the

atomic level when the electron cloud around the nucleus of a neutral atom is displaced in

shape by the electrical field. Electronic polarization generally persists around 10-15 s.

Atomic polarization is due to vibration of atoms or ions, and is typically in the timescale

of 10-12 to 10-9 s. Dipole polarization originates from the reorientation of permanent or

induced dipoles along the electric field, and the time scale for this process depends

strongly on temperature and is in the range of 10-9 _10-3 s for most materials. The ionic

polarization is due to space-charge polarization from ion motion and occurs on a

timescale longer than 10-3 s.

The characteristic frequencies of the processes in figure 2.3 range from 10-6 Hz to

1010 Hz. This extended range of interaction between electromagnetic waves and matter is

the domain of broadband impedance spectroscopy, which enables us to gain a wealth of
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information about molecular and collective dipolar fluctuations, charge transport and

polarizations at both interfaces and boundaries.

In conventional dielectrics, only dipolar and electronic polarization processes are

typically important. In the highly disordered ionically and electronically conductive

materials studied herein, carrier polarization processes are also important. These carrier

polarization processes involve a wide range of mechanisms with the common feature

being that the charge carriers involved move by discontinuous hopping movement

between localized sites. These carriers can be electronic carriers (electrons, holes,

polarons etc.) or ionic carriers. For electronic carriers, the DC conductivity is determined

by the entire network of percolation paths between the two electrodes, while at

sufficiently high frequencies, the conductivity is determined by local hopping between

neighboring sites. For ionic carriers, the case is similar, but ion hopping is typically much

slower, and one must also take into consideration electrode polarization because most

practical contacts are ion blocking.

2.2.2 Impedance-related functions

Impedance (Z( m)) is by definition a complex variable and is fully described with

both magnitude and phase angle.

Z(m) =Z' + Z" = IZI £ItS (eq 2.11)

where Z' and Z" are the real and imaginary part of impedance, respectively, IZI is the

magnitude of impedance, and Sis the phase angle.
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Figure 2.3 Typical polarization mechanisms as a function of time in seconds. The
characteristic frequency of each process is inversely proportional to the timescale shown
in the graph. The graph indicates that more relaxation processes can contribute to the
polarization at longer measurement timescales, therefore the polarization is higher. With
the measurement frequency range from O.OIHz to IMHz, only the polarization processes
with timescale from 10-6 to 100 seconds can be detected. Processes with time scale less
than 10-6 seconds contributes to E: = in equation 2.7. Diagram adapted from reference 1.
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For purely resistive behavior, the phase angle is zero, and there is no lag between the

signal (voltage) and the observed response (current). In contrast, the phase angle for a

capacitor is -900
, as the voltage lags behind the current. In the case of an inductor, the

phase angle is +900 degrees because the current lags behind the voltage.

For the sake of convenience, there are other quantities that can be derived from

impedance. A useful quantity is the admittance, which is the inverse of impedance:

Y( OJ)=Zl =Y'+Y"

where Y' and y" are the real and imaginary part of admittance, respectively.

It is customary to express Y in terms of resistive and capacitance components:

Y( OJ)=G(OJ)+jB(OJ).

where G( OJ) is the conductance and B(OJ) is the susceptance.

Susceptance is related to capacitance C( OJ) as

B( OJ)= OJ C( OJ) .

(eq2.13)

(eq 2.14)

Complex permittivity is also related to impedance through admittance as follows:

e*{OJ) =j OJCo/Y(OJ)

where Co is the geometric capacitance.

(eq2.l5)

2.3 Impedance spectroscopy

The mathematical description of dielectric relaxation given in the previous sections

lays the foundation for introducing the experimental technique of impedance

spectroscopy. In this method, a material is usually integrated into an electronic circuit
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so that an external stimulus can be applied, and the corresponding electrical response can

be measured. When an electrical stimulus is applied, there are commonly a multitude of

fundamental microscopic processes that take place throughQut, such as the transport of

electrons, the transfer of electrons across an interface, the flow of neutral atoms or

molecules, and the motion of ions. All these processes are coupled closely together in the

time domain and give rise to an overall electrical response.

The time-dependent electrical response of a material is often transformed into the

frequency domain using a Fourier Transform to separate the contributions from the

different processes. There are in general three forms of stimuli that are applied: a step

function of voltage, a signal composed of random noise, and a single frequency voltage

oscillation.

For the step voltage, the measurement is done in the time domain, and the frequency

domain response is recovered using a Fourier transform of the time-dependent current

i(t) as follows:

1 f .Yew) =- i(t)eW1dt
~V

where L1 V is the amplitude of the voltage stimulus.

(eq 2.16)

For a stimulus comprised of a voltage oscillation, measurements are made directly in

the frequency domain. Direct measurement in the frequency domain is the major

technique utilized in this work for impedance spectroscopy measurements and will be

discussed in more detail in 2.3.4.
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2.3.1 Data presentation

Impedance-related functions can be presented both in terms of frequency and in the

complex plane. For dielectric measurement data, the choice of how the data is presented

can facilitate data analysis and make more or less obvious the key parameters needed to

describe the system. In a complex plane presentation, such as the Cole-Cole plot, each

relaxation process corresponds to a semicircle. Therefore, it is relatively easy to identify

relaxation processes in the complex plane. However, the frequency is not explicit, and it

is hard to identify the relationship between the dielectric functions and the frequency. To

illustrate the frequency dependence, both the real and imaginary parts of impedance­

related functions are displayed in terms of frequency. Dielectric processes and their

corresponding characteristic frequencies can be easily identified with this presentation.

Often the physicoelectrical model including all the processes that might be involved

in the response of an electrode-material system to the applied electrical field is not

available. Dielectric theory is further complicated by the fact that permanent dipoles

influence each other. The field that permanent dipoles actually feel is often not just the

applied field, but a local field which includes contributions from neighboring permanent

dipoles. There are a number of ways to simplify the above complications and to analyze

the impedance data without detailed knowledge of all the microscopic processes. One of

the most common practices is to approximate the impedance-related functions by an

equivalent circuit made up of ideal resistors, capacitors, and perhaps inductors. In this

model, resistors are used to account for bulk conductivity, while capacitors and inductors

account for processes associated with space charge polarization and interfacial
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polarization. Although it is important to keep the actual physical processes in mind, this

approximation is helpful in both understanding and interpreting impedance data.

2.3.2 Measurement techniques

Many techniques have been utilized to measure and analyze impedance, both in the

time domain and the frequency domain[l,2,3]. In the time domain, any arbitrary time

domain excitation can be used to measure the system impedance. The response of the

system is recorded in the time domain, and then the time to frequency conversion is

performed by either Fourier or Laplace transform. This conversion can be done either by

software or by hardware.

In the frequency domain, there are a number of standard ways to measure an

impedance spectrum, such as audio frequency bridges, transformer ratio arm bridges, a

Berberian-Cole bridge, direct measurements using an oscilloscope, phase-sensitive

detection, and automated frequency response analysis. In this work, only frequency

response analysis will be introduced. Frequency response analysis is an example of

measuring the system response and then performing Fourier transforms using hardware.

It is done by correlating the system response with two synchronous reference signals, one

of which is in phase with the sine-wave perturbation while the other is shifted 90° in

phase. The principles of a frequency response analyzer can be illustrated in the figure 2.4
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Figure 2.4 The schematic of a transfer function analyzer. Small amplitude signals go to a
multiplexer along with the response from the test unit. The products are then integrated to
get the real (R( w)) and imaginary parts(I(w)) of the impedance.

2.4 Applications of impedance spectroscopy

Impedance spectroscopy has been used to probe a broad range of materials, including

ionic conductors, disordered materials, polymer electrolytes, electrolytic liquids,

conducting polymers, PN junctions and other dielectric materials. [4,5,6,7,8,9]. Several

applications of impedance spectroscopy that are relevant to the work herein are

introduced below.

2.4.1 Impedance spectroscopy of ionic conductors

The rigorous theoretical treatment of impedance spectroscopy requires the careful

study and mathematical solution of transport equations, with knowledge of all quantities
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and parameters (i.e. carrier concentration and mobility, recombination rate, electrode

transparency, field distribution, etc.). The first attempts of this kind were done by Chang

and Jaffe in 1952[10], followed shortly by Friauf [11]. Chang and Jaffe studied the

situation where positive and negative carriers (of equal equilibrium bulk concentration)

discharged at the electrodes to a degree determined by blocking or discharge parameters.

Friauf gave close-form solutions for the over-all current in his analysis, but did not derive

and investigate expressions for parallel capacitance and conductance holding for all

frequencies. At about the same time, J.R.MacDonald published an exact, closed-form

expression for the admittance of a charge-carrying liquid or solid between two plane

parallel completely-blocking electrodes[l2]. Work focusing on solid dielectrics was also

done by assuming that negative charges were mobile and completely disassociated, while

positive charges remained fixed[13]. One Clear message that could be derived from the

studies mentioned above was that the electrode dynamics are very important in

understanding polarization in the low frequency region. The electrode polarization in a

device where an active layer is sandwiched between two electrodes is essentially the

increased concentration of the charge carriers in the region that is close to electrodes due

to the slowness of the electrode reactions compared to the rate of migration of the carriers

through the bulk of the active layer. The electrode dynamics can be quantified with the

transparency variable p.

A model that includes every aspect of a dielectric system is in general extremely

complex. In practice, certain assumptions based on the system under study are used to

simplify modeling. Careful analysis based on an appropriate model can generate a wealth
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of infonnation about the system. The model that is presented here was first developed by

l.R.Beaumont and P.W.M.lacobs to investigate the polarization in potassium chloride

crystals[14]. It can be generalized to any system with the following properties:

• There is a certain rate of carrier discharge across the electrode

• Only ions of one sign are mobile

• Generation and recombination effects are ignored.

The continuity equation is

(eq 2.17)

Where n(x,t) is the concentration of mobile ions, and J.L and D are the mobility and

diffusion coefficients, respectively. The carrier concentration n and the electrical field E

are related by the Poisson equation:

aE
-:::: fJ(no -n)ax

where no is carrier concentration in equilibrium.

(eq2.18)

The current density J consists of contributions from both the drift of carriers under

the electrical field and diffusion due to concentration gradient.

an
J :::: eD - + ef.lIlEax (eq 2.19)

The discharge current at the boundaries (from x=O to X= L) can be written as:

D
J(O,t):::: pet:..n(O,t)-

L
D

J(L,t) = -pet:..n(L,t)­
L

(eq 2.20)
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Eqs 2.20 and 2.19 can be solved with the following boundary conditions:

an D
eD-+e/lllE =-pel1.n-ax L

an D
eD - + e/lllE =pel1.n-ax L

(eq.2.21)

The differential equations can be linearized if the higher harmonics are neglected.

n(x,t) =no(x) + n1(x)e ilil

E(x, t) = Eo(x) + E1(x)e ilil

The solution for capacitance is then:

(eq.2.22)

(eq.2.23)

where O'is the DC conductivity, p is the electrode transparency, with p =ato be

completely blocking, and p = = to be completely non-blocking.

It is worthwhile to point out the role of the electrode transparency in the AC

capacitance. Eq.2.23 implies that discharge at the interface (p nonzero, Faradic process)

reduces the AC capacitance when compared with the completely blocking case.

The characteristic frequency is thus:

f = (JlkT )1/2 20'(2 +p)
£no eL

2.4.2 Space charge polarization and diffusion capacitance

(eq.2.24)

Polarization involves the physical separation of charge, and therefore, it creates space

charge when the electrodes are not reversible. This scenario can be described with a bi-
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stable model. Frohlich [15] first tried to ignore the electrostatic interactions and proposed

a scenario in which the potential energy as a function of distance has two minima,

therefore forming potential wells. He asserted that a particle of charge may be in one or

other of two sites with a physical distance of d. Particles and potential wells are treated as

a microscopic assembly of N bi-stable dipoles in which particles exchange energy with

each other and the directions of the dipoles fluctuate. The jumping rate of the particles

is determined by the depth of the potential well, the electrical field, temperature and trial

frequency. An electrical field creates a potential difference between the two sites, which

generates a further difference in the number of particles sitting in site 1 versus site 2. This

gives rise to a non-zero polarization. A relaxation equation can be derived by noticing

that the change in the number of dipoles in 1 is equal to the outflow to 2 less the inflow

from 2. This model offers the physical meaning for the relaxation time, which is the

reciprocal of the frequency of jumps over the potential barrier.

In the situation where charge neutrality holds, transport of charge carriers occurs by a

nearly-free diffusive mechanism and gives rise to a diffusion capacitance[16,17]. The

charge carrier motion is driven by its concentration gradient. The diffusion current in one

dimension, x, is given as:

dn
lex, t) =-D--;jf

The continuity equation without recombination is in the form:

(eq 2.25)

(eq 2.26)
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The carrier concentration at the electrode charge is injected is assumed to be constant,

while that at other electrode is assumed zero. The solution for the carrier concentration

with the above boundary conditions is as follows:

x
n(x) =n(O)(l--)

W

where W is the thickness of the device.

With a small amplitude signal, the current can be expressed as:

, (1J ,
1 (m)=-(1+i)V

2

and therefore the complex admittance is:

Y(m) = l(u:) = (1J (1+i)
V 2

(eq 2.27)

(eq 2.28)

(eq 2.29)

1

The relationship between the complex dielectric permittivity is c( m) 0< m 2 , which is

very different from the Debye relaxation. The nearly field-free case can happen in a PN

junction in forward bias[18], as well as in a LEC in which the external field is screened

by the redistribution of ionic carriers[19,20].

2.4.3 Semiconductor interfaces

The application of impedance spectroscopy to semiconductor devices is described

because it is used in studying the conducting polymer-inorganic semiconductor interfaces,

as presented in Chapter IX. The following is a brief introduction to the theoretical base

for these measurements.
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The polymer-inorganic semiconductor interfaces in this work are considered to be

Schottky contacts because the polymer does not support charge depletion and acts as a

metal when in contact with inorganic semiconductors.

The depletion region of a Schottky contact behaves in some aspects as a parallel-plate

capacitor. The Schottky barrier height is one of the determining factors of capacitance.

Therefore, the capacitance of a Schottky contact is measured in order to extract

information about the Schottky barrier height. In the case of an n-type semiconductor

contacted to a metal, the applied bias changes the width of the depletion region, the

number of uncompensated donors in the depletion region and consequently the built-in

electric field. This gives rise to a displacement current and a differential capacitance:

c-2 = 2 (v: +v _kBTJ
£ N A 2 bO appq s d q (eq 2.30)

where Cs is the dielectric constant of the n-type semiconductor, Nd is the carrier

concentration (also referred to as the dopant density), VbO is the diffusion voltage, A is the

area of the contact, T is the absolute temperature in K, and kB is the Boltzmann constant.

Ideally, a plot of C 2 versus Vapp is a straight line, and the intercept to the applied bias axis

is VdO+ Vr-kT/q, where Vr is the Schottky barrier height. Also, from the slope of the

intercept, the dopant density Nd of the semiconductor can be extracted.
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CHAPTER III

IMPEDANCE ANALYSIS OF AN ANIONICALLY FUNCTIONALIZED

POLYACETYLENE BETWEEN METAL ELECTRODES

3.1 Overview

Impedance spectroscopy has been used extensively to study both solid state and

electrochemical systems in order to investigate conduction mechanisms [1,2J. Ionic

crystals and electrolytes are often the subjects of these studies, in which impedance

spectroscopy has been proven very effective[3,4,5,6J. Impedance spectroscopy has also

been used recently to probe the properties of ionically and electronically conductive

polymers, especially in light-emitting electrochemical cells (LECs) and fuel cells due to

their powerful application potential and their many advantages over traditionally used

materials [7 ,8J.

Ionically functionalized conjugated polymers, as a new form of inherently mixed

ionic-electronic conductors, are a unique system for studying interactions between ionic

and electronic carriers. Understanding the fundamentals of mixed ionic-electronic

conductors (MIECs ) first requires the knowledge of the dynamics of both ionic and

electronic carriers, respectively. In this chapter, systematic studies of the dynamics of

anionically functionalized polyacetylene (PA) between two metal electrodes (AuIPAIAu,

showed in figure 3.1) have been carried out using the impedance spectroscopy at

temperatures ranging from 308 to 398K. Microscopic processes detected by impedance

measurements are analyzed and identified. Information such as ion concentration, ionic

DC conductivity, and ion hopping frequency are extracted from modeling both the

electrode and ion hopping polarization processes[9J. The transport of ions in the polymer
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is also explained in the context of the jump relaxation model[ 10].

3.2 Sample preparation and measuring techniques

3.2.1 Sample preparation

The anionic conjugated polymer PAwas synthesized by the route of ring-opening

metathesis polymerization (ROMP) using an appropriately functionalized

cyclooctatetraene (COT) as the monomer. The polymer was subsequently dissolved in

purified methanol. A spin-coating technique was then used to deposit a film of PA in a

controlled manner onto a glass slide with a gold film as the electrical contact. The glass

slide was cleaned prior to this deposition process by soaking in concentrated hydrogen

chloride for at least four hours, followed by rinsing with deionized water. The slide was

then soaked in the methanol for more than 15 minutes and then dried. Two metal films

were evaporated onto the glass slide under high vacuum (lOmTorr): 20 Aof Cr was first

evaporated followed by 120 Aof Au. The bottom electrode contact was defined by a

physical mask with an area of 0.12cm2
. To make a film, a polymer solution of 10 ~L was

deposited onto the prepared glass slide spinning at speed of 700 rpm. The methanol in the

polymer solution evaporated in a few minutes and the film color was observed to change

from deep blue to golden. The glass slide-polymer structure was then stored in vacuum

(20 mTorr) for at least 8 hours. A top electrode contact was made by evaporating a 10nm

Au film onto the polymer. The resulting structure is showed schematically in figure 3.1.

The sample was kept under vacuum for at least 4 hours, and was then transferred into a



44
sealed stainless canister where the sample was kept under vacuum (20 mTorr) and

annealed at 398K for 8 hours. These procedures produced a consistent polymer thickness

of 200nm, as measured by a Dektak profilometer. The samples were confirmed to be

intact during the annealing process by spectroscopic measurements in the visible

wavelength before and after annealing.

3.2.2 Measurement techniques

Impedance analysis was carried out using a Solartron 1260 impedance analyzer

coupled with a Solartron 1294 dielectric interface. This set-up can measure impedances

as high as 1 Tohm. The metal container encasing the sample was stored in a Sun

environmental chamber for precise temperature stability and control. Impedance

spectroscopy was conducted in the temperature range from 308K to 398K, with a step of

10 degrees. At each temperature, samples were swept in the linear frequency range from

1Mhz to O.OlHz. Experimental control and data collection were done with the SMART

software package provided by Solartron Interfaces. Dielectric functions were then

calculated from impedance magnitudes and phase angles, based on their relationships

introduced in section 2.2.2 of Chapter II.

Au Au

Figure 3.1 Sample structure diagram, with chemical structure of sulfonate
tetramethylammonium polyacetylene shown in the active film layer in green. The Au is
used for metal electrode on both sides.
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3.3 Experimental results

3.3.1 Impedance-related functions and dielectric relaxation processes

Figure 3.2 shows the real part of the complex permittivity ( £') for the AulPAIAu

sandwich structure. The dielectric response of this structure shows three dielectric

relaxation processes in the angular frequency range of 0.06-600000 Hz and at

temperatures from 308K to 398K. Despite some qualitative differences, the overall shape

of £' is very similar with temperature over the range of 308K to 398K, which justifies the

using the data at a single temperature to describe the main features.

At 398K, three dielectric relaxation processes (corresponding to frequency ranges

6MHz-10KHz, 10KHz-20Hz, and below 20Hz respectively) are observed in the £'

spectra. Each process is characterized by a dispersion in £' (therefore polarization) as

described in figure 2.3.

Very different thickness dependences are observed among the three dielectric

relaxation processes as we can see in figure 3.3, which showed the capacitance spectra of

samples with various thicknesses at 398K,. The capacitance from 6MHz to 10KHz

decreases significantly when samples are thicker. In the 10KHz to 20Hz region,

thickness dependence of the capacitance is still present at the high frequency end, but it

gradually diminishes as the frequency is lowered. Eventually the capacitances of samples

with various thicknesses converge at 20Hz. Above descriptions imply a bulk-related

dielectric relaxation process in the 6MHz to 10KHz, and an interfacial process at

frequency region from 10KHz to 20Hz. Considering the structure under study is an ion-
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functionalized polyacetylene between two ion-blocking metal electrodes, the dielectric

relaxation process in 6MHz to 10KHz is assigned to the geometric capacitance charging,

and that in the 10KHz to 20Hz region is assigned to the electrode polarization of ionic

carriers. Further evidences in support of these assignments will be discussed soon after.

The AC conductivity (0) spectra show behaviours that are consistent with the

aforementioned assignments. Using 398K as an example, the electrode polarization

induces a deduction in (J at 100Hz after a plateau in higher frequencies up to 10KHz.

With all temperatures included, the high frequency (J around 1 MHz exhibited little

temperature dependence, as expected for the geometric capacitance charging.

£'

308K

10-2 10-1 10° 101 102 103 104 105 106

(0 (rad/s)

Figure 3.2 Frequency dependent £' at temperatures from 308K to 398K. Sample is
200nm in thickness.
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Figure 3.3 Thickness dependence of capacitance spectra. Sample thicknesses vary from
125nm to 1600nm.
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Figure 3.4 Frequency dependent (J from T=308 to T=398 K, stepped by 10 K. Sample
thickness is 200nm.

3.3.2 Characteristic frequencies

As discussed in the section 2.2 of chapter II, two sets of characteristic frequencies

can be obtained from the impedance-related functions, those from the imaginary part of

the complex permittivity e (J EL) and those from the loss tangent ( (J LT). As we can see

from figure 3.5, peaks in the e are obscured by another process in lower frequencies

at 398K, and even more so at lower temperatures. The value of (J EL is then extracted from

the derivative of e'. Peaks in the loss tangent are more well defined (showed in figure

3.6) and (J LT can be identified easily.
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Figure 3.5 Frequency dependent e" spectra at temperatures from 308K to 398K. Sample
is 200nm thick. Peaks predicted by Debye model are obscured by another dielectric
process in the lower frequencies.
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Figure 3.6 Loss tangent spectra at temperatures from 308K to 398K. Sample is 200nm
thick. Temperature dependent UJ LT corresponds to peak in loss tangent in each
temperature.

Temperature dependence of both sets of characteristic frequencies ( UJ LT and UJ EL)

followed the Arrhenius temperature dependencies with an activation energy of 0.97eV, as

showed in figure 3.7.
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Figure 3.7 Temperature dependence of UJEL and UJLT, both with EA=O.97eV.

Five samples, all with thicknesses of about 200nm, were measured. The UJ LT of these

samples are highly reproducible, as showed in figure 3.8.

A comparison of the dielectric response frequency of samples with various

thicknesses reveals that UJ LT depends on sample thickness as well. As shown below in

figure 3.9, overall UJ LT decreases when samples are thicker, while the slopes of UJ LT-

iff relationship remain the same.
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Figure 3.8 The temperature dependence of UJ LT for 5 samples with thickness of about
200nm. The results reflect remarkable reproducibility from sample to sample, implying
well controlled sample preparation and test procedures.
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Figure 3.9 The thickness dependence of UJLT. There is a clear and consistent trend that
UJ LT decreases when sample is thicker.

3.4 Discussion

3.4.1 Assignments of dielectric relaxation processes

As we saw already, the thickness dependence of the impedance-related functions is

very informative in connecting them to the specific dielectric relaxation processes. The

thickness dependence of the AC impedance is analyzed in details in this section to

confirm the assignments of dielectric relaxation processes as described in section 3.3.

The thickness dependence of UJ LT in figure 3.9 can be understood with equivalent

circuit analysis. The behavior of the system comprised of ionically functionalized

polyacetylene thin film between two metal electrodes can be described as in figure 3.10.
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The three branches are included to best represent the microscopic processes in the

system. Each component and its connection to corresponding microscopic processes are

described with details in the figure 3.10. Increasing the thickness induces the following

changes: the ionic resistance (R2) increases and the geometric capacitance (Co) decreases.

At the same time, the double layer capacitance is unchanged. Considering the following

relationships:

(eq.3.l)

and the relationship between (J EL and (J LT given in eq. 2.10, we have:

(eq. 3.2)

It is expected that (J LT is lower in thicker samples, while frequency related to the

geometric capacitance charging is expected to be higher.

The above predictiona are confirmed by the conductivity spectra of samples with

thickness of 125nm, 280nm, 677nm and l600nm respectively. As indicated by the arrows

in the figure 3.11, (J LT is moving to lower frequencies, while the relaxation frequency of

the geometric capacitance charging shifts to the higher frequencies, as sample thickness

increases.
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Figure 3.10 The equivalent circuit of the system, where Co is the geometric capacitance,
R] is the contact resistance, Cdt is the double layer capacitance, R2 is the bulk resistance
of the active carriers, and R3 is the electronic carrier transport resistance. Geometric
capacitance and double layer capacitance are considered to be in parallel because the
charges they store are additive to each other. The bulk resistance (R2 ) is related to the
thickness in that thicker samples have higher resistance, while the double layer
capacitance is mostly a function of the ion concentration and temperature and does not
depend on the thickness. The geometric capacitance is inversely proportional to the the
thickness. Both the electrode polarization and the geometric capacitance charging can
be modeled by the equivalent RC circuits, which are affected by the sample thickness.
The connection between these microscopic relaxation process and the thickness through
the equivalent circuits is the source of the thickness dependence of impedance
spectroscopy.
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Figure 3.11 Frequency dependent (J at 398K for samples with various thicknesses (125
nm to 1600 nm). As indicated by the arrow, the transition point (as labeled with the gray
dots) is moving towards the lower frequency as the sample thickness is increasing. At
the same time AC conductivity curve in the high frequency region is shifting to the
higher frequency when the sample is thicker.

Analysis of the equivalent circuit shown in figure 3.10 also predicts that the OlLT

scales L-1I2
, as indicated in eq. 3.2. This is confirmed by examining the thickness

dependence of OlLT, as shown in figure 3.12. A power of 0.49 is obtained from the fitting

the frequency vs 1/L in the log-log scale.
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Figure 3.12 The thickness dependence of the OJLT. The slope is about 0.5 consistent with
the relationship showed in eg. 3.2.

The analysis discussed so far argues that the dielectric relaxation processes present in

the AC impedance are the geometric capacitance charging and the electrode polarization.

The active charge carriers contributing to the electrode polarization are believed to be the

ionic carriers based on the following evidences:

1. OJEL and OJLT are very low and unlikely to be related to the electronic carriers.

Impedance analysis at temperatures from 153K to 263K will be included in Chapter IV,

where the relaxations of the electronic carriers are investigated.

2. OJEL and OJLT of unbaked samples are higher when compared with those of baked

samples, which is consistent to the fact that the ion mobility is improved the residual
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solvent from the spin coating process, which is then removed upon baking.

By assigning the frequency dependent behaviors in each region, further analysis can

now be performed to extract information about ion dynamics.

3.4.2 Scaling properties

As mentioned previously, the frequency dependent conductivity at temperature

between 308K and 398K are similar in shape, even though OJeL depends heavily on the

temperature. To see if the ion conduction mechanism changes with the temperature, the

AC conductivity is scaled by the DC conductivity of ions ((j DC, which is defined as the

conductivity at OJLT at each temperature). The resulting scaled plot is shown in figure 3.13,

which clearly shows that (J at these temperatures falls into one master curve in the range

from 10-6 to 10-8 after the scaling process The overlay implies that the relaxation

mechanisms are temperature-independent[II,12].
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Figure 3.13 Temperature dependent cr from 308K to 398K normalized by the ionic DC
conductivity. The (J in the region corresponding to the ion hopping processes converges
to one single curve in the range from 10-6 to 10-8 even the temperature spans from 308K
to 398K. This implies that the conduction mechanisms do not change with temperature.

3.4.3 Electrode polarization model

In studying the ion transport dynamics, it is often challenging to separate out the

influences of the concentration and mobility on the ionic conductivity[13,14]. Modeling

the electrode polarization can be used to extract a wealth of information, including the

Debye length, ion concentration, and ion mobility[15,16]. Some relationships typically

used in this modelling need to be introduced first.

From the relationship between the double-layer capacitance and the geometric

capacitance, we have:



60

(eq.3.3)

Combining eq. 2.10 and 3.3 yields:

(eq. 3.4)

Quantities such as (J LT , (J EL, the sample thickness L, and c= can be measured.

The Debye length is then readily calculated with eq. 3.4. In addition, the Debye length

LD, is related to other quantities as follows:

(eq.3.5)

In this equation the c= is obtained from the high frequency data. The effective ion

concentration is the calculated using on eq. 3.5. The following table shows the results

from such modeling:

Table 3.1. Results from modeling with the electrode polarization

T (K) COLT WEL Debye Length Ion Concentration
rad/s rad/s (nm) (l/cm3

)

398 928.62497 90.05338 0.72882 2.21711E26
388 410.24222 40.78496 0.76599 1.82038E26
378 180.23551 18.98891 0.86024 1.33079E26
368 77.07976 8.33681 0.90661 1.12271E26
358 31.9404 3.63873 1.00582 8.57632E25
348 13.04789 1.52771 1.06243 7.29756E25
338 5.032 0.60399 1.11656 6.3082E25
328 1.84816 0.21068 1.00707 7.39995E25



61

3.4.4 Jump relaxation model

The AC conductivity in disordered materials is characterized by a strong dispersion,

as reported by the large number of experimental results [17,18,19,20,21]. The following

are general features of the AC conductivity that are often observed in a disordered

material:

a. At the high frequencies, the frequency dependent AC conductivity obeys the

power law.

b. At lower frequencies, there is a gradual transition to a frequency independent

conductivity.

c. the DC conductivity and the characteristic frequency usually show

Arrhenius-type behaviour with the same activation energy.

d. The conduction mechanism is temperature independent, as implied from the

fact that the impedance-related functions can be normalized to a master curve

by using the characteristic frequency.

The jump relaxation hopping model that was developed while studying ionic

conductivity of glasses can accommodate all of the above mentioned features very well.

Clearly all of the above features were observed in PA between metal electrodes, which

justifies the application of the jump relaxation hopping model to this model.

The jump relaxation hopping model is based on two closely-related processes that can

happen in disordered electrolyte materials. The first is the correlated forward-backward

hopping sequences which give rise to the AC conductivity dispersion, while the second is

the jump relaxation processes which contribute to a non-zero DC conductivity and non-
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Debye relaxation. The overall AC conductivity including contributions from both

hopping processes is as follows:

eq. (3.6)

where lib is the ion hopping relaxation frequency, Ode is the ion DC conductivity, and n is

a power index with a value between 0 and 1.

Figure 3.14 illustrates the potential wells where the correlated forward-backward

hopping process and jump relaxation process happen.

Figure 3.14 The schematic representation of single particle sitting in a potential well.
Particle (black circle) can hop forward or backward through thermal activation.

Each ion has a cage-effect minimum due to their Coulomb interactions with

environment. An ion hops from the minimum site, for example (A), to the neighbouring

site (B) with the assistance of a thermal activation energy. After this initial forward hop

there are two possibilities: (1) The ion may hop back to (A) by overcoming a lower

barrier than it experiences in forward hopping, which completes a short range ion motion,

or (2) the surrounding ion cloud may relax with respect to site (B) and form a new cage-
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effect minimum, as shown in figure 3.15. The cage effect minimum causes a non-zero

DC conductivity, given a long enough time for relaxation. Also, this shift contributes to a

distribution of relaxation times because the longer the ion stays at site B, the larger the

time constant for it to complete a backward hop back to site A.

Site A Site B

Site A Site B

Figure 3.15 The schematic representation of the jump-relaxation process. The relaxation
of surroundings after the one step hopping creates a new minimum. Long range motion of
particles can be realized by duplicating this process many times along the same direction.
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In the AulPAIAu system, ion hopping takes place in the intermediate frequency region

between that of the electrode polarization and the capacitance charging. For thin samples

«600nm), the latter two processes are very close to each other in term of frequency and

leave little room for the ion hopping polarization to be identified. As demonstrated in

figure 3.11, those two processes moved towards two ends respectively in thick samples

(>600nm), making it possible for the ion hopping polarization to be observed. Figure

3.16 shows the e' spectra of a l600nm thick sample. The ion hopping polarization readily

shows up as indicated in the figure.

/
398~

/ Ion Hopping

10-2 10-1 10° 101 102 103 104 105 106 107 108

m(rad/s)

Figure 3.16 Frequency dependent E' of a l600nm thick sample at temperatures from
308K to 398 K, stepped by 10 K. The underlying mechanisms of the ion hopping and
electrode polarization are described by the inset diagrams.
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The Jump relaxation model contends that the DC conductivity and dispersion at

higher frequencies are due to the same mechanism: ion hopping. The transition between

the two is closely related to the hopping rate of ions in the solid electrolyte. The AC

conductivity is usually represented by the Jonscher expression (eq. 3.5). Once the value

of the DC conductivity is assigned, the hopping frequency is determined as the frequency

in which the AC conductivity doubles relative to the DC conductivity. The results of

hopping frequencies determined with this method are shown below in figure 3.17.

8
Ea=O.98eV

-0- yjw8121 AL440nm
--0- yjw8121 BL677nm
-D,- yjw8123BL1600nm

2.5 2.6 2.7 2.8 2.9 3.0 3.1 3.2 3.3

1DDDIT ( 11K)

Figure 3.17 The temperature dependence of the hopping frequencies which are
determined by assigning the frequencies where the AC conductivity is twice of the DC
conductivity. Hopping frequencies of samples with thickness ranging from 440nm to
1600nm are compared. Clearly they overlap very well even the sample thicknesses are
very different. Also the hopping frequencies show the Arrhenius type temperature
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dependence, from which the activation energy of O.98eV can be extracted.

It can be seen from this figure that the hopping frequencies of samples with

thicknesses ranging from 440nm to 1600nm are almost identical. This is consistent with

the fact that the hopping process is intrinsic and should not depend on factors such as the

thickness.

3.5 Conclusions

Impedance analysis of AulPA/Au sandwich structures reveals multiple relaxation

processes in the frequency range from O.OlHz to IMHz. Based on the analysis of their

temperature and thickness dependence, those dielectric processes were carefully assigned

to be the geometric capacitance charging, the ion hopping and the electrode polarization.

Also, in the framework of the ion hopping and the electrode polarization, key quantities

in AulPAIAu such as the activation energy, the effective ion concentration, the ionic DC

conductivity, and the ion hopping rates were obtained. The activation energy, which was

extracted from the characteristic frequency of the electrode polarization, was O.98eV The

effective ion concentration is on the order of 1020 and showed a modest temperature

dependence. The ionic DC conductivity strongly depends on the temperature and ranges

from 10-10 to 10-7 S/cm from 308K to 398K. The ion hopping frequency spans a wide

range from 10Hz to 4000Hz with temperatures between 308K and 398K.
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CHAPTER IV

IlVIPEDANCE ANALYSIS OF ELECTRONIC CARRIERS IN AN

ANIONICALLY FUNCTIONALIZED POLYACETYLENE BETWEEN METAL

ELECTRODES

4.1 Overview

There are possibly five species that participate III the relaxation process in the

anionically functionalized polyacetylene (PA) shown in figure 3.1, including neutral

molecules, anions, cations, electrons and holes. In general, electronic carriers respond to

electrical stimulus much faster than ionic carriers. In the mixed ionic-electronic

conductor PA , both ionic and electronic carriers can in principle contribute to conduction

making it very challenging to unequivocally assign relaxation processes to certain

species. In chapter III, the relaxation peak seen in the angular frequency range of I - 100

rad/s at temperatures from 308K-398K is attributed to ion conduction, more or less by

experience and qualitative observations. Since electronic carriers are expected to respond

faster than their ionic counterparts, it is possible to distinguish ionic from electronic

carriers based on their activation energy. The assignments of the dielectric relaxations

measured in chapter III to ionic processes assume that there is a negligible intrinsic

density of electronic carriers. This assumption can be checked by intentionally injecting

electronic charges into the system through an applied bias (Vapp ) and then comparing the

resulting dielectric response and in particular its temperature dependence to the

measurements in chapter III where Vapp = O. If the assignments are correct, it is expected

that lowering the temperature below room temperature will cause the processes observed

at Vapp=O to shift out of the experimental frequency range and new processes
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corresponding to the injected electrons will shift in. In this chapter, such low temperature

measurements with Vapp nonzero are reported. These measurements help confirm the

assignments made in chapter III and provide information on the transport and polarization

process of electronic carriers. It is noteworthy that unlike in more conventional

semiconductors, injected electronic carriers remain in the system at sufficiently low

temperature because they are compensated by ions to maintain charge neutrality. Those

ions are immobile at low temperatures and cannot relax back to equilibrium. In this sense

the injected electronic carriers are trapped in the system at low temperature.

The set of experiments described herein was inspired by previous work done on

frozen PIN junctions and junction formation by capacitance spectroscopy in polymer

light-emitting electrochemical cells (PLECs)[1,2,3]. The results from these experiments

can offer important information regarding charge iI\iection and operation mechanisms of

PLECs.

4.2 Experimental procedures

Samples were fabricated and annealed using the same procedures described in chapter

III (section 3.1 ). Additional carriers were injected into the polymer by applying a Vapp for

a certain period of time at 328K. This charge injection was accomplished while the

sample was stored under active vacuum. The sample was then kept under Vapp , and

cooled down to 173K at an average rate of 8c/min with liquid nitrogen. The impedance

measurement was carried out in the temperature range of 173K to 263K with a step of 10

degrees. At each temperature, the frequency was swept from 1M rad/s to 1 rad/s.
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hnpedance spectroscopy experiments were also conducted by applying both a DC

voltage (VDc) and a small amplitude AC voltage on the sample, while the temperature

was held constant. These experiments were performed after electronic carriers had been

introduced with Vapp at room temperature and then cooling samples down while holding

them at Vapp . Both forward and reverse VDC (polarity relative to Vapp ) were applied to the

sample during the impedance spectroscopy measurement.

4.3 Experimental results

4.3.1 Small amplitude AC impedance

FigureA.1 shows the e' spectra at temperatures from 173K to 233K for Vapp=1.7V.

Some similarities in term of shapes were observed between E' spectra in the temperature

range of 308K to 398K for Vapp=O (Chapter III) and that in the temperature range 173K to

233K for Vapp=l.7V (figure 4.1). In both cases, there are three dispersions in the e'

spectra, with the one in the high frequency region independent of temperature while that

in the intermediate frequency region highly sensitive to temperature. The similarities are

sufficiently strong to justify assigning the features in the e' spectrum for Vapp = 1.7V

(figure 4.1) in the same way as with Vapp=O (Chapter III), but for electronic rather than

ionic charge carriers. Therefore, the three dielectric relaxation processes at low

temperatures are assigned to: geometric capacitance charging, electronic carrier transport,

and the polarization of electrons against the electrodes. Further support for these

assignments will be provided in the discussion section.
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0) (rad/s)

Figure 4.1 Frequency dependent E' in the temperature range from 173K to 233K. The
value of Vapp=1.7V, and the film is 200nm in thickness.

Despite the overall similarity between the E' spectra for Vapp = 1.7V between T=

173K to 223K and that for Vapp =0 between T= 308K to 398K, some differences were

observed between them, especially in the low frequency region. The imaginary part of the

complex permittivity (E' ') for Vapp = 1.7V in the low temperature region (l73K to 233K)

shows a clear peak, as illustrated in figure 4.2. Correspondingly, in figure 4.3, the AC

conductivity (0) for Vapp=1.7V (l73K to 233K) continuously decreases as the frequency

is lowered, which is in clear contrast to the plateau that often appears in () at low

frequencies for Vapp =0 (328K to 398K). The implications of these observations will be

examined in the discussion section.
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Figure 4.2 Frequency dependent £ JJ in the temperature range from 173K to 233K. The
value of Vapp is 1.7V and sample thickness is 200nm. For both figures 4.1 and 4.2, the
characteristic frequencies are from 1 rad/s to about 300 rad/s, which is higher than those
observed in the temperature range from 308K to 398K.
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Figure 4.3 Frequency dependent ain the temperature range from 153K to 233K, with a
step size of 10 degrees as a function of angular frequency. The value of Vapp is 1.7Vand
the sample thickness is 200nm.

The loss tangent measured for the AulPAIAu sample with Vapp=1.7V at temperatures

spanning from 173K to 223K is shown in figure 4.4. As can be seen, there is a well-

defined peak in the loss tangent, and there is no dispersion in the low frequency region.

Using the same technique described in section 3.2.2 in chapter III, two sets of

frequencies related to electrode polarization can be extracted from either the peak in the

imaginary part of the complex permittivity in figure 4.2 (COEd or the peak of the loss

tangent (lLtT). As shown in figure 4.5, their temperature dependence follows an Arrhenius

relationship with an activation energy of O.34eV.
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Figure 4.4 Frequency dependence of the loss tangent in the temperature range from 173K
to 233K. The value of Vappis 1.7V, and the sample thickness is 200nm. In contrast to the
higher temperature (308K to 398K) data, well defined peaks are observed in the loss
tangent at these temperatures.
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Figure 4.5 Frequencies related to the electrode polarization OJeL (D) and OJLT (0). Both
show Arrhenius-type behavior with an activation energy of 0.34eV.

Further investigations into the dielectric response in the low frequency region were

carried out by the adjusting Vapp used to introduce the electronic carriers. This set of

experiments was done by first introducing electronic carriers into PA by applying a DC

voltage of either 1.5V, 1.7V or 2V for 20 minutes at room temperature and then cooling

the sample down to 173K for impedance measurements. The Vapp was held constant

during the cooling and turned off right before the start of the impedance measurement at

173K.
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A difference in the peak position in the loss tangent can also be noted in figure 4.6.

Apparently, increasing the Vapp shifts the characteristic frequency towards higher values.

102 103 104 105 106

ill (rad/s)

-+-'
C
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0>
c
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I-
~ 0.1

o
.....J

D

o
6.

DC voltage 1.5V
DC voltage 1.7V
DC voltage 2.QV

Figure 4.6 The DC voltage (Vapp ) dependence of the loss tangent at 173K as a function of
frequency for Vapp=1.5(D), 1.7(0), and 2.0 V (L1).

FigureA.7 shows the AC capacitance with Vapp of 1.5V, 1.7V, 2.0V. The double layer

capacitance at each Vapp , which corresponds to the capacitance at OJLT as defined by loss

tangent peaks in figure 4.6, is labeled by a cross in figure 4.7 and shown to be the same

for Vapp at 1.5V,1.7V, and 2.0V. At the same time, the AC conductivity between 60 rad/s

and 6000 rad/s also increases substantially, as showed in figure 4.8.
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Figure 4.7 Frequency dependent capacitance as a function of DC voltage (Vapp) at 173K.
Cross indicates capacitance at OJLT for each Vapp , and the legend indicates the Vapp used to
introduce electronic caniers into the device at room temperature.
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Figure 4.8 Frequency dependent 0" at 173K for charging under Vapp== 1.5V(o), 1.7V (0),
and 2V (~) respectively at 308K
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4.3.2 Influence of VDC

In order to manipulate the behavior of the injected electronic carriers, a DC voltage

(VDc) was applied along with a small amplitude AC signal to samples into which

electronic carriers had been injected with Vapp and the temperature lowered to freeze ionic

carriers. As we can see in figure 4.9, which shows the AC conductivity at various VDC,

the influence of VDC on the impedance-related functions can mostly be found in the low

frequency region. In the intermediate and high frequency regions, the results are largely

the same. The low frequency conductivity increases when the applied VDC is higher.

V=1.4V

v=ov
102 103 104 105

ro (rad/s)

Figure 4.9 Frequency dependent Gunder VDC from OV to lAV at 203K. The difference in
the conductivity lies mostly in the low frequency region from 1 rad/s to about 100 rad/s.
In general, the low frequency conductivity increases along with increasing values of VDC.
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The overall effect of the DC voltage on the derivative of £' is showed in figure 4.10.

The inset in this figure illustrates the VDC dependence of OJEL, which first decreases with

increasing VDC and then increases after peaking at about O.7V.
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Figure 4.10 Derivatives of the E J spectra at 203K. The inset illustrates the VDC

dependence of the characteristic frequency UJ EL.

The VDC also affects the behavior of the capacitance. As shown in Figure 4.11, the

capacitance in the low frequency range exhibits a considerable spread with VDC ranging

from OV to 1.5V. It is interesting to note that when comparing the capacitance at the same

frequency at various VDC, the value of the capacitance first increases, then peaks at about

O.7V, and finally decreases.
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Figure 4.11 The frequency dependence of the capacitance under VDC from OV to 1AV at
203K. The arrow indicates how the capacitance changes while the VDC increased from OV
to 1.4V. The inset illustrates VDC dependence of the capacitance at 60 rad/s.

Small amplitude AC impedance was also carried out while the sample was under

reverse bias. As with the forward VDC, there is not much difference in the impedance

related functions in the intermediate and high frequency, as showed in figure 4.12.

However, the reverse VDC shows very little effect in the low frequency region. This is

clearly in contrast to the forward bias case.

The reverse VDC dependence of the capacitance at the same frequency exhibits less

change when compared with that in the forward VDC case. The overall effects of VDC on

capacitance including both forward and reverse VDC are shown below in figure 4.13.
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Figure 4.12 Frequency dependent capacitance as a function of reverse DC voltage (VDc)
at 203K. The inset shows the capacitance at 6 rad/s as function of reverse VDC.
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Figure 4.13 Capacitance as a function of VDC, showing both reverse and forward bias.
Capacitances at two frequencies, 60 rad/s (D) and 6 rad/s (0), are selected to
demonstrate the effects of VDc on them. Apparently forward VDC exerts much more
influence on capacitance than the reverse VDc.
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4.4 Discussion

Due to the immobility of the ions at the temperature employed, the PA between metal

electrodes described in this chapter behaves in a manner similar to traditional ion-free

organic semiconductors and the response to electrical stimulus is solely due to the

presence of mobile electronic carriers [4,5,6]. In general, the transport of electronic

carriers in conducting polymers is a combination of both band-like conduction within the

polymer chain and inter-chain hopping. From impedance measurements at temperatures

ranging from l73K to 233K, IDEI and COLT were determined. It was shown that both the

conductivity and the characteristic frequencies of the thermally activated hopping process

follow Arrhenius-type behavior, with an activation energy of O.34eV.

4.4.1 Impedance-related functions

As mentioned in the section 4.3, three dielectric processes are seen by impedance

measurement at low temperatures. They are the geometric capacitance charging, active

carrier transport, and electrode polarization. The nearly frozen ionic carriers could not be

responsible for these processes considering that the WEL in the low temperature range

(I73K to 233K) studied in this chapter are higher than those at higher temperatures

(308K to 398K) with Vapp=O. The only charge carriers that can then exhibit the dielectric

relaxation in the low temperature, V app '* 0 experiments are the electronic carriers that

were injected at the 328K under V app . Therefore, the frequency dependence of the

impedance-related functions at reduced temperature is due to the dielectric relaxation

processes of the electronic carriers. In conjugated polymers, the electronic conduction is
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limited by the inter-chain charge transport, which is a hopping process. Therefore instead

of ion hopping, we are probing the electronic carrier hopping at temperatures from 173K

to 233K.

As we can see from loss tangent and £" spectra, well defined peaks were observed at

temperatures from 173K to 233K. The low frequency relaxation that was observed in

the Vapp=O experiments at higher temperatures was not observed in the low temperature

V app :f. O. In addition, the (J decreases continuously at low frequencies after electrode

polarization. In contrast, the (J observed for the Vapp=O, higher temperature experiments

was observed to plateau at low frequency, which was attributed to the electrode being

non-blocking to electronic carriers. The steady decrease in the (J with decreasing

frequency for the V app :f. 0 experiments implies the electrode is substantially more

blocking at the lower temperatures.

4.4.2 Characteristic frequency of the electrode polarization

As we noticed in figure 4.7, lLtTincreases with higher V app . In a simplified equivalent

circuit, the characteristic frequency of the RC circuit is determined by the capacitance

and resistance. In this specific situation, the capacitive component is the double layer

capacitance, and the relevant resistor is the bulk resistance of electronic carriers. The

increase in the lLtT results from the fact that the double layer capacitance remains the

same(figure 4.7), while the conductivity of electronic carriers increases by 9 fold (figure

4.8) when the VDc is increased from 1.5V to 2V. This equivalent circuit analysis confirms



83

the assignment of the low frequency dielectric response to electrode polarization, in a

similar way as demonstrated in chapter III.

The characteristic frequencies were determined to be between 100 rad/s to 10k rad/s,

which is much higher than those determined from impedance measurements at

temperatures higher than 308K. This clearly rules out the possibility that the dielectric

relaxations detected at T = 308K and at higher temperatures are due to electronic carriers,

indicating that PA does indeed have a very small intrinsic carrier density. Furthermore,

the activation energy of electronic carrier hopping is about 0.34eV, which is much lower

than that measured for ion hopping. This is reasonable, because the size of the ions is

much larger than that of the electronic carriers. Therefore, it takes much more thermal

energy to mobilize ions to neighboring sites.

4.4.3 Effects of Vnc

As showed in figure 4.9, even though the conductivity at low frequency and with Vnc

=l.4V is approximately three orders of magnitude higher than that with Vnc=OV, the

conductivity in the intermediate frequency region remains almost unaffected. The

conductivity at low frequency is closely related to the interfacial processes, while that in

the intermediate region results from the electronic carrier hopping process. The main

factors determining the rate of hopping transport are the carrier concentration and

mobility. The constant hopping conductivity in the intermediate region demonstrates that

the electronic carrier concentration and mobility are unchanged even with the dramatic
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enhancement of charge injection across the interface. These results suggest a scenario

that all the charges present detected by impedance spectroscopy were injected by holding

Vapp at 328K. After the cooling, all the charges injected at one electrode by the VDc are

transported and collected at another electrode and where the device is under both a

dynamic equilibrium and a steady state. In addition, using this scenario, one would also

expect the characteristic frequency to be determined solely by the double layer

capacitance, given the fact that the bulk resistance does not show any VDC dependence.

To see this connection, the inverse of the capacitance is plotted together with the

characteristic frequency. In general, they follow a very similar trend with a decrease,

followed by a minimum at about O.7V, and then a sharp increase as the VDc is increased

from OV to l.4V as shown below in figure 4.14.
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Figure 4.14 Frequency as a function of VDC, illustrating the relationship between the
double layer capacitance and the characteristic frequency at 203K. The frequency is also
plotted versus the inverse of the capacitance in the inset.

The influence of VDC on the AC conductivity at low frequencies clearly demonstrates

that the electrode transparency can be tuned from blocking (high p, non-Faradic) to non-

blocking (p=O, Faradic) with the application of VDc. The effects of discharging have been

discussed in details in chapter II 2.3.3. Extensive studies on this subject were carried by

l.R.Macdonald [7,8,9] .

The dependence of the capacitance on the VDC applied during the impedance

measurement is due to the change of electrode transparency, as described in eq 2.26. In

the voltage range from OV to O.7V, the capacitance increases because of a stronger
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polarization under the increased field. When the voltage reaches a high enough value,

charge injection occurs. The charge transport across the interface decreases the

concentration of the space charge at the interface, which therefore reduces the double

layer capacitance.

The frozen ions are equivalent to the dopants in traditional semiconductor junctions.

Therefore the frozen PA between two metal electrode acts like a semiconductor junction,

with built-in field formed with ions redistributed at 328K with Vapp and then frozen at

173K. The ionic carriers still playa role in electronic carrier transport across the interface

by way of built-in potential, as illustrated by the very different behaviors of the

capacitance under forward and reverse VDc[ 10,11,12].

4.5 Conclusion

In addition to studies on the dynamics of the ionic carriers at temperatures from 308K

to 398K in chapter III, complementary impedance analysis on electronic carriers

(extrinsic) were carried out in order to further confirm the assignment of the relaxation

processes discussed in chapter III and to investigate the electrical properties of frozen

devices. The electronic carriers introduced externally were probed by a small amplitude

AC signal, with or without the application of VDC at temperatures from 153K to 233K, in

which the ionic carriers are believed to be immobile. The characteristic frequencies of

electronic carrier relaxation are between 100 rad/s and 10K rad/s with temperatures

ranging from 173K to 233K. Also, OJLT vs liT shows Arrhenius-type behavior, with an

activation energy of about 0.34eV. Impedance analysis with VDC up to 1.5V at 203K

show that the low frequency «1200 rad/s) conductivity increases as the VDC increases,
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while that at higher frequencies remain unaffected. VDC applied during the impedance

measurement affects the electrode kinetics as shown in the variation in the low frequency

conductivity. At the same time, the conductivity related to the hopping transport of

electronic carriers does not change with VDC because the electronic concentration is not

affected. In addition, the capacitance at 6 rad/s and 60 rad/s increase first with forward

VDc, peaks at about 0.7V, and is then seen to decrease.

However, with reverse VDC, the capacitance is only se~n decreasing gradually with

increasing VDC, although not as much change is seen as in the forward bias case. The

electrode transparency, which is affected by the VDC is the key to understanding these

behaviors. At low temperatures «233K) and low voltages «0.7V), the electrodes are

blocking to the electronic carriers. Either higher temperature (>233K) or higher VDC

(>0.7V) varies the electrode transparency from blocking to non-blocking. Under the high

VDc (>0.7V), electronic carriers can be injected as evidenced by the enhanced AC

conductivity at low frequencies «1200 rad/s). So the description of the system

switches from one characterized by blocking electrodes when the VDC is low «0.7V) to

one where the electrodes are non-blocking at higher voltages.

The measured activation energy for electronic carriers confirms that the relaxations

observed at temperatures from 308K to 398K are related to the ionic carriers.
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CHAPTER V

IMPEDANCE ANALYSIS OF AN ANIONICALLY FUNCTIONALIZED

POLYACETYLENE UNDER DC VOLTAGE BETWEEN METAL ELECTRODES

5.1 Overview

Advances in electronic instrumentation have allowed impedance spectroscopy to

become a powerful tool for studying both the relaxation processes and the operational

mechanisms of organic and inorganic devices [1,2,3]. There have been many studies in

which impedance spectroscopy was utilized to investigate charge injection and transport,

the role of an interfacial layer, and the effects of trapping states in semiconductor devices

containing a conducting polymer as the active layer [4,5,6].

It is generally agreed that ions in polymer light-emitting electrochemical cells

(PLECs) are instrumental in enhancing electronic charge injection and lowering the

threshold voltage. However, the exact nature of this process is still somewhat vague [7].

To better understand the role of ionic carriers in electronic charge transport, the

knowledge of ion dynamics during substantial charge injection is necessary. Studies in

chapter III focused on near-equilibrium investigations of the electrical properties of an

anionically functionalized polyacetylene sandwiched between two gold electrodes

(AuIPAIAu). The studies described in Chapter III utilized a small amplitude AC stimulus

so not to perturb the system significantly. While it is very important to understand the

near-equilibrium properties of the AulPAIAu structure, there are possibly many interesting

phenomena, such as electrochemical doping and junction formation that can occur when

the system is driven away from equilibrium by a DC bias (VDc). The non-equilibrium
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status of the system can then be probed by a small amplitude AC signal in order to extract

information. This type of measurement, namely the AC impedance with VDc, has been

used extensively in measuring semiconductor interfaces [8,9], and it has proven to be

powerful in studying the operational mechanisms of polymer electrochemical cells

[10,11]. In the context of this chapter, AC impedance with VDC is used to simultaneously

to measure electronic charge transport and ion dynamics properties. In this aspect the

work in this chapter connects to that in chapter III, which reported studies on ion

dynamics, and that in chapter VI, which focuses on the electrical measurements in the

time domain.

5.2 Experimental procedures

The anionically functionalized polyacetylene (PA) was synthesized by using of ring­

opening metathesis polymerization of an anionically functionalized cyclooctatetraene

(COT) as the monomer. The polymer was subsequently dissolved in methanol that had

been distilled from (Mg,CaH2)' Spin-coating was used to deposit a thin film in a

controlled way onto a glass slide, as described in more detail in Chapter III, section 3.2.

Impedance analysis was carried out using a Solatron 1260 impedance analyzer

coupled with a Solatron 1294 dielectric interface. This set-up can potentially measure

impedance as high as 1 Tohm. The sample was stored in a stainless steel canister which

then is set up in a Sun environmental chamber temperature control. Impedance

spectroscopy was conducted using 10 degrees step from 308K to 398K. At each

temperature, the sample was swept in the frequency range from IMHz to O.OIHz.
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The dielectric functions were then calculated from the impedance.

For reliable impedance measurements, the device under test has to be in a steady

state, because transient components in response to DC stimuli introduce error in the

impedance measurement results. It was determined that for the time domain electrical

measurement (in chapter VI), the sample needed 4 hours to reach steady state. Therefore,

the DC voltage (VDc) was held steady for 4 hours before the AC signal was applied for

the impedance measurement.

Current response in the time domain was measured with a Keithley 236 source

measure unit and data was collected with a custom Labview program. The sample under

investigation was sealed in the stainless steel canister and kept under vacuum during the

measurement. Temperature was controlled by a Sun system EClO environment chamber.

The VDC was applied for 4 hours to bring the sample to steady state, followed by a small

amplitude voltage oscillation of magnitude 10mV. The sampling rate for these current

measurements was lOpt/s.

5.3 Experimental results

AC impedance with VDC =0 of PA between two electrodes were understood within the

frame of electrode polarization and the ion hopping mechanism that can be found in

chapter 3, section 3.3. Based on those experiments and analysis, the effects of VDC in

addition to the small amplitude AC signal are studied. The capacitance spectra under VDC

at temperatures 308K, 328K and 348K are showed in figure 5.1. The effect of VDC on

capacitance is small until 0.5V or higher. For T = 328K and 348K and in the low
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frequency region, the capacitance decreases considerably for VDC = O.5V when compared

with those at lower VDC• The decrease becomes even more dramatic at T = 308K, when

the dielectric constant turns to negative at low frequency.
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Figure 5.1 Frequency dependent capacitance under various VDC for three temperatures:
T = 308K (solid symbols), 328K (empty symbols), and 348K(solid symbols with lines).
For each temperature, tests are done at the following VDC OV (squares), O.3V (circles) and
O.5V (triangles).

Impedance measurement with VDC=O in chapter III demonstrates scaling properties in

impedance-related functions at temperatures from 308K to 398K. As demonstrated in

figure 5.2, the £' spectra at 308K,328K and 348K converges into one curve after

normalizing with the characteristic frequency from the loss tangent (OJLT) at each

temperature. However, as shown in figure 5.3, there are significant deviations from the

scaling properties in the low frequency region when the VDcis non-zero, and peaks
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appear at different frequencies for T = 308K, 328K, and 348K. For frequencies higher

than 1Hz, the scaling properties still hold. At this point, we can see that the deviations

from scaling properties and the appearance of negative capacitance for T = 308K at low

frequency cannot be attributed solely to the rate of the relaxation process.
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o T=308K, V=OV
o T=328K, V=OV
6 T=348K, V=OV

/'::,. 0 0

/'::,. 0 0

0) (rad/s)

Figure 5.2 Frequency dependent £' at T = 308K, 328K, and 348K after the frequency is
normalized with OJLT at each temperature .The VDC is zero for all three temperatures.
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Figure 5.3 Frequency dependent E' at T = 308K, 328K, and 348K after normalization with

WLT·

Impedance analysis was also carried out where the applied voltage was higher than

O.5V, and the absolute value of the real part of the permittivity is shown in figure 5.4. As

described above, the real part of the permittivity starts to become negative at low

frequency when the VDC is O.5V or greater. Also, an enhancement of the capacitance is

observed at intermediate frequencies (O.1Hz to 1000Hz).
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Figure SA Frequency dependent i at T =308K with applied VDcfrom OV to 0.9V The
inset expands the low frequency region with VDC from OV to OAV to demonstrate the
decrease of e'

Correspondingly, the o-is affected dramatically also by the VDc, especially when VDC

is higher than 0.5V, as shown in figure.5.S. The o-in the low frequency regime (around

0.1 Hz) increased by 3 orders of magnitudes at VDc=0.9V when compared with that at

VDC = OV The conductivity in the intermediate frequency region (from 10Hz to 1KHz) is

also enhanced by the VDC, although not as much as that at the lower frequencies.
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Figure 5.5 Frequency dependent aat T = 308K with VDC from OV to 1.1 V.

The influence of VDC on capacitance is present only in the low frequency region, as

shown in figure 5.6. In addition, there is little difference between the capacitance at OV

up to O.3V. When the VDC becomes greater than O.3V, the low frequency capacitance

starts to decrease. The VDC dependence of the capacitance is illustrated by selecting a

representative low frequency (25mHz), as shown in figure 5.7. The capacitance increases

by a modest amount as the VDcincreases from OV to O.3V. In contrast, the capacitance

starts to decrease greatly when the VDcis higher, and finally becomes negative at O.5V.
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The influence of both VDC and charge injection can be seen more clearly from the

frequency dependence of the conductivity. Not surprisingly, the conductivity in the low

frequency region increases when the applied VDcis increased from OV to O.5V as showed

in figure 5.8.
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Figure 5.6 Frequency and VDC dependence of the capacitance in the low frequency region
at T = 308K. The inset shows the whole spectrum from O.OlHz to IMHz to demonstrate
that differences in the capacitance are only introduced by the VDC in the low frequency
regIOn.
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Figure 5.7 Applied voltage dependence of the capacitance at T = 308K for 25mHz.
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Figure 5.8 Frequency dependent afor T = 308K under the VDcrange from OV to O.5V.
There is a noticeable increase in the awhen V = O.5V as the frequency is lowered.
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As shown in figure 5.9, o-in the low frequency region goes up as the frequency is

lowered at both T =308K and 328K. However, the degree of increase at 328K is not as

dramatic as that at 308K.

1~ 1~ 1if 1~ 1~ 1~ 1~ 1~

0) (rad/s)

Figure 5.9 Frequency dependent 0" at T =308K (D) and 328K (0) with VDc=O.5V.The
increase of conductivity with lower frequency is only present at 308K. At T= 328K, the
conductivity only shows a gradual decrease as the frequency is lowered.

5.4 Discussion

5.4.1 Influence of ion motion on impedance measurement

As discussed in the section 4.4.2 in chapter IV, the influence of VDC on the

capacitance can be understood within the framework of both electrode polarization and

electrode processes at the interface. Therefore, both double layer formation and Faradic

processes at the electrodes are key elements in explaining the VDC dependence of the AC
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capacitance, as proposed and confirmed in the chapter IV. Similar procedures can be

applied in this chapter, except that ions are mobile and need to be included in analysis.

Clearly there is a Faradaic process at the electrodes in which charge is transferred

across the interface. The charge transferred causes redistribution of ionic carriers, which

leads to the decrease in the ionic space charge concentration close to the interface.

Beyond the similarity in the trend of the VDC dependence of the capacitance at low

temperatures (173K-233K) and high temperatures (308K-348K), the two do differ in the

degree of change upon the application of VDC' The capacitance at low frequency at 308K

decreases more dramatically and becomes negative at O.5V (figure 5.7). Considering that

the charge injection is enhanced by the mobile ions at 308K, more electronic carriers can

be transported across the interface. The decrease of ionic space charge is more apparent

compared with that seen where T = 173K in Chapter IV.

However, it is interesting to note that the o-shows a different frequency dependence

at O.5V from that at the lower VDC' In contrast to the continuous decrease of o-as the

frequency is lowered, the conductivity is seen to first decrease and then increase at VDC =

O.5V. The absence of this aberration at T =173K indicates that it results from the

interaction of mobile ions and electronic carriers and that the DC conductivity at low

frequency is related to the ion diffusion. In response to the stimulus, ions move towards

the interface in response to the electrical stimulus. When the frequency is higher than the

typical ion response frequency, the motion of the ions lags behind the electric field.



100

Thus, the ability of ions to assist the electronic charge injection is limited. At lower

frequencies, the ions move fast enough to accommodate the changing electric field, and

the charge injection is enhanced tremendously in this case. The differential conductivity

therefore increases when the frequency is lower because of the relaxation of ions.

The ion diffusion process is highly temperature dependent. Based on the above

analysis, the conductivity enhancement in the low frequency is associated to the ion

diffusion process. It is expected that this behavior depends on the temperature also. This

makes sense, considering that the ion dynamics is very different at these two

temperatures. The ion mobility is higher at 328K, and correspondingly the ion relaxation

frequency is higher. The increase in o-occurs at higher frequency, which coincides with

the decrease of o-due to the blocking electrode. In addition, ion conductivity increases to

a large degree with temperature. The increase of o-due to VDcat T = 328K is

overshadowed by the enhancement in the ion conductivity. Therefore it is easier to see

the increase in conductivity when the frequency decreases at T =308K compared with

that at T = 328K.

The rise of conductivity in the low frequency region seems to be unique to this

system. It results from the coupling of two processes of very different rates: a faster

electronic transport process and a slow ion relaxation process. Thus, these results indicate

that the impedance analysis under VDCcan offer rich information about interactions

between electronic and ionic charge carriers.
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5.4.2 High DC voltage

At higher VDC, more dramatic changes in the impedance-related functions can be seen

in the low frequency region. As shown in figure 5.4 and 5.5, the effects of higher VDCcan

be summarized as follows:

1. The capacitance in the low frequency region becomes more and more negative.

2. The frequency where the low frequency dispersion starts to take off shifts to higher

values

3. The slope of the real part of the permittivity in the low frequency region is about -1.5

when the VDcis above O.5V.

These results are difficult to explain because the processes involved are not just

dielectric relaxation. Indeed, the regime in question contains both substantial charge

transport across the interface as well as all of the microscopic dielectric processes such as

ion relaxation, electrode polarization, and geometric capacitance charging. Conventional

impedance analysis is not enough to account for all of the above contributions. It is

necessary, therefore, to go to a time domain measurement and simulation for explanation.

5.4.3 Normalization at various temperatures

Abnormal capacitance at low frequency has been observed in various systems and

attributed to different mechanisms specific to the system under study. In devices with

anionically functionalized po1yacety1ene as the active layer, both ionic and electronic
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carriers can contribute to the impedance related functions, as shown in the previous

chapter. To identify the major source of negative capacitance, AC impedance analysis

under VDC with frozen ions was performed in Chapter IV. Large amount of electronic

carriers were injected into the device before the ions were frozen. However, the

capacitance does not change sign in that case. This indicates that the electronic carriers

alone are not enough to create the abnormal capacitance behavior. The dynamic response

of ions is necessary for the negative capacitance. Jonscher has proposed an

electrochemical model to explain the dielectric dispersion and negative capacitance at

low frequencies in electrochemical systems, in which the Faradic process in the region

close to the electrodes causes the diffusion of ions from the bulk to the interface[12]. As

discussed earlier, this model is sufficient to explain the temperature dependence of the

capacitance when the VDcis O.5V or lower. However, one problem with this model is that

with the ion mobility as the dominant factor, the behavior of the frequency dependent

capacitance is scalable in terms of temperature, as illustrated in Chapter 3, figure 3.12.

Clearly this is not the case for impedance measurements under VDC. The answer must

therefore lie in the interaction between the ionic and electronic carriers. When the VDcis

higher than O.5V, the charge injection and transport are largely enhanced by the

assistance of ions. This indicates that the system is in the electronic charge transport

regime and needs to be treated as an electronic conductor, and not merely as a dielectric

material.
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The interaction of ionic and electronic carriers can be explored by transient current

measurements under VDC. Both types of carriers contribute to the transient current.

However, the contribution from ionic carriers is only present at the early times of applied

voltage, while the contribution from electronic carriers is closely related to the ion

redistribution process and accounts solely for the steady state current. In general, the

transient current decays continuously over time with low VDC and starts to increase only

when the VDC is O.5V or more. A detailed discussion of the current transience can be

found in chapter VI, section 6.3. The current decay followed by this increase is indicative

of inductive behavior in terms of the phase shift between the current and applied voltage.

The connection between the measurements in the time domain and frequency domain can

be established using a Fourier transform. To build this relationship, the measurement in

the time domain is carried out (showed in figure 5.10) and simulations using Fourier

transform are done to compare with the results from the frequency domain.

In general, the displacement current associated with the ion redistribution and

formation of the double layer is capacitive, (in which the current leads the voltage). At

the same time, the electronic charge injection could potentially generate inductive

behavior since it usually initiates on a finite timescale related to the redistribution of the

IOns.
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Figure 5.10 Transient current measurements at (a). T = 308K and (b). T = 328K as a
function of time, both with a VDc ofO.5V.
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Experimental results from transient current measurements under applied VDC can be

used to infer the properties of the displacement current and the current associated with the

electronic carrier injection because the initial current is representative of the former and

the steady state current of the latter. The initial current-applied voltage relationship is

linear while the steady state current changes exponentially with the applied voltage.

5.4.4 Capacitance calculations [13]

Impedance spectroscopy measurements are related to the time domain measurements

by a Fourier transform. The observation of negative capacitance for a great number of

diverse materials requires a generally applicable approach for an explanation, rather than

assigning the origin to some physical mechanism specific to the system under study.

Much work has been done from the viewpoint of defining and calculating the capacitance

in the time domain in order to understand the origin of negative capacitance.

The current response to a small amplitude voltage step can be separated into three

parts: a step-like current which contributes to the DC conductivity, an impulse-like

current which is associated with the geometric capacitance, and a relaxation current (liI(t))

which results from the dielectric process. The AC capacitance (C( m)) can be calculated

by Fourier transform as follows:.

1 =
C(m) = Co +- flil(t)cOS(OI)dt

~V 0

eq. (5.1)

Where Co is geometric capacitance, L1 V is voltage step as stimulating signal.
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As can be seen from the above equations, the frequency dependence of the

capacitance is determined by the cosine transform of the transient current in response to

the small step in DC voltage Ll V. One example is depicted in figure 5.11 with both the

cosine function with certain frequency and the transient current measured. Depending on

the evolution of the transient current, the following three cases are possible:

1. If the transient current decreases monotonically (as in the case where a

capacitor is discharged), the transform will be positive for all frequencies.

2. For the monotonically increasing transient current, the real part of its Fourier

transform will be negative for all frequencies.

3. If the transient current does not decrease monotonically, the Fourier transform

will be positive or negative for a limited frequency range.

Simulations based on equations 5.1 were carried out for two situations: VDC = OV with

a 10mV step (L1 V) at T = 348K and VDC = O.5V with a 10mV step (L1 V)) at T = 308K.

The transient current at T =348K at VDC=OV was preferentially selected because the

current at T =308K was very noisy. The capacitance calculated from these simulations

follows the trend of low frequency dispersion in the measured capacitance at 348K very

well, although there are some qualitative discrepancies between the two. However, the

similarity is such that it demonstrates that the procedure for the simulation does indeed

seem to work. Further simulation based on the transient current at V = O.5V at T = 308K

was also performed and the results are shown above in figure 5.12 and 5.13. The key

features, such as low frequency dispersion, negative capacitance at very low frequency,



and a plateau at intermediate frequency are present in both the experimental and the

simulated capacitance. These results strongly support the argument that the negative

capacitance is closely related to a certain transient current profile, namely the delayed

current increase.
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Figure 5.12 Capacitance measured with impedance spectroscopy (0) and that calculated
from the Fourier transform of transient current (line) as a function of frequency at T =
348K. The VDcis zero in both cases, while the small amplitude step is lOmV.
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5.5 Conclusions

The impedance analyses were executed by probing the samples with a small

amplitude AC signal while they were under the influence of DC voltage (VDc). It is

observed that the capacitance at low frequency «20Hz) increases modestly with VDC in

the range ofOV to 0.3V, and then decreases significantly as the VDccontinues to increase.

Correspondingly the low frequency conductivity is enhanced when the applied VDcis

higher than 0.3V, which indicates that the interaction of electrode polarization and carrier

injection is contributing to the VDcdependence oflow frequency capacitance.

It is observed that o-increases while the frequency is lowered when the frequency of

the electric field is below the ion relaxation frequency. This interesting relationship

between the timescale of AC signal and the ion relaxations leads to the theory that the

ability of ions to accommodate the change due to the external stimulus is crucial to the

charge injection and that charge injection is enhanced due to the ion redistribution. In

Chapter VI, this argument will be expanded with the comprehensive investigations of the

electrical properties of the anionically functionalized polyacetylene sandwiched between

two metal electrodes.

It is observed that capacitance in the low frequency region becomes negative when

the VDC is 0.5V or greater. Simulations based on the Fourier transform of the transient

current under VDC indicated that the transient current resulting from the interaction of

ionic and electronic carriers contributes to this observed negative capacitance. Especially,
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the delayed CUlTent rise-up that appears only when the VDcis higher than 0.5V gave rise

to inductive behaviors, therefore the negative capacitance. In addition, the AC

capacitance can be roughly reproduced from the Fourier transform of the transient CUlTent.
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CHAPTER VI

ELECTRICAL CHARACTERIZATION OF AN ANIONICALLY

FUNCTIONALIZED POLYACETYLENE BETWEEN METAL ELECTRODES

6.1 Overview

Recently, there has been extensive studies on light-emitting electrochemical cells

(LECs)[1,2]. The presence of ions in the active material ofLECs has been shown to

affect their electrical properties[3]. However, key issues are still not clear such as the role

of ionic carriers on electronic carrier injection, and the carrier and electric field

distributions. In this chapter, the charge transport properties of sandwich structures

containing the anionically functionalized polyacetylene PA (see figure 3.1) as the active

layer are investigated. Transient current measurements under applied DC voltages (Vapp )

ranging from OV to 1.5V are carried out. These measurements, combined with data

gathered from monitoring the relaxation of samples from steady state under either a

short-circuit or open-circuit configuration, are analyzed to infer the carrier and electric

field distributions.

6.2 Experimental procedures

Samples were prepared in the same way as described in Chapter 3. During

measurements, samples were enclosed in a stainless steel container sealed with a copper

gasket and evacuated with an Axiden 2010 standard vane system pump to generate a

vacuum of about 20mTorr. The vacuum container was then set in a Sun Electronics EClO

environmental chamber to control temperature. Current-voltage measurements were
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carried out with a Keithley 236 source-measure unit, which was controlled by a custom

Labview program. Control experiments were done to confirm that the voltage applied did

not degrade or irreversibly change the sample. The measurements were also carefully

designed to avoid any history effects, in that samples were fully relaxed by a combination

of short circuiting and annealing.

There are many measurement techniques involved in this chapter, so it is helpful to

describe each of them at the outset:

1. Potential step - the potential is instantaneously stepped from OV to a steady

voltage, Vapp , and the resulting current transient is measured. The Vapp ranges

from OV to 1.5V in this chapter.

2. Short-circuit relaxation - samples are first driven to steady state under a certain

Vapp , and then they are switched to a short-circuit configuration, and the current

through the short circuit is measured. The Vapp mentioned in the context of short­

circuit current (Isc) measurements refers to the driving DC voltage.

3. Open-circuit relaxation - samples are first driven to steady state under a certain

Vapp , and then they are switched to an open-circuit configuration and the voltage

across the open-circuit, Voc, is measured.

4. Fast current-voltage sweep - samples are first drive to steady state under a certain

Vapp , and then a fast linear voltage sweep is conducted while the current is

measured.

For any measurement involving a potential step away from equilibrium, the sample

was always short circuited for a sufficiently long time so as to return the sample to
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equilibrium. Many control experiments were done to test the stability of the samples

under the extreme of the measurement situations explored. For example, DC voltages

sufficient to pass current densities of -5mA / cm-2 were applied for more than 10 hours at

elevated temperatures. The samples showed very good stability under these extreme

measurement conditions. For example, sample yjw7272 was tested for 30 hours at O.lV,

0.5V, 0.8V and 1.2V, as showed in figure 6.1.
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Figure 6.1 Transient current in response to potential steps Vapp = 0.1 V, 0.5V, 0.8V and
1.2V (as labeled) at 328K. There is little change in current for about 30 hours after
current reaches a peak at about Ih.

The sample demonstrated exceptional stability at all of these voltages, and there was

no sign of degradation even at high current densities (>20mA/cm2
) for 30 hours. The

experimental results also showed high reproducibility both for repeated measuremet on
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one sample and from sample to sample. Most of the experiments were done at 328K

because of both the relatively high ion mobility and good sample stability achieved at this

temperature. Temperatures higher than 328K would certainly increase the ion mobility,

.
but the samples cannot be studied over the full range of Vapp due to the higher DC current

and thermal energy. However, some measurements at 308K and 348K were also carried

out to explore the temperature dependence of the electrical properties.

To explicitly demonstrate that the relaxation procedure employed sufficiently relaxed

the sample, a series of potential steps over the range of 0.1 to 1.5 V was conducted and

then repeated. For each step, Vapp was held for 4 hours and then the sample was relaxed

for 8 hours in the short-circuit configuration. The currents measured 4-hours following

each potential step are shown in figure 6.2. The potential step measurements showed

good reproducibility when the 8-hour short-circuit relaxation protocol was employed.
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Figure 6.2 Steady-state current from potential step measurements plotted as a function of
Vapp where the filled symbols (e) are from stepping down from 1.5V to 0.1 V, and the
open symbols (D)) are from stepping up from 0.1 V to 1.5V. For each Vapp, the current at
the 4th hour is taken as the steady state current.
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6.3 Experimental results

The results of potential step experiments over the range of Vapp= 0.1 V to 1.5V are

shown in Figures 6.3 and 6.4. The experimental results are split into two graphs so the

features at low (up to 0.7V, Figure 6.3) and high Vapp (>0.7V, Figure 6.4) can both be

clearly identified. As can be seen, the form of the transient current depends on the value

of Vapp • When Vapp is between 0 and 0.3V, the current decays continuously over the whole

period of the measurement. At O.4V, the initial current decay is followed by a modest

upturn at 200 seconds. The upturn becomes more and more apparent as Vapp increases,

and the shape of the current transient after the upturn depends on Vapp • At Vapp = 0.5V the

current maximizes after the upturn and a peak is observed. As the Vapp increases, the

peaks become less evident giving way instead to a monotonic increase to the steady-state

value. Close examination of the current transients in figures 6.3 and 6.4 reveals that the

current continues to decrease with time, albeit slowly, after the maximum. It is

worthwhile to notice that the percent decrease from the peak current to the steady-state

current goes down as the Vapp increases, from about 50% at 0.5V, to about 6% at 1.5V.

This behavior is reproducible when measured again, and therefore, it rules out the

possibility that the decrease in the transient current is due to degradation of the material.

The implication of these observations will be analyzed in the discussion section. Overall,

the change in current after two hours was observed to be minimal, so the sample was

considered to be in steady state after holding Vapp constant for 4 hours. The extent to

which steady state had truly been achieved can be seen in figure 6.1, which shows current

transients out to thirty hours. The current at 4 hours is similar to that at 30 hours.
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Figure 6.3 Transient current in response to potential steps in the range Vapp = 0.1V to
0.7V (as labeled) and plotted in a log-log scale to show the major features at all the time
scales involved.
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Figure 6.4 Transient current in response to potential steps in the range Vapp = 0.8V to
I.5V (as labeled) and plotted on a log-log scale.
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The current at 4 hours after the potential step, which as described above, is taken as

the steady-state current, Iss, is shown in Figure 6.5 as a function of Vapp • The Iss-Vapp

curve has a sigmoidal shape in the semilogaritmic representation of Figure 6.5, with Iss

increasing more rapidly with intermediate Vapp than with lower or higher Vapp • The Iss-

Vapp relationship is clearly different from what predicted by the space charge limited

current model, as discussed in section 1.7 of chapter I.

0.2 0.4 0.6 0.8 1.0 1.2 1.4

V
app

(V) .

Figure 6.5 Steady-state current versus Vapp •

As discussed in chapter III, section 3.2.2, impedance studies were used to conclude

that ion transport in the polymer is a thermally activated process with an activation

energy of about O.98eV. Hence, the current transients of the Au I PAl Au structure are

expected to be strongly temperature dependent with the temperature dependence
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providing insight into ion dynamics. Consequently, potential step experiments were

performed at a limited number of temperatures. Figure 6.6 shows the results of potential

step experiments at T = 298K, 315K and 328K. Data with Vapp = O.6V are shown because

at intermediate voltages such as this, the current transient shows the richest behavior. The

curves at the various temperatures are similar in shape, but the onset time (tonsea,

corresponding to the large increase in current, shifts earlier as the temperature increases.
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Figure 6.6 Transient current in response to a potential step with Vapp=O.6V at T = 298K,
315K, and 328K (as labeled) for sample yjw8080A.

The tonset is indicative of the timescale for double layer formation, and consequently,

the activation derived from the temperature dependence of this timescale should correlate

with that measured for the ionic conductivity using impedance measurements (see

Chapter 3). Figure 6.7 shows the temperature dependence of tonset-I, and the resulting
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activation energy was calculated to be 1.04 eV, which is very close to that measured

using impedance spectroscopy.
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Figure 6.7 Arrhenius plot of tonset. The derived activation energy is 1.04eV.

When the Au IPAl Au structures are subjected to a potential step there is presumably

a substantial redistribution of ions and injection of electronic charge carriers. As

discussed below, these processes lead to the complex current transients measured in the

potential step experiments above. Additional insight into the steady-state charge

distribution was pursued by using three different types of measurements: short-circuit

relaxation from steady-state, open circuit relaxation from steady-state, and fast IV

characterization of the steady-state.

Figure 6.8 shows the results of short-circuit relaxation measurements. These he

transients show decays that cannot be described simply by either
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exponential or power law behavior. By integrating the lsc, the charge injected into the

sample can be estimated. The total charge extracted using this method increases

exponentially with Vapp during the potential step, as shown in figure 6.9.
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Figure 6.8 Short-circuit relaxation current after a potential step of Vapp from 0.1 V to 1.5V
had been applied for 4 hours.

The results of open-circuit relaxation measurements for Vapp from 0.1V to 1.5V are

showed in figure 6.10. The arrow indicates how the first measured voltage in the open-

circuit configuration (Voc) changes with Vapp • Figure 6.11 shows this initial Voc as a

function of Vapp , and it first increases fairly rapidly with Vapp and then reaches a plateau at

about 0.5V.
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Figure 6.9 Relationship of the total charge extracted from integration of the short-circuit
relaxations as a function of Vapp . The plot is on a log -linear scale, therefore the amount
of charge collected from the transient Ise exhibits an exponential dependence on Vapp .
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Figure 6.10 Open-circuit voltage (Y axis) after the sample has been prepared to steady
state. The Vapp is indicated in the graph.
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Figure 6.11 Initial open-circuit voltage Voc vs Vapp

The results of fast current-voltage measurements at 1OVIs and immediately

following a 4 hour potential step to Vapp are shown in Figure 6.12 (top graph). Rectifying

behavior is observed. In these rectifying curves, the current is negative at OV and

remains negative until a forward bias (positive in Figure 6.12) is increased up to certain

value. The forward bias at which the current becomes zero is an open-circuit voltage,

which is showed in figure 6.12 (bottom graph).
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Figure 6.12 Linear current-voltage sweep measurements and open-circuit voltage. In the
top graph, current-voltage measurements with a scan rate of 1 Vis are shown from OV to
1.5V and immediately following a 4 hour potential step at Vapp . In the bottom graph, the
initial open circuit voltage, Voc , from the fast linear voltage sweep shown in top graph and
its difference (Va) from the value of Vapp are compared.
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The open-circuit relaxation (figure 6.10 and 6.11) measurements and the fast linear

current-voltage sweep (figure 6.12), which also yields an open-circuit voltage, are

different techniques in that they are probing the state of the sample with very different

electrical configuration. Despite some differences in the values, the open-circuit voltages

from the two methods are consistent in that they both show an increase of the built-in

potential with Vapp up to about O.5V, and then a plateau as the Vapp is increased beyond

this point. The consistency between the results from the two different techniques

effectively validates these measurements.

Due to the interaction between the ionic and electronic carriers, the field and carrier

distribution within the bulk and across the interface evolves towards a steady state when

the sample is under Vapp • The status of the sample at any particular moment can be probed

by short-circuit measurements by varying the duration (td) of the potential step before

short circuiting. Ise with potential-step experiments ranging from td=5 sec to td =4 hours

were performed with Vapp of 1.5V. As shown in figure 6.13 for td = 5 sec, the shape ofthe

Ise is reminiscent of those with low DC voltage «0.8V). The behavior of the Ise decays

as a function of td follow the same trends as the short-circuit decays from steady state as a

function of Vapp from 0.1 V to l.5V. The initial discharge current is plotted versus the

driving duration in figure 6.14. The results from potential-step experiments are also

included in this graph for comparison. The initial short circuit current over td follows the

potential step current transience very well, with a sharp rise-up first, followed by a

plateau.
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Figure 6.13 Short-circuit relaxation current following a potential step of Vapp =1.5V as a
function of the duration of the potential step (as labeled).
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Figure 6.14 Current on the left axis and initial he on the right axis as a function of time.
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At the same time, the charge versus td exhibits a different behavior from the steady-

state charge versus Vapp in that the former increases linearly with td , as showed in figure

6.15. Clearly the amount of charge injected and stored in the sample keeps on increasing

even when the potential step current reaches a peak and begins to decay slightly.
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Figure 6.15 Current on the left axis and charge on the right axis as a function of time

Potential step measurements were also performed on samples with thicknesses

ranging from 200nm to 1800nm. The steady-state currents Iss in response to a potential

step for these samples are plotted in figure 6.16. The Iss at a given Vapp decreases as the

sample thickness increases. The inset in figure 6.16 shows Iss normalized by the

thickness of each sample. Four Iss-Vapp curves collapse into one curve after the

normalization, except at the lowest Vapp • The fact that values of Iss converge after the
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normalization reveals Iss is inverse-linearly related to the thickness of the sample.
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Figure 6.16 Thickness dependence of the steady-state current with samples of thickness
200nm, 220nm, 667nm and 1800nm. The inset showed the current normalized with
sample thickness.

The short-circuit relaxation current following a 4 hour potential step at Vapp = I.5V as

a function of thickness is shown in figure 6.17, and this data illustrates the thickness

dependence of the discharging behavior. There is a clear trend that the thicker samples

more closely follow a power law behavior over a wider range of time. The power

indexes are about the same over a near 10-fold variation in the thickness (from 200nm to

1800nm). There is a negligible difference in the initialIse considering the large thickness

range (200-1800 nm) involved. Much larger differences can be seen in



the longer-time regime of the short-circuit current. A shoulder is observed in samples

with thicknesses of 667nm and 1800nm.
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Figure 6.17 Comparisons of transient short-circuit current at 1.5V with thicknesses
ranging from 200nm to 1800nm. Thickness of each sample is indicated in the legend.

A plot of the charge calculated from the short-circuit decay from steady state versus

the value of Vapp also shows a thickness dependence, as shown below in figure 6.18.

Clearly, the two thicker samples store 10 to 15 times more electronic carriers than the

samples of 200nm do at high voltage (>1V).
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Figure 6.18 Charge versus Vapp with samples of various thicknesses. At higher voltages, it
is clear that thicker samples store more charge. The trend is not so apparent at voltages
lower than 0.6V.

6.4 Discussion

The goal of the work presented in this Chapter is to develop a better understanding of

the distribution of ions and electrons in PA as a function of bias and time. The data

support the following qualitative picture regarding the response of PA to a potential

step[4].

1. Ions move toward the interface to form a double layer. The initially uniform field

is redistributed with large fields forming at the interfaces and a reduction of the field

in the bulk.

2.The formation of large electric fields at the interfaces substantially increases the

rate of carrier tunneling and hence the injection of electronic charges is enhanced.[5]
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3a. At low bias, the average density of injected electronic charge carriers remains

below the effective density of ionic charges. The large of excess of ions near

completely screens the bulk from the charges on the electrodes and the electric field

in the bulk is near zero[6]. The steady-state transport of carriers across material is

driven by diffusion.

3b. At high bias, the average density of injected charge carriers at steady-state

exceeds the effective density of ionic charges. The electric field distribution is

determined both by the ionic and electronic carriers and the electric field in the bulk

is significant. The steady-state transport of carriers across the material is driven by

both drift and diffusion [7].

The above sequence of events is mapped onto an energy level diagram in Figure 6.19

and 6.20. Figure 6.19 shows the relative energy line-ups of the metal Fermi surface and

the LUMO and HOMO of the organic compound PAwith no applied bias. The energy

levels are estimated from previous cyclic voltarnrnetry studies[8]. Figure 6.20 compares

the equilibrium energy-level diagram with the steady-state diagram under the low and

high bias conditions described above.

Figure 6.19 Energy level diagram of the AulPAIAu device. The Fermi level of the gold
electrode is closer to the valance band of the polymer than to the conduction band edge.
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Figure 6.20 Energy level diagram of the AulPAIAu device under (a) zero Vapp , (b) low
Vapp , and (c) high Vapp • Solid lines represent the energy levels of polymer, while the
rectangle box represents the energy band of gold.

The initial polarization of ion (Step 1 above) and the subsequent injection of

electronic charge carriers (Step 2 above) are supported by the following observations.

1) As is most noticeable at low bias, the current in response to a potential step

initially decreases with time consistent with the polarization of ions against blocking

electrodes to form a double layer. Except at the very lowest voltages, this current

decrease then gives way to an increase supporting the idea that double layer formation

enhances the injection of electronic charge carriers. At the lowest values of Vapp, the

interfacial electric field is not yet sufficient to drive substantial carrier injection, and a

pronounced increase in the current is not observed.

As showed in figure 6.7, the activation energy from potential-step experiments is

about the same as that calculated from the impedance measurements in Chapter 3 (see

section 3.2.2). The absolute time scale for tonset is also comparable to that assigned to the

electrode polarization process in the impedance studies. The values of tonset at 3l5K and

328K are 6.3 seconds and 22.3 seconds respectively. The corresponding values of tonset-l
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are 0.142 Hz and 0.045 Hz, respectively. The electrode polarization frequencies from

impedance measurements at these two temperatures are 0.15 Hz and 0.05Hz respectively,

which are very close to the frequencies calculated from the onset time. The fact that the

two sets of data match very well confirms the connection between the electronic carrier

injection and the formation of a double layer. This is a strong support for the argument

that the charge injection is enhanced by the ion redistribution.

2) The substantial redistribution of ions that occurs upon application of bias is also

evident from the decay measurements from steady state. Any non-equilibrium density of

electronic charge carriers that are not coupled to ion motion will relax faster than the time

scale of either the open-circuit or short-circuit decay measurements. The earliest time

point for these measurements is 0.1 s. As discussed in Chapter 4, the timescale for

electronic carrier motion is much greater than kHz at room temperature, and hence, any

redistribution of electronic carriers will be complete prior to the first time point in the

relaxation measurements. The substantial current and open-circuit voltage measured

further illustrate the substantial redistribution of ionic charge carriers that occurs upon

application of a potential step. Such long-time transients would not be observed in more

conventional electronic devices.

Due to the limited speed of the measurement, the open circuit measurement can only

detect the potential related to the ionic space charge. At the temperatures used for these

experiments (298K to 328K), the electronic carrier relaxation is too fast to measure.

Therefore, the contribution from the electronic carriers in the bulk to the potential

becomes zero before the first voltage reading (Voc) is collected. The difference between
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Vapp and the measured open circuit voltage (VoJ is then related to the internal electric

field resulting from the electronic space charge.

3) As high as a mA/cm2 steady-state current is achieved with Vapp = 1V. In contrast,

in organic LEDs, which are very similar to AulPAIAu except for the absence of ions in the

active layer, the charge transport is often inhibited by the difficulty in overcoming the

barrier at the interface[9,10,11]. Often voltages much higher than 1.5V need to be applied

before substantial current (mA/cm2
) can be observed. This contrast between the AulPAIAu

structure and organic LEDs confirms the role of ions in enhancing the electronic carrier

injection. In addition, potential step measurement on samples with thicknesses ranging

from 200nm to 1800nm demonstrate that the charge transport is a bulk-limited process,

which is consist with the idea that charge injection is enhanced due to ionic space charge

at the interface. A fundamental parameter for determining charge transport through the

polymer device is the dominating transport mechanism: interfacial charge injection or

hopping transport in the bulk [12,13,14]. Heterogeneous charge transfer kinetics at the

Aulanionic-functionalized polyacetylene (PA) interface strongly depends on the electrical

field at the interface. In the AulPAIAu system, the redistribution of ions contributes to

both a double layer and a high electric field at the interface. The double layer is

dependent on Vapp, temperature, the types of ions and ion concentration, but not on the

thickness of the sample. Figure 6.16 shows that the steady state current is inversely

related to the thickness of the sample. This indicates that the conduction mechanism in

MIECs is dominated by charge transport in bulk rather than interfacial charge injection.
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6.4.1 Low voltage regime (Vapp up to O.7V)

The ultimate steady-state field distribution depends on Vapp . The assertion that the field

is near zero in the bulk for Vapp <0.7 (3a) is supported by a number of observations.

1) The initial Voc follows Vapp • As mentioned above, the timescale at which the

potential in the bulk is dissipated by the electronic carriers is much smaller than the

measurement time. Therefore, any contribution to Voc from uncompensated electronic

carriers will relax before the initial Voc is collected. The fact that the initial Voc follows

Vapp so closely indicates that the field distribution within the material is mostly

detennined by the ion distribution. Since the electrodes are blocking to ionic carriers, the

steady-state ionic current is zero, and there is no ionic space charge in the bulk.

According to Gauss's law, the electric field is zero.

2) The dominance of the ionic carriers in shaping the potential distribution, and hence

to a near zero electric field in the bulk, for Vapp < 0.7 is also supported by the observation

that the injected electronic charge density remains below the effective mobile ion density.

The density of injected electronic carriers (ne) can be estimated from the short-circuit

measurements, in which the portion of the electronic carriers that recombine through

external routes are collected. A crude calculation shows that when Vapp is about 0.6V, ne

is about 1019 fcm3
, which is comparable to the effective ion concentration (nion) calculated

from the electrode polarization modeling in chapter III. The fact that the ne remains

below the effective mobile ion density also explains the decay in the potential step

experiments following the peak, which is most strongly observed in the lower voltage

regime. The ion redistribution is a very slow process, and the continued formation of
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electric double layers and reduction of the internal field to near zero continues well after

the majority of the electronic charge carriers have been injected leading to a decrease in

the drift and overall current. The net result of the charge injection enhancement and the

drift current reduction, both due to ionic double layer formation, results in a maximum

followed by a decay. The above description is best illustrated in figure 6.21.
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Figure 6.21 Plot of the transient current separated into four regions to indicate the
evolution of both the electric field and transport properties.

6.4.2 High voltage regime ( Vapp > O.7V)

At higher Vapp , the assertion that there is substantial field in the bulk is supported by

the following observations.

1) The initial Vac starts to saturate at O.5V when the Vapp is O.7V. Consequently the

discrepancy between Vapp and Vac increases linearly as showed in figures 6.11 and 12.
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As discussed before, the contribution to Voc from electronic carriers decoupled from

the ionic carriers relax much quicker than the timescale of the measurement. The ever­

increasing discrepancy between Vapp and Voc at high Vapp suggests that the electronic

carriers in the bulk are assuming significant portion of Voc• The electric field in the bulk is

then non-zero since the electronic space charges induce a potential gradient within the

polymer.

2) The result that the density of injected electronic carriers is higher than that of

effective ionic carriers at high Vapp (>0.7) also supports the argument that the electronic

carriers contribute to the electric field. In this case, the dominance of ionic carriers is

broken, and the electric field is jointly determined by both the ionic and electronic

carrIers.

3) The assertion that the electric field is non-zero in the bulk is consistent with the

potential step experiments at high Vapp (>0.7V). As we can see in figures 6.3 and 6.4,

the current decay after its maximum at high Vapp is much less than that in low Vaw The

screening of the electrical field in the bulk reduces the drift current. The smaller drop in

current following its maximum at high Vapp implies incomplete screening, and therefore a

persistent drift current.

The above analysis indicates that the n e in comparison to nion is crucial in

understanding the electrical characteristics of the AulPAIAu structure. The electric field

distribution can change from mostly determined by ionic carriers to jointly determined by

ionic and electronic carriers when ne is comparable or higher than nion. A direct way to

probe the ne is the potential step experiments followed by the relaxation through a short



138

circuit configuration. As we will see, analysis of he provides information about the

charge distribution, and further strengthens the assertions.

6.4.3 Discharging behavior in the short-circuit configuration

There are four possible sources of electronic carriers in the system: electrons (Q]) on

the cathode, holes (Q2) on the anode, and electron (Q3) and holes (Q4) inside the devices.

Charge neutrality requires the following relationship:

(eq 6.2)

The above description, in combination with the assertions above (step 1,2,3) can be

best illustrated with figure 6.22, which shows the steady charge and electric field

distribution under Vapp, and the corresponding short circuit current decays.

Also in the figure 6.22, the concept of unipolar charge injection proposed by several

groups [15,16,17] was adapted and applied the of the ionically functionalized

polyacetylene sandwich structure studied herein.

The I se can roughly be divided into two sections based on its slope in a log-log scale:

section 1 at early time with low slope, and section 2 at later time with high slope. The

connection between the I se behavior and the steady-state charge distribution resulting

from a potential step is illustrated in the bottom graphs of figure 6.22. This connection

is described as follows and is based on the results and analysis in the earlier part of the

discussion section:

Behavior 1: in the potential step experiments with low Vapp (V<O.7), the ne is much less

than the effective density of mobile ions. The discharge is dominated by the electronic
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carriers on the surface of electrode which are coupled with the ionic space charge in the

interface region. The he in figure 6.22 (a) shows behavior typical for the discharge of a

double layer capacitance[15, 16]. These observations are consistent with the argument that

the electric field is formed mostly due to ionic carriers, and that in the bulk, the field is

near zero.

Behavior 2: in the potential step experiments at high Vapp (>1 V), the electronic carrier

injection increases greatly and n e is much larger than nion' Therefore, a large amount of

electronic space charge is present in the bulk, and there is an electric field within the

polymer supported by electronic carriers. The discharge of electronic carriers on the

electrodes is now under the influence of both ionic carriers at the interface and the

electronic carriers in the bulk. The early part of the short-circuit relaxation current ( <100

seconds) shows power law behavior with an index of 0.33. Another noticeable feature is a

shoulder appearing in the latter parts of the short circuit relaxation current, as shown in

figure 6.22 (c) and which will be discussed later.

Behavior 3: the short circuit current decay behavior at intermediate Vapp (0.7V<1.0V)

is a smooth transition between the behaviors described above for low and high voltages,

with only a modest sign of power law behavior in the early time portion and the absence

of shoulder at later times.

The connection between the injected electronic carriers and the he behavior is further

supported by the observation that the short circuit current with Vapp=1.5V for short tdis

very similar in shape to that with low Vapp «0.7V) with td =4 hours. Apparently, Vapp

exerts influence on the Ise by way of tuning the amount of injected carriers through either
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magnitude or duration. The factor that really matters is the ne. At both the low Vapp

«0.7V) and short td «100 seconds at Vapp = 1.5V) ,the neis considerably less than that

of nion. Therefore behavior 1, which is characteristic of a double layer capacitor, is

observed in both cases.

Additional connections between injected charge carriers and two characteristic time

sections in the Ise can be established with the following analysis. As argued previously,

by the time the potential step current reaches the maximum, the double layer has mostly

formed, hence the charge distribution (ionic and electronic) in the interface region is

largely in a steady state. The discharging behaviors of the charge carriers in the interface

region then do not increase any more with longer potential step duration (td) than required

for double layer formation. The fact that short-time regime of the short circuit current

saturates at about the same time with the potential step current (figure 6.14) suggest a

connection between the he in short-time regime and the electronic charge in the interface

region. The Ise in long-time regime is then related to the discharge of carriers in the bulk.

This assignment is supported by results from the thickness dependence of the I se, as

shown in figure 6.17. Notice that the Ise in short-time regime is almost thickness

independent, while that in long-time regime is affected considerably by the thickness.

The thickness is inherently related to bulk properties. The fact that it only affects the

short circuit current in long-time regime strongly supports the argument that the Ise in

short-time regime is due to the discharging of carriers on the electrodes, while the later

section of the Ise results from the discharge of electronic carriers in the bulk.
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Figure 6.22 The charge (top), field distribution (middle), and short-circuit current with (a)
low Vapp O<V<O.7V, (b) intermediate Vapp between O.7V to IV, and (c) high Vapp

between 1V to 1.5V. In the graphs on the top, anion and cation are represented by
negative and positive signs in the circles respectively. Electron is the black dots, and hole
is light dots. Electronic carriers in the bulk are represented by the gray areas with triangle
shape. The graphs depict the single carrier injection scenario because the energy line-up
at the interface prefer the hole injection.
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The total charge extracted from the integration of short-circuit decays increases even

after the potential step current starts to decay situation. More charge does not necessarily

lead to higher current. Recall that the decay after the maximum is attributed to the

screening of the electric field. There is still some degree of screening at high Vapp , only

that it is much less than that at low Vappo The continuous reduction of electric field,

although slight, cancels the expected current increase due to the greater number of

injected electronic carriers.

It is also worth mentioning that there is clearly a shoulder at about 2000 seconds in

the transient current under high Vapp , as showed in figure 6.22 (c). It was concluded

previously that the long-time regime in the he is related to the discharge of electronic

carriers in the bulk. The sudden change in the he at this point is then related to the

discharging of electronic carriers in the bulk. The shoulder is apparent at high Vapp (l.5V)

and long td (>300 seconds), as evidenced in figure 6.13 or the thicker samples (>667nm)

as showed in figure 6.17. As observed in figure 6.18, thicker samples store more injected

electronic carriers. Therefore, a common feature between these two situations is that a

large amount of electronic carriers were stored in the bulk.

Analysis of the combined he results convincingly establish the connection between

the injected electronic carriers and the Ise behaviors. In addition, it is found that there are

strong correlations between the relaxation of electronic carriers on the electrode and

short-time regime in the he, and between the relaxation of electronic carriers in the bulk

and long-time regime in he. The amount of electronic carriers in the bulk determines the

shapes of the he in the following qualitative picture: When ne<nion, the I se is typical of
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double layer discharging. When ne is comparable to nion, the Isc exhibits a modest sign of

the power law in short-time regime. When ne>nion, short-time regime in the Isc clearly

follows a power law with index of 0.33. In addition, there is a shoulder present in long­

time regime.

These results are in strong support of the electric field and carrier distributions laid

out in step 1,2 and 3.

6.5 Conclusion

As discussed above, the direction connection between the timescales of the potential

step transient current and electrode polarization of ionic carriers in the AulPAIAu sample

architecture strongly argues that electronic charge injection is enhanced from the

formation of a double layer at the interface. This double layer, which consists of ionic

space charges in the polymer and electronic carries on the electrode, facilitates the

electronic carrier injection by contributing a high electric field at the interface.

Results from potential step experiments and relaxation measurements under short

circuit and open circuit configurations argue for a strong dependence of the carrier and

electric field distributions on Vapp. At low Vapp(up to 0.7V), the electric field in the bulk is

mostly determined by ionic carriers and therefore nearly zero due to the screening from

ionic carriers. At Vapp>0.7V, the electric field is jointly determined by both ionic and

electronic carriers, and it is finite.

The connection between the amount of injected carriers and the relaxation behavior in
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the short-circuit configuration was established with he measurement results. In addition,

a direct correlation was found between the relaxation of electronic carriers on the

electrode and section 1 in the he. At the same time, section 2 in the he is related to the

relaxation of electronic carriers in the bulk.
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CHAPTER VII

LATERAL BARRIER HEIGHT INHOMOGENEITIES AT INP­

POLY(PYRROLE) INTERFACES

7.1 Overview

The performance of metal-semiconductor (M-SC) or so-called Schottky contacts is of

vital importance in several electronic applications. Specifically, M-SC contacts have been

used as the gate electrodes in field-effect transistors, as drain and source contacts in

MOSFETs and as photodetectors and solar cells. Although our ability to process

complicated structures on semiconductors has advanced drastically over the years, in

contrast, fundamental questions regarding barrier formation and charge transport at

semiconductor interfaces still remain unanswered. The most discussed formation

mechanisms of Schottky barriers (SBs) are those involving the presence of interface

states such as metal-induced gap states[1,2] and defect-related states [3,4]. While these

mechanisms assume lateral uniformity of the M-SC interface, unintended lateral

heterogeneity on the length scale of the semiconductor depletion width W, has been

gaining strength in explaining a range of common anomalies that have plagued the study

of one-sided semiconductor interfaces [5,6,7]. Theoretical work on the unique physics of

small-scale barrier inhomogeneities [8] and ballistic electron emission microscopy

(BEEM) studies [9] are the primary supporting evidence for lateral heterogeneity. There

has been comparatively little work, however, to directly investigate nanostructured

interfaces to achieve a better understanding of barrier formation. The focus of this work

is to introduce intentional lateral non-uniformities into M-SC interfaces in the hopes of
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clarifying the ambiguities arising from anomalous behavior. It is hoped that this work

could therefore solidify the link between anomalous behavior and small-scale barrier

inhomogeneities.

In order to explore the role that barrier inhomogenity plays in semiconductor

interfaces, a clear connection between inhomgenous physical structural and interfacial

charge transport is needed. Thus, a good starting point is a relatively ideal semiconductor

contact, as characterized in part by a quality factor close to unity (as discussed in more

detail in section 8.2). Next, in order to relate the effects of barrier inhomogeneity to

charge transport behaviors, it is important to be able to introduce nanoscale patterns in a

controlled way, so that the size and shape of the patterns can be fully characterized.

Finally, it is useful to introduce various barrier heights so that the extent to which barrier

inhomogeneities affect charge transport can be studied systematically and thoroughly.

With all these requirements in mind, an inorganic semiconductor-conjugated polymer

interface (specifically the indium phosphide I poly(pyrrole) phosphomolybdate hybrid or

InP-PMH interface) has been chosen as the platform for this project. As will be discussed

below, the conjugated polymer-semiconductor interface is analogous to an ideal M-SC

contact, with the added benefit of being able to readily tune the barrier height of the

contact [10].
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7.2 Theoretical Treatment of Barrier Formation and Charge Transport at M - SC

Contacts

M-SC contacts (also referred to as Schottky contacts) exhibit rectifying behavior

where current is exponentially dependent for one sign of the applied bias as shown in

figure 7.1.

10 t·?
0.6

.......... 0.1
C\J

E 0.01 0.5
()

~
1E-3

0.4-- 1E-4
>...- lE-S 0.3"(j)
C 1E-6
Q) 0.2

"'0 1E-?
..-
C 1E-8 0.1
Q)
"- 1E-9
"- 0.0:J
0 1E-10

1E-11 -0.1
-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8

Applied bias (V)

Figure 7.1 Characteristic dependence of current density (1) on applied bias (Vapp ) for a
rectifying contact in logarithmic-linear scale (symbol) and linear-linear scale

This rectifying behavior occurs because of a space charge layer formed on the

semiconductor side of the interface. The space charge layer is formed as the result of

charge transport across the interface to bring two bulk materials with different Fermi

levels to equilibrium, as shown in detail below in figure 7.2.
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Figure 7.2 Formation of a barrier between an n-type inorganic semiconductor and a
conductor, where Ev is the valence band energy, Ec is the conduction band energy, X is
the electron affinity, Et is the Fermi level of each material before contact (top) and in
perfect contact (bottom), where Ef is the equilibrium Fermi level of the contact, and ¢& is
the barrier height at the interface.

The charge transfer between the two materials stops when the Fermi levels of

contacting phases come into equilibrium, as shown in bottom graph in figure 7.2. By

using the depletion approximation, it can be assumed that carrier density in the depletion

region of the semiconductor is negligible, which leads to a uniform charge distribution.

The electric field then increases linearly with distance from the edge of the depletion
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region in accordance with Gauss's theorem (figure 7.3(b)) while the electrostatic

potential increases quadratically (see figure 7.3(c)).

p

(a) (b)

<pi

(c)

Figure 7.3 Variation of (a) charge density, p, (b) electric field lEI and (c) barrier height ¢Jb
with distance x into an n-type semiconductor from the interface. X-axis is position.

By inspecting the band diagram in figure 7.2(b), the banier height ¢Jb can be given by:

(eq.7.1)

where ¢m is the work function, and .% is the electron affinity of the metal (or more

generally, the conductor). The barrier height is simply a measure of the energy needed for

an electron to cross from the n-type semiconductor to the conductor. However, it must

be noted that there are various ways electrons can be transported across the M-SC

interface. Figure 7.4 shows different mechanisms of charge transport under forward bias.

Usually thermionic emission (TE), where a sufficiently energetic charge canier

surmounts the interfacial potential barrier ¢Jb, is considered to be the dominate

mechanism. However, for degenerately doped semiconductor interfaces, other

mechanisms such as tunneling (field and thermionic field emission, FE or TFE in short)



---- - ._ .._--------------

150

also contribute to charge transport. These tunneling processes allow electrons with

energies below the top of ¢b to penetrate the interface.

Forward Bias

--*=~!""-"\k

~Int. State

Figure 7.4 Competing charge transport mechanisms at an inorganic semiconductor I
conductor interface, where TE: thermonic emission, TFE: thermonic field emission, G/R :
generation and recombination and Int. State is interfacial states. The open circles
represent holes, and the filled ones represent electrons.

From TE theory, the current-limiting process is the actual transfer of electrons across

the interface between the semiconductor and the metal, where the current density J is

expressed as:

qVapp qVappJ =J exp(--)(l- exp(---))
o kT kT

(eq. 7.2)

where Vapp is the applied voltage, T is the temperature in Kelvin, and Jo is the equilibrium

exchange current density, given by:

(eq.7.3)
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where A * is the Richardson constant, and K is the transmission coefficient for majority

carriers at the interface. Experimentally observed M - SC forward-bias J-Vapp curves are

almost always semi-logarithmic, in agreement with TE theory. This is shown in more

detail in figure 7.1. However, the slope of the In J vs. Vapp plot - as characterized by the

empirical quality factor, nemp = kT dVapp
, often deviates from the ideal prediction of n

q dlnJ

=1 as expected in TE. A value of nemp greater than one is generally attributed to

mechanisms such as imaging force lowering, interface states, generation and

recombination and TFE, but there is often poor quantitative agreement between these

models and experiment.

In general, deviations of nemp from unity can occur from a voltage dependence of the

barrier. For current transport governed by TE as given in equation 7.2 above, it is

apparent that nemp is related to the voltage dependence of f/Jb through the following:

(eq.7.4)

This voltage dependence can arise for several reasons, one of which IS an

inhomogeneous barrier potential. Tung, Werner and Gutler, and others have discussed the

effect of a inhomogenous barrier at the M - SC interface [2,7,7,9]. Details about the

applied voltage dependence of barrier height will be discussed later (Section 7.6).
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7.3 Previous Work on InP - PMH Interfaces

The rectifying InP - PMH interface provides an ideal platform for probing the

fundamental questions that still remain about barrier formation and charge transport.

Like M-SC interfaces, the InP - PMH interface is considered to be a one-sided inorganic

semiconductor interface in that PMH does not support a space charge region. The interior

of a doped conjugated polymer has no electric field because of perfect screening by

mobile counter ions, which perform the same function as electrons in a metal. The

mobility of these dopant counter ions is an important feature that makes the InP - PMH

interface more analogous to a Schottky diode than for instance a pn junction. Another

unique aspect of the InP - PMH interface is the ability to tune the barrier height of this

interface by in situ electrochemical manipulation of the conjugated polymer PMH.

Figure 7.5 shows a series of J- Vapp curves collected for a single InP - PMH interface.

Each curve corresponds to a different electrochemical potential JipMH (or Fermi level) of

the PMH, as controlled by the electrochemical doping of the polymer while it remains in

contact with the inorganic semiconductor. The shift in the J-Vapp curves is due to changes

in the Schottky barrier height r/Jb as confirmed by capacitance-voltage measurements [10].

Figure.7.5 shows how the barrier height between the InP-PMH interfaces can be tuned

electrochemically with a wide range, as demonstrated by the shift of the turn-on voltage

of the current density-applied voltage curve.
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Figure 7.5 Current density - applied voltage (J- Vapp) curves for an InP - PMH interface as
a function of the electrochemical potential of the doped conjugated polymer PMH (j.1PMH).

Ref. 10

Current transport at the InP - PMH interface has also been thoroughly investigated

[12]. It was reported that the forward bias current density J was very close to that

predicted by TE theory at room temperature, but deviated from it as temperature was

reduced. To explain the excess current that is present at reduced temperatures, an

inhomogenous barrier distribution was proposed as the potential mechanism. A Gaussian

distribution of barrier heights was assumed as illustrated in figure 7.6.
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Figure 7.6 Temperature dependence of the current density (1) for an InP-PMH interface.
Temperatures ranging from 98 to 298 K, stepped by 25K, are shown. The symbols
represent experimental J- Vapp data, while the temperature dependence of the J- Vapp data is
modeled using a Gaussian distribution of lower barrier regions (solid line). Ref. 12.

7.4 Parallel Conduction vs. "Pinched orr' Barrier Inhomogeneities

Ballistic electron microscopy (BEEM) studies show that most M-SC interfaces

consist of a host of different structures due to multiple compound formation,

polycrystalline defects, and other disorders. Traditionally, parallel conduction has been

used to describe the charge transport of parallel contacts and the total current is assumed

to be a linear combination of the TE current of each contact [13]. The barrier height

characterizing the interface depends predominantly on the fraction of contact area

covered by the lower barrier phase.
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Figure 7.7 (a) Parallel conduction (b) Pinch-off The light black area is the depletion
region of low barrier contacts, and white area is depletion region of high barrier contacts.
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The idea of parallel conduction can be illustrated in figure 7.7(a). The core assumption

is that there is no interaction between neighboring contacts and the total current is the

sum of the contribution of individual contacts of different barrier heights and contact

resistances. It has been reported that the barrier height measured by forward bias J- Vapp

characteristics in the above situation depends not only on the fraction of the area of low­

barrier contacts but also on the size of these contacts. Freeouf .et al [14] demonstrated that

for small interfacial "patches" characterized by a lower f/Jb than the background and of

size comparable to the depletion width (W) of the inorganic semiconductor, a so-called

"potential pinch-off' would occur. This is illustrated in figure.7.7(b). Tung [8] further

developed this idea to show that the anomalous behavior

of putatively uniform interfaces can be quantitatively explained using a nanometer-scale

low-barrier contact distribution and an inhomogeneous barrier height pinch-off model.

While these studies suggested that lateral inhomogenties of the interfacial barrier height

may play a role in charge transport, more investigations are needed to show how to

quantitatively relate them to experimental results, thus providing motivation for the work

contained herein.

Therefore, the relatively ideal InP - PMH interface will be the starting platform used

to introduce planned lower barrier regions in order to investigate the predictions of the

barrier inhomogeneity model. Both the density and the size of these lower barrier

regions will be varied, and the J- Vapp and capacitance-voltage (C- Vapp) characteristics of

the interface will be studied. The InP-Cr contact is utilized as the low barrier contact, in

contrast to the high barrier InP-PMH contact. In order to probe the pinch-off phenomena,
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the feature size of the Cr pattern need to be comparable to nanoscale depletion width.

Electron beam lithography is utilized to fabricate the nanoscale Cr pattern, which is the

first step to producing the hybrid InP-CrIPMH interfaces. The next section will provide

detailed descriptions of experimental procedures. In the context of this chapter, the hybrid

interfaces refer to the Schottky contacts with lateral structure inhomogenity formed by

embedding the InP-Cr contacts between InP-PMH contacts.

7.5 Experimental procedures

Electron-beam lithography can be utilized to produce nano-scale patterns on

semiconductor substrates. A scanning electron microscope (SEM) was outfitted with

Nabity pattern generation system, so that the electron beam could be manipulated to write

a computer generated pattern, as shown in figure 7.8.

In order to write a pattern on the InP substrate, a poly(methylmethacrylate) or PMMA

film was first deposited onto the semiconductor surface by spin-coating. Substrates were

then exposed to a well-controlled electron beam to write a pattern designed by CAD

followed by a development step to remove the PMMA that was exposed. For some

samples, plasma cleaning was also used to rid the sample of any residual PMMA in the

exposed area. A Cr film of a controlled thickness was then deposited onto each substrate

by thermal evaporation. Substrates were subsequently soaked in an acetone bath while

undergoing sonication to lift off the unexposed PMMA. Patterns formed in this manner

were then characterized by SEM. A more comprehensive description of this process can

be found in the Appendix in reference 12.
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Figure 7.8 The schematic of the modified SEM system for the application of electron
beam lithography. (in courtesy of F.E.Jones)

The hybrid InP-Crl PMH architecture is showed in figure 7.9. The experimental

design of the InP - PMH interface involved a physical mask consisting of a glass cover

slip between two layers of Tefzel™ film to control the contact area of the semiconductor.

The mask was adhered to the semiconductor substrate by heating the assembly to a

temperature above the melting point of the TefzeFM film, approximately 250°C. Back

ohmic contact to the inorganic semiconductor was made by scratching the InP with a
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GalIn eutectic contacted with a Sn-Cu wire coil. The wire coil contact was then

mechanically stabilized with epoxy. PMH was synthesized by chemical oxidation of

pyrrole by phosphomodlybdic adic hydrate and drop cast from solution into the area

defined by the TefzeFM mask. The reaction solution contained O.165g phosphomolybdic

acid hydrate, 12.5uL of pyrrole and O.55mL of tetrahydrofuran, following the procedure

of Freund and coworkers [15].

gold grid

glass

Ol1mic contact.

poly(pyrrole) hybrid

(100) n-lnP

Figure 7.9 The schematic of the hybrid InP-Crl PMH architecture, low barrier contacts
formed by InP and metal interface are in parallel with high barrier contacts formed by the
InP and PMH interface. Tiny rectangles represent cross sections of metal lines

A gold grid was positioned on top of the cast polymer film formed after the

evaporation of the tetrahydrofuran, as shown in figure 7.9. More reaction solution was

then deposited to embed the gold grid in the polymer. It should be noted that after

casting, the PMH is insoluble to later casting drops, which prevents the gold grid from

directly contacting the semiconductor substrate. After polymer casting, the interface was

then rinsed gently in methanol to dissolve away any non-reacted pyrrole and

phosphomolybdic acid hydrate. The gold grid was electrically contacted through a tail

that extended off the surface of the InP. The interface was then loaded into a steel airtight
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canister and evacuated (-0.30 mTorr) for subsequent current-voltage and capacitance­

voltage characterization.

Temperature control over all of the interfaces studied realized with an EC10

environmental chamber by Sun electronics. J- Vapp data was measured using a Keithley

236 Source Measure unit and collected with a custom Labview program. Capacitance­

voltage (C-Vapp ) measurements were carried out with a Solatron 1260 impedance

analyzer over a frequency range of 10 Hz to 1 MHz with a 10 mV waveform amplitude.

7.6 Experimental Results & Discussion

The InP-PMH and InP-Cr interfaces were each studied independently before they

were utilized to make hybrid InP-CrIPMH interfaces. It had previously been shown that

the ideality factor, nemp, of the InP-PMH interface is very close to unity at room

temperature and that the barrier height of the interface can be "tuned" electrochemically

[11]. In addition, as shown in figure 7.10, the difference in barrier height of the InP-PMH

versus the InP-Cr interface is about O.4eV, which is sufficient to provide the "pinch-off'

effect as discussed above, rather than parallel conduction.
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Figure 7.10 Comparison of the barrier height of InP - PMH and fuP - Cr interfaces as the
temperature is reduced.

To date, a substantial amount of work has been done to fabricate "ideal" InP-PMH

interfaces and to tune the modified SEM to function as an electron beam lithography

system. The latter involved much trial and error to find a good electron beam dosage, as

well as problems with stage correction, and focal plane function fitting. Furthermore,

several control experiments concerning the effects of SEM probe current and dosage on

line width were designed and tested. The effects of each processing step on both the J-

Vapp and C-Vapp characteristics of the interfaces were also thoroughly investigated. These

control experiments were very important because many steps in the pattern-making

process can potentially modify the surface of semiconductor and introduce complex

consequences into both the measurement process and data analysis. It was found that the

most dramatic surface modification in the experimentation process was caused by plasma

cleaning. Samples made from fuP chips that were exposed to oxygen plasma for 30s to
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clean the surface were found to pass substantially more current and possessed

substantially lower barrier heights than control samples that were not processed with the

plasma cleaning, as shown in figure 7.11:
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Figure 7.11 The effect of plasma cleaning on the barrier height of InP-PMH interfaces.
The open symbols represent interfaces where the surface of the SC was not plasma
cleaned, while filled symbols represent interfaces that were plasma cleaned prior to
polymer deposition. All barrier height measurements were done using capacitance­
voltage measurements.

After the InP-PMH and InP-Cr interfaces were characterized independently, metal

patterns of different sizes and shapes were fabricated onto the InP surface with electron

beam lithography to explore the size effects of low-barrier contacts. Although the metal

patterns varied in size and shape, the total coverage of metal onto the semiconductor

substrate was kept near constant. Patterns were imaged by SEM before the polymer
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solution was deposited on top of the Cr patterned InP. A few representative images are

shown below in figure 7.12.

(a) (b) (c) (d)

Figure 7.12 Patterns of various shapes and sizes fabricated onto InP substrates using
electron beam lithography. In (a) the linewidth 2.39um, in (b) the line width 467nm, in
(c) circles with diameter 21.1um while in (d) squares with 43um in side length, the total
areas of the semiconductor surface covered by arrays of these patterns were kept the same.

Although the total area of Cr coverage was kept constant, several anomalies were

noted as the size of the pattern was reduced. As shown below in figure 7.13 and 7.14, a

hybrid interfaces with square 40um Cr patches, and hybrid interfaces with 500nm Cr

lines passed more current than the hybrid interfaces with 50nm Cr lines, in spite of the

constant area. Furthermore, when compared with a control interface (InP-PMH), the

hybrid interfaces with 50nm Cr line passed more current. The control sample was

processed in the same way as the patterned samples other than electron beam exposure.

These results indicate that InP-Cr contacts of a smaller scale than the depletion width of

the InP-PMH showed observable signs of pinch-off and that the overall barrier height of

the entire interface is increased due to the interaction with neighboring InP-PMH regions.
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The J- Vapp measurements on samples with metal patterns of various sizes showed that

the neighboring high barrier contacts exert some influence on the low barrier contacts of

when the width is about 50nm. Considering that the depletion width of specific InP-PMH

interfaces under studies is about 200nm, the clear message from these experiments is that

low barrier contacts shows signs of pinch-off when their sizes are much smaller than the

depletion width of their neighboring high barrier contacts. This agrees with the diagram

in figure. 7.7. These convincing results point to a connection between the pinch-off

phenomena and size of the metal lines, more experiments and analysis are needed in

order to understand the physics behind this relationship.

For this purpose, several interfaces were fabricated with InP substrates covered by Cr

lines of approximately 30 to 70nm in width followed by a layer of PMH. All of them

show the following features:

1. The forward-bias current can be separated into three sections: a low bias region

with a low slope (corresponding to nemp - 1.00), followed by an intermediate bias region

characterized by a high slope (nemp > 2.00) and finally a high bias region exhibiting the

influence of series resistance, as illustrated in figure 7.15.

2. The low bias region is barely present at 298K and gradually becomes more and

more prominent as the temperature is lowered.

3. The transition from the low slope region to the high slope region appears at

approximately the same current at all temperatures.
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Figure 7.15 Current density-applied voltage (J- Vapp ) characteristics of a representative
hybrid InP-CrIPMH interface exhibiting a low slope, a high slope, and a series-resistance
dominated region as a function of decreasing temperature (K)

It is also noticeable that the low bias region is completely absent in the control

samples (without the metal patterning), and is therefore connected to the introduction of

the patterned metal lines. The quality factors extracted from both the low bias and high

bias sections are shown below in Figure 7.16 top and bottom graphs, respectively.
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As discussed above, pinch-off is observed in the hybrid Schottky contacts with

lateral barrier inhomogenties created intentionally by fabricating low barrier contacts in

parallel with high barrier contacts. The effects of these lateral barrier inhomogeneties can

be elucidated using Tung's model[7,8]. The model implies that the barrier height of the

lower barrier patch increases when the size is close to, or even less than, the depletion

width of the M-SC interface. This phenomenon is referred to as pinch-off, and is used to

explain many experimental anomalies in the experimental results of M-SC interfaces.

Using the experimental data detailed above, simulations were done to examine the

contribution of patch size and applied voltage to the pinch-off effect. The parameters

used in these simulations were specific to the particular system studied.

Figure 7.17 describes the potential profile at the center of low barrier contact where

the origin represents the M-SC interface, and increasing x is penetrating deeper into the

Sc. The effective barrier height of low barrier patch exhibits a strong size dependence.

With line width as large as 300nm, the effective barrier height is equivalent to the

interfacial barrier potential, and the influence from neighboring areas can be ignored. As

the line width of the pattern is reduced, the effective barrier starts to shift into the

semiconductor, even as the interfacial barrier potential remains the same. Pinch-off

refers to the situation where the effective barrier height surpasses that of the interfacial

barrier potential. In summary, the interaction between the low barrier contacts and their

surroundings produces an increase in the barrier height when the feature size of the

contact is comparable to the depletion width of the semiconductor.
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Figure 7.17 Barrier height as a function of distance into the inorganic semiconductor
given for various pattern sizes. Feature sizes range from 30 to 270 nm (from bottom to
top, respectively, with step 30nm).

The applied voltage can also affect the potential profile, as shown in figure 7.18. The

feature size of the lower barrier contact is selected to be 30nm, which is much less than

the depletion width of the InP semiconductor substrate. The applied voltages shown are -

0.5V, OV and 0.5V respectively. By inspecting the graph, it is apparent that the effective

barrier height at 0.5V increases when compared with that at zero voltage. As discussed in

section 7.2, the dependence of barrier height on applied voltage is the most common

d<P
reason for nemp > 1.00, as nemp can also be written as 1+__b • Therefore based on Tung's

dV

model, the deviation from ideal TE theory is directly related to the lateral inhomogenties.

At the applied voltage of -0.5V, the effective barrier height is depressed compared

with that at OV, which contributes to the current increase with the reverse bias. This
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leakage current degrades the interface properties in such a way that the ON-OFF contrast

of the Schottky diode is deteriorated.

0.8

0.5V

0.7

0.6

OV
0.5

0.4

-0.5V
'------"~~----'--~-~~--'----~~~ ' ~--'--'------'-

2><10-8 4<10-8 6x1D-8 &10-8 ND-7

Figure 7.18 The effect of applied voltage on the barrier height of the interface, for Vapp at
-0.5, 0, and +0.5 V.

The barrier profile calculated from the simulations was then applied to the TE charge

transport equation to calculate the current density. The J-Vapp relationships of other

interfaces, such as InP-Cr and InP-PMH are also calculated. The results are summarized

in figure 7.19.

Figure 7.19 shows that the experimental results are clearly different from both the

predictions of the parallel conduction model and the barrier inhomogeneity model. In the



172

high bias region, the experimental results were very close to the calculated current

passing through the InP-PMH interface. Interestingly, the point at which the two

respective currents cross each other is also the point where the transition from the low

bias region to the high bias region occurs. To explain this phenomenon, a scenario

combining both parallel conduction and an inhomogeneous barrier potential is proposed.

As was stated earlier, Hybrid InP-CrIPMH contacts show obvious signs of pinch-off

when compared to uniform InP-Cr contacts. For these hybrid interfaces, the current in the

low bias region is attributed to the pinched-off InP-Cr lower ban'ier contacts, while the

current in the high bias region is dominated by the charge transport through the InP-PMH

part of the contact. Charge transport across the InP-Cr contact deviates considerably from

the ideal TE prediction due to the pinch-off effect. It should be noted that the barrier

height of these contacts is still much lower than that of the InP-PMH regions even after

the increases due to the influence from neighboring high barrier areas is accounted for.

Therefore, most of the current is flowing through the lower barrier InP-Cr regions. The

fraction of current flowing from the InP-PMH regions becomes more and more as the

bias is increased. Finally, a point is reached where there is more current flowing through

the InP-PMH regions than through the InP-Cr regions, and the transition between the two

regions becomes apparent.
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Figure 7.19 Comparisons of current-voltage relationship in hybrid interfaces with that of
simulated results based on parallel conduction, Tung's model, and ideal thermonic
emission of uniform interfaces respectively. Experimental results from patterned samples
are represented by empty symbols. Simulated results by modeling pinch-off with Tung's
model and uniform InP-PMH interfaces are represented with lines. Simulated results
from parallel conduction (non-interaction hybrid interfaces) and uniform InP-Cr are
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7.7 Conclusions

Experiments with hybrid interfaces of various feature size show that samples with

about SOnm wide metal lines conduct more current than those without metal pattern, but

less current than samples with larger size metal patterns of the same area, such as SOOnm

lines or 40um square. This indicates that the charge transport at low barrier contacts is

affected when their sizes are less than the depletion width of the parallel high barrier

contact (200 nm for the InP-PMH interface). In addition, the quality factor of the hybrid

contact increases significantly and the degree of increase is related to the applied voltage.

At the room temperature, the quality factor is about 3 at low voltages «0.8V) and 1.2 at

high voltages (>0.8V), and goes up dramatically in both cases when the temperature is

lowered. Simulations were performed based on three models: 1) ideal thermonic

emISSiOn at uniform interfaces, 2) parallel conduction and 3) Tung's model with

consideration of the influence of lateral barrier inhomogenity. Comparisons between

experimental results and simulations suggest that the charge transport at the hybrid InP­

Cr\PMH contact were understood by separating the current-voltage relationship into two

regions. In the low applied voltage region (V<0.8V), the charge transport across

nanoscale InP-Cr interfaces contributes to the majority of the current. However, the fact

that the current is much lower than what we expect for the standalone InP-Cr interfaces

implies that charge transport across the InP-Cr contacts in the hybrid interfaces is

affected by the InP-PMH interfaces. In the high voltage region, charge transport across

the hybrid interfaces is largely dominated by the InP-PMH interface.
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7.8 Future Work

More work is needed to explain some puzzling results in the current-voltage

characteristics of the patterned samples, such as the apparent two-slope current-voltage

relationship and high quality factors. In order to validate the proposed mechanism

concluded from the comparisons between the experiments and simulations, systematic

investigations of hybrid interfaces with a range of area ratio between the meta1-InP

contact and the InP-PMH are necessary. Through this, a solid correlation between

coverage of metal pattern and the electrical properties can be established. More work is

needed to correlate the size and geometry of the written patterns to the electrical

properties of the hybrid interfaces. Further work will also include the electrochemical

doping of the PMH to study the effect of electrochemical potential and on the barrier

height of the hybrid interface. Indeed, the manipulation of /lPMH should be a systematic

and direct way to study the effects of neighboring high-barrier contacts to low-barrier

contacts. It should be noted that values of nemp of about 5 or 6 seen at reduced

temperatures and low bias are not predicted by Tung's model, or any other charge

transport mechanism, and this phenomenon needs to be more thoroughly explored.
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CHAPTER VIII

CONCLUSIONS AND FUTURE DIRECTIONS

Conclusions

The mixed ionic-electronic conductors (MIECs) support both types of current (ionic

and electronic) and present an interesting group of materials in term of fundamental

physics, as well as applications. The heart of the fundamental understanding of MIECs

involves the interactions between the ionic and electronic carriers. The MIECs field has

benefit.ed from many works formulating and investigating their transport properties.

While the existing works have provided important insight into the understanding of some

MIECs, basic questions such as the role of ionic carriers in electronic carrier transport,

remain unanswered. This lack of understanding stems from the complexity of MIECs on

one hand and the shortage of systemic electrical characterizations on the other. In order

to examine the interaction of ionic and electronic carriers, especially effects of ion

dynamics on the electrical properties of MIECs, electrical characteristics of ionically

functionalized polyacetylene are investigated with broad measurement techniques in

frequency domain and time domain respectively.

Impedance measurements in temperatures from 308 to 398K in Chapter III revealed

three major dielectric relaxation processes, which were assigned to the geometric

capacitance charging, ion hopping and electrode polarization respectively through

equivalent circuit analysis. A wealth information concerning ionic carriers such as

characteristic frequency of electrode polarization, ionic DC conductivity, activation

energy, effective ion concentration, and hopping frequency, were obtained through



177

analyzing those dielectric relaxation processes in framework of ion hopping and electrode

polarization.

Assignments of dielectric relaxation processes in the temperatures from 308K to 398K

were validated by impedance measurements of electronic carriers introduced by applying

a DC voltage (Vapp ) at room temperature in Chapter IV. The impedance measurements

were executed at temperatures sufficiently low (from 173K to 233K) so that the ionic

carriers are immobile. Using the same methods described in Chapter III, characteristic

frequency of electrode polarization and activation energy of electronic carriers were

obtained. These experiments supported the assignments of active carriers to be ions at

temperatures from 308K to 398K when Vapp=O. Forward and reverse DC voltage (VDC )

were also applied along with small amplitude AC signal to probe their effects on

dielectric responses. It was found that the double layer capacitance increased with

forward VDc up to O.7V, then decreased significantly with higher VDc, while that with

reverse bias only showed modest dependence on VDC•

The influence of ion dynamic on electrical properties was probed by impedance

analysis under the influence of DC voltage (VDc) in temperatures from 308K to 348K in

Chapter V. At 308K and VDC higher than O.3V, an upturn in AC conductivity was

observed once the frequency was lower than the characteristic frequencies of electrode

polarization (~L)' Clearly the AC conductivity enhancement happened only when the

ion motion was fast enough to accommodate the change rate of the probing electric field.

This supported for the argument that the charge injection was controlled by the
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redistribution of ions. The low frequency capacitance appeared to increase with VDC until

it is O.3V, then decrease dramatically to the point that it was negative with VDC of

O.5V. These results, especially the negative capacitance, were related to delay of current

rise-up relative to the applied voltage (Vapp) in the time domain, which is confirmed by

the simulations with Fourier transform.

Electrical measurements of anionically functionalized polyacetylene executed in

Chapter VI included potential step experiments, relaxation through short- or open-circuit

configuration, fast current-voltage scans. Two major accomplishments were achieved in

this chapter. Firstly the direct connection between the electronic carrier injection and ion

redistribution was established by the potential step measurement at temperatures 298K,

313K and 328K. It was showed that the onset time of current rise matches the timescale

of the electrode polarization reported in Chapter III very well. Secondly the information

about charge and electric field distribution was derived from the comprehensive electric

measurements.

Results from potential step current experiments implied that incomplete electric field

screening under higher DC voltage was contributing to decay of the current after the

maximum. The incomplete screening suggested an electric field in the bulk supported by

electronic carriers. This argument was confirmed by a number of observations in

relaxations through short- or open circuit. Confirmation of a nonzero electric field in the

bulk came from the initial open circuit voltage (Voc), which is about the same with the

potential step (Vapp) up to O.5V and then saturated. In addition, the density of electronic

carriers obtained from short circuit measurement exceeded that of effective ionic carriers,
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implying incomplete screening and electric field within the polymer due to the significant

presence of electronic carriers in the bulk. Connection between the amount of injected

carriers and the relaxation behaviors in short circuit configuration was also established

with short circuit current measurement results.

Future directions

The conclusions from experimental results in Chapter VI can be greatly strengthened

by the theoretical simulations, which involve solving the group of equations consisting

continuity equation, Passion equation and current density in the presence of both

electronic and ionic carriers. Theoretical simulations, nonetheless complex, could provide

quantitative information about the carrier and electric field distribution, and greatly

deepen our understandings of electrical properties of AulPAIAu.

Electrical measurements on anionically functionalized polyacetylene sandwiched

between two metal electrodes (AuIPAIAu) offered many insights to the role of ionic

carriers on electronic carriers in this system. Experiments on sandwiched structures with

cationically functionalized polyacetylene (Pc) or blend of poly(ethylene oxide) (PEO)

and PA (PAPEO) as active layers were also performed in order to further explore effects of

ions on the electronic carrier injection and generalize the observations in this work.

Preliminary measurements showed that behaviors of AulPclAu and AulPAPEOIAu

structures were similar to these of AulPAIAu structures, which indicated that major

conclusions from this work can be generalized. At the same time, more experiments



AulPclAu and AulPAPEOIAu are needed to solidify this generalization.
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