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Experiment 4: Predicting Individual Differences in Tracking Capacity

The results of Experiment 3 indicate that the amplitude of both the N2pc and the

CDA are highly sensitive to the tracking capacity limitations that constrain performance

in this task because it reaches a limit at tracking three targets and is also finely attuned to

individual differences in tracking capacity. However, this sensitivity to individual

differences was not restricted to the response to supracapacity target arrays, but was also

observed in the size of the increase in amplitude from one target to three targets. This

resulted in a highly significant interaction between group (high vs low) and number of

targets (1 vs 3) (N2pc: p < .001; CDA: p < .01), with a larger increase from one to three

targets for the high capacity group than for the low capacity group. The smaller

difference in amplitude between one and three targets for the low capacity group suggests

that the one-target arrays consumed a larger proportion of available capacity than for the

high capacity group, resulting in a smaller increase to three items. Paired t-tests support

this assertion because the difference between the high and low groups was not significant

in the track 1 condition (p's > .15) but the difference between these two groups was

highly significant in the track 3 condition (N2pc: p < .005; CDA: p < .01).

We tested the robustness of this relationship by running an additional group of

subjects in the one and three target conditions and combining this data with all of the

subjects from the previous experiments so that we could have a large sample (N=63).

Figure 2-5 shows the amplitude of both waves for tracking one or three targets divided

between high capacity and low capacity subjects. From the figure, there are two apparent

differences between the high and low capacity groups: first, the high capacity group tends



80

to have overall larger amplitudes for each wave; and second, the high capacity group

shows a larger rise in amplitude from 1 to 3 items than the low capacity group. This

pattern of effects was confirmed in an Analysis of Variance (ANOVA), yielding

significant main effects of group (both p's < .05) and number of targets (both p's < .00l),

as well as a significant interaction between group and number of targets (p < .01).

Although high capacity subjects tend to have higher overall amplitudes (irrespective of

number of targets), this factor is only a fairly weak to moderate predictor of an

individual's tracking capacity (N2pc: r=.22, p <.10; CDA: r=.3l, p <.05). By contrast, we

found that the rise in amplitude from one target to three targets was a much stronger

predictor of an individual's tracking capacity (N2pc: r=.70, p < .001; CDA: r =.48; p <

.00l). Importantly, these strong correlations persisted even when we partialled out the

relationship between overall amplitude and tracking capacity (partial r's = .68 and .41 for

N2pc and CDA, respectively). Thus, it appears that it is the amount of differentiation in

amplitude between increasing numbers of targets that may be most predictive of an

individual's tracking capacity. We also found that the rise in N2pc amplitude from one to

three targets was strongly correlated with the rise of the CDA (r = .72, p < .00l) which

further indicates that there is a tight coupling between these measures of object selection

and sustained attention. However, because of this strong relationship, we also calculated

partial correlations for both the N2pc and CDA effects (i.e., rise from 1 to 3 targets) so

that we could measure each wave's unique contribution to predicting tracking capacity.

Although the N2pc effect remained a strong predictor of tracking capacity when the

contribution of the CDA effect was removed (partial r = .59, p < .001), the CDA effect

was only a weak predictor of tracking capacity when the N2pc effect was removed
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(partial r = .09; ns). Importantly, these effects were not simply due to more variability in

the CDA than the N2pc. Measurements of the reliability of each component revealed that

both components were highly stable within subjects, and that the CDA actually had a

higher reliability than the N2pc (Cronbach's alpha = 0.74 for the N2pc; 0.94 for the

CDA). Consequently, these results demonstrate that while neural indices of both target

selection (N2pc) and sustained attention (CDA) can serve as strong neurophysiological

predictors of attentional tracking capacity, it is the selection process that explains most of

the unique variance in tracking capacity across individuals.
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Figure 2-5: Experiment 4 Results (A, B) ERP difference waves for high and low
capacity subjects in Experiment 4. (C, D) Mean amplitudes of the N2pc and CDA
waves across high and low capacity groups. There was a significant interaction
between group (high/low) and number of objects for both waves (p < .01). (E, F)
Correlation between an individual's tracking capacity and the difference in amplitude
(in microvolts) between one and three objects for the N2pc and the CDA. Note that
tracking capacity in our single-hemifield experiments was generally 2-3 items: lower
than most previous tracking capacity estimates, but consistent with Alvarez &
Cavanagh's (2005) demonstration of lower capacity estimates when tracking items in
a single hemifield.
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Experiment 5: Limiting Factor for Tracking Capacity: Selection or Tracking?

Our observation that how efficiently an individual initially selects the target items

strongly predicts their overall tracking capacity is somewhat surprising because selection

occurs well before tracking (i.e., motion onset) even begins. In this regard, one could

argue that there must always be a strong relationship between selection and tracking

performance because subjects can track only the targets that were appropriately selected

in the first place. However, there are likely to be many processes that contribute to an

individual's overall tracking capacity depending upon the specific nature of the tracking

task that is being used to estimate capacity (vanMarle and Scholl, 2003; Oksama and

Hyona, 2004; Alvarez et aI., 2005; Liu et aI., 2005; Pylyshyn and Annan, 2006). Indeed,

our behavioral estimate of tracking capacity may actually load heavily on the selection

stage because the subjects were required to hold fixation while selecting a subset of

targets amongst distractors within a single hemifield. Moreover, it is possible that there is

a somewhat weaker contribution of sustained attention activity in our behavioral measure

because our tracking period is relatively short (i.e., 1.5 seconds) compared to previous

studies that tend to use longer periods of tracking (e.g., 8-10 seconds).

In the final experiment we tested whether these two neural predictors of tracking

capacity would be sensitive to a change in the relative contributions of selection and

sustained attention by assessing each component's (Le., N2pc and CDA) ability to predict
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an individual's tracking capacity in a "whole field" tracking task with a longer duration.

More specifically, subjects were tested in two separate sessions. In a behavior-only

session, subjects were asked to track 3,4, or 5 target items amongst distractors that were

spread across the entire visual field ("whole-field") and they tracked these items for 8

seconds. In a separate ERP session, subjects performed a single hemifield tracking task

that was identical to that used in Experiment 4. We estimated each subject's "whole

field" tracking capacity on the basis of performance in the behavior-only session, and

used this estimate as a predictor of his or her N2pc and CDA effects that were measured

in the single hemifield ERP tracking task. In a "whole field" tracking situation, the

difficulty of target selection should be reduced because the subjects could freely view and

select the targets across the entire display. In contrast, the difficulty of sustained attention

should be raised because of the substantial increase in how long the targets needed to be

tracked continuously. Consequently, we would expect that the N2pc effect should now

become a weaker predictor of "whole field" tracking capacity; simultaneously, we expect

that the CDA should become a stronger predictor of tracking capacity as the limiting

factor in task performance shifts from selection to sustained attention. As shown in

Figure 2-6, we observed that while the correlation between the N2pc difference effect and

whole field tracking capacity was considerably weaker than we observed previously (r=

.31, p < .07), the CDA difference became a much stronger predictor of tracking

performance (r= .72; p <.001). Again, the N2pc and CDA effects were strongly correlated

(r = .52, p < .05). Moreover, when we partialled out the contribution of the N2pc effect,

the relationship between the CDA effect and tracking capacity remained strong (partial r

= .69; p < .01); Conversely, the N2pc was no longer predictive of tracking capacity when
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the CDA effect contribution was removed (partial r = .10; ns). Thus, in this "whole field"

tracking context, it is our index of sustained attention that explains most of the unique

variance in attentional tracking capacity across individuals.
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Figure 2-6: Experiment 5 Results Correlations between an individual's Whole Field
tracking capacity and the rise in amplitude from 1 to 3 targets for the N2pc (A) and the
CDA (B). Tracking capacity was estimated by averaging behavioral performance across
all set sizes (3, 4 and 5).

DISCUSSION

Overall, these results indicate that we have isolated neural measures of the target

selection and sustained attention processes that underlie our limited ability to track

multiple moving objects. Indeed, by measuring the amplitudes of the N2pc and CDA

waves we could determine how many targets were being selected or tracked during a trial

as well as being highly sensitive to a given subject's specific tracking capacity.
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Moreover, these two neural measures allow us to finely index what the primary limiting

factors for performance are on a given measure of tracking capacity. Under difficult

selection conditions, variability in the N2pc effect strongly predicts tracking

performance. Whereas, when selection is less taxing but the targets must be tracked for

longer durations, it is the variability in the CDA that strongly predicts tracking

performance. However, under both situations, we found that it was the amount of

separation in amplitude between different numbers of targets (i.e., rise from 1 to 3

targets) that was the primary predictor of tracking ability. Consequently, these results

suggest that individual differences in tracking performance may be primarily determined

by how efficiently the visual system can individuate the targets from one another as well

as from the distractors (Sears and Pylyshyn, 2000; Intriligator and Cavanagh, 2001;

Ogawa et ai., 2002; Vogel et ai., 2005; Suganuma and Yokosawa, 2006).

The results of this series of experiments also have significant implications

regarding the neural systems that underlie the attentional mechanisms involved in

selecting and tracking moving objects. For example, we have found that the amplitude of

the N2pc provides a reliable index of the number of targets being selected, but strongly

follows the limits of attentional tracking capacity. Considering that the N2pc is thought to

be generated in V4 and posterior portions of inferior temporal cortex (e.g., Hopf et ai.,

2006), these results suggest that selective attention effects in these regions may show

similar sensitivity to capacity limits. This is consistent with the viewpoint that attention

effects in these regions may reflect processes that help to individuate targets from

distractors (e.g., Desimone and Duncan, 1995; Kastner and Ungerleider, 2000).
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Moreover, recent work has suggested that the attentional "spotlight" can be split to two

noncontiguous locations simultaneously without also being allocated to the intervening

space (Awh and Pashler, 2000; Muller and Hubner, 2002; Muller et aI., 2003), and that

areas of extra-striate cortex show distinct focal activation patterns under split-attention

conditions (McMains and Somers, 2004, 2005). Thus, it is plausible that similar

attentional mechanisms underlie our current N2pc target selection effects and these

demonstrations of split attentional foci. If this is the case, we would predict that the

attentional capacity of the observer would impose an upper limit on the number of

locations that could be simultaneously selected.

The response of the CDA during tracking also suggests implications regarding the

underlying neural mechanisms involved in sustaining attention towards targets. The

primary candidate neural source for the CDA is the IPS, which stems from the fact that

previous work has shown that this area was modulated by the number of items that are

being tracked (e.g., Jovicich et aI., 2001), as well as the finding that this region shows

highly similar patterns of BOLD activation during working memory load manipulations.

Like the CDA, the IPS also reaches asymptotic activity levels for memory loads of

approximately 3 items, and is sensitive to individual differences in working memory

capacity (Todd and Marois, 2005). Thus, the finding that the CDA shows parallel

responses during attentional tracking and visual working memory tasks suggests that cells

in the IPS may actually facilitate the processing of both tasks. In this regard, the IPS may

reflect a smart, but limited-capacity pointer system that helps keep individuated

representations of objects actively maintained in working memory tasks and spatially
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updated in attentional tracking tasks. While the current results are highly consistent with

the interpretation that similar neural mechanisms may underlie the capacity limits of both

types of tasks, they are still insufficient to resolve this particular question because we

have not directly compared the neural activity during visual working memory and

attentional tracking tasks in the same subjects. However, the present results appear to

provide an experimental approach for addressing this question in the future.

Conclusions

Our limited ability to divide attention so that we may keep track of multiple

moving objects is a central limitation within cognition, and is thought to underlie our

performance of a wide assortment of common tasks. Moreover, an individual's tracking

capacity has been shown to be positively related to performance on a broad range of

high-level cognitive functions, including measures of fluid intelligence (Oksama and

Hyona, 2004). The present results demonstrate strong and robust neurophysiological

predictors of individual differences in attentional tracking capacity. Thus, they provide an

initial link between this fundamental cognitive limitation and the two primary stages of

neural activity that facilitate attentional tracking.
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CHAPTER III

ATTENTIONAL ENHANCEMENT DURING MULTIPLE OBJECT TRACKING

This work was previously published with Andrew McCollough, Todd S. Horowitz

and Edward K. Vogel in Psychonomic Bulletin & Review.

INTRODUCTION

One of the more dramatic demonstrations of attention to multiple foci is the

multiple object tracking task (MOT, Pylyshyn & Storm, 1988). The subject is presented

with an array of identical objects and told to follow a subset of target objects as all of the

items move independently for several seconds or minutes. Intuitively, this is a

challenging task, yet most people can track 3-5 objects under typical conditions. Our goal

in this study was to determine how spatial attention is allocated during this task. In

particular, we sought to establish a hierarchy of the allocation of attention to various

elements of the display (i.e., targets, distractors, and background) so that we may begin to

characterize the mechanisms by which attention facilitates tracking.

Spatial attention is thought to act through a combination of mechanisms that both

enhance the processing of relevant information and suppress the processing of irrelevant
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information (e.g. Posner & Dehaene, 1994). These two mechanisms are generally

distinguished by comparing the processing of attended and unattended information to an

attention-neutral baseline condition. Attended stimuli typically show enhancement

relative to baseline, while unattended stimuli show suppression. The preferred technique

of assessing the role of spatial attention during tracking tasks has been the dot-probe

method (Alvarez & Scholl, 2005; Feria, 2008; Flombaum et aI., 2008; Pylyshyn, 2006;

Pylyshyn et aI., in press), which has been widely used to infer attentional distribution in

visual search tasks (Cave & Zimmerman, 1997; Cepeda, Cave, Bichot, & Kim, 1998;

Klein, 1988). In this technique, subjects must detect small, low contrast probe dots

presented at various locations while simultaneously performing the MOT task. The

assumption is that probes should be detected most readily at attended locations and

should be more likely to be missed when presented at unattended locations.

Using the dot-probe technique, Pylyshyn (2006; Pylyshyn et aI., in press)

compared detection performance for probes on targets and distractors with a neutral

baseline condition in which probes were presented in empty space within the display. He

found that detection was highest for empty space probes, while target probes were

detected more frequently than distractor probes. Pylyshyn attributed this unexpected

superiority for empty space to a low-level masking effect for probes on objects. To

control for this masking effect, he also asked subjects to detect probes in the display

without the requirement to track targets and found that they were much better at detecting

probes in space than on moving items. Using performance on this task to reinterpret

probe detection in the tracking task, he concluded that probe performance was equivalent
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for targets and empty space, but impaired for probes on distractors. This pattern of results

suggests that the primary role of spatial attention during MOT is to suppress distractors.

Surprisingly though, it suggests that the tracked targets are not enhanced by attention,

which contrasts strongly with the spatial attention literature that typically observes a

combination of enhancement and suppression attention effects (Hillyard et al., 1998;

Hopf et al., 2006; Luck, 1995; Moran & Desimone, 1985). One way to interpret these

data would be to conclude that attentional enhancement is simply not involved in tracking

moving targets. However, the absence of evidence is not evidence of absence. The aim of

this paper is to test the alternative hypothesis that this lack of evidence for attentional

enhancement of targets during tracking is a consequence of how attentional allocation in

MOT has been measured.

The absence of evidence for an attentional enhancement of tracked targets may

suggest that the attentional mechanisms that facilitate tracking are distinct from those

involved in spatial attention. However, we argue that the dot-probe approach is not ideal

for assessing the spatial distribution of attention in MOT, particularly target

enhancement. Accurate probe detection relies upon the subject's awareness of the probe,

which requires complete processing of the probe to the level of report. Considering that

most previous demonstrations of target enhancement in spatial attention tasks have been

shown to occur at fairly early (~100ms) perceptual stages of processing (Hillyard et al.,

1998; Luck, 1995), the dot-probe approach may not be sufficiently sensitive to detect

enhancements that occur at such an early stage. Furthermore, the dot-probe technique



92

itself may influence the distribution of attention in MOT. Subjects are in a dual task

situation where attentional resources must be shared between tracking and probe

detection. Subjects cannot ignore distractors and empty space entirely, because task

relevant probes will be presented at these locations. Thus, detection performance for dot

probes may tell us more about the strategies subjects use to achieve both tasks

simultaneously than it does about attention distribution in the primary task (MOT).

In the present study, subjects have a single task: tracking targets. We present

probes at various locations, but instead of asking the subject to detect them, we measure

the electrophysiological response to these task-irrelevant probes. We measured the PI

and Nl components of the event-related potential (ERP). These are early (~75-150ms)

visual-evoked responses that reflect initial perceptual processing in extrastriate cortical

areas (Heinze et al., 1994a; Hillyard et al., 1998). Both components have repeatedly been

shown to be acutely sensitive to the allocation of spatial attention, even when the evoking

stimulus is task-irrelevant (Heinze et al., 1990; Vogel, Luck, & Shapiro, 1998).

Moreover, the PI and Nl attention effects have been shown to be sensitive to both

enhancement of attended information and suppression of unattended information. In

particUlar, Luck (Luck et aI, 1994; Luck, 1995) found that the PI to items at unattended

locations was suppressed relative to neutral conditions. Conversely, the Nl to items at

attended locations was enhanced relative to neutral conditions. Together, these previous

results indicate that the PI and Nl responses to task-irrelevant probes provide an ideal

index for measuring both attentional enhancement and suppression in MOT at an early

perceptual stage. If target positions are attentionally enhanced, we should expect larger
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PIJNI responses to probes on targets than to distractors or empty space. If distractors are

suppressed, we should expect a decreased PI response to distractors relative to empty

space.

As Pylyshyn (2006) noted, finding an appropriate neutral baseline condition is a

difficult problem for the dot-probe technique. It may be easier to detect empty space

probes because they are not masked by item contours. Therefore, we also measured the

ERP response to probes presented within stationary objects placed at random positions

within each quadrant of the display (see also Pylyshyn et ai., in press). Aside from not

moving, these objects were identical in appearance to the moving items, so that stationary

probes would be equally subject to contour masking l
. Thus, we had two neutral baseline

conditions: empty space and stationary objects.

Subjects maintained central fixation while tracking two targets among four

moving distractors and four stationary objects for 6.33 seconds (see Figure 3-1). At the

end of the trial, all movement ceased, one object became red and the subject judged

whether or not it was a target. During the tracking period of each trial, eight task-

irrelevant white square probes were briefly flashed at variable intervals. These probes

could appear randomly on a target, a distractor, in empty space, or on a stationary object.

1 Although contours for stationary distractors may not be identical to moving items due to
motion-defined contours, our results indicate that probes in empty space elicited a smaller
electrophysiological response than probes on distractors or targets.
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Test Array

Figure 3-1: Experimental Paradigm The sequence of events in our MOT task. At the
start of each trial, targets were identified as red (striped in the figure) amongst black
squares. During the trial, target and distractor items moved in random directions.
Approximately every 633ms, a task-irrelevant probe appeared on a target, moving
distractor, stationary object or empty space. At the end of each trial subjects categorized a
single red item as either 'target' or 'non-target' with a button press.

METHOD

Participants

Thirty-one participants (19 female, age range 18-31) from the Eugene, Oregon

community completed the experiment for monetary compensation. Three participants
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were excluded because of excessive eye movements (see below), leaving a total of28

subjects in the sample.

Stimuli and Procedure

Each participant completed 12 blocks of30 trials each (360 total trials). Each trial

included two of each type of probe: target, distractor, stationary object and empty space,

for a total of 720 probes per type. All items were empty boxes subtending approximately

0.5 degree of visual angle (0). Items moved along random trajectories at a constant

velocity of lOis. Motion was constrained within an invisible 17° x 17° box centered on

the screen. Items were allowed to collide and reflected from each other at their angle of

incidence with no momentum exchange.

At the start of each trial, all items were stationary. Two of the ten items were red,

designating them as targets. After 333 ms, the targets turned black and began to move,

along with four of the eight distractors. During the trial, white probes appeared at varying

intervals with a minimum inter-probe interval of 633ms and a duration of lOOms. After

6333ms, all motion ceased, one item became red, and the participant responded as to

whether or not this item was a target. The red item was equally likely to be a target or a

moving distractor.

Recording and Analysis

Electroencephalographic (EEG) activity was recorded from 20 tin electrodes

mounted in an elastic cap (Electrocap International). In addition to the standard
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International 10/20 System sites, four additional sites were used: OL and OR, positioned

midway between 0 I and T5 on the left hemisphere and 02 and T6 on the right; POz,

located on the midline between pz and 01-02, and P03 and P04, located halfway

between POz and T5 on the left and POz and T6 on the right. All sites were recorded

with a left-mastoid reference, and the data were re-referenced offline to the algebraic

average of the left and right mastoids. The horizontal electrooculogram (EOG) was

recorded from electrodes placed approximately Iem to the left and right of the external

canthus of each eye to measure horizontal eye movements. In order to detect blinks and

vertical eye movements the vertical EOG was recorded from an electrode mounted

beneath the left eye and referenced to the right mastoid. Probe events containing artifacts

(ocular, movement, or amplifier saturation) were discarded. Subjects with artifact

rejection rates in excess of 25% were excluded from the sample. Three subjects were

excluded from further analysis using this criterion. EEG and EOG were amplified with an

SA Instrumentation amplifier with a bandpass of 0.01-80 Hz and were digitized at 250

Hz in LabView 6.1 running on a Macintosh.

RESULTS AND DISCUSSION

Behavioral Tracking Performance

Tracking performance was quite good (mean percent correct: 88%, SD = .08). We

transformed accuracy to effective tracking capacity, m= n(2p-I), where n is the number
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of targets (e.g. 2), andp is percent correct (Scholl, 2001). Mean mwas 1.52 objects (out

of a maximum possible score of 2), with substantial inter-subject variability (SD = 0.3).

ERP Responses to Probes

Figure 3-2 shows ERPs time-locked to probe onset across the four probe

conditions. The two early spatial attention-sensitive components of interest can be clearly

seen. The initial positive wave (PI) displays a narrowly-focused scalp distribution,

maximal over occipital electrodes. This is followed by the more broadly-distributed

negative wave (Nl) which is maximal at central electrodes. For further analysis, we

defined PI amplitude as the mean amplitude from 100-150ms following probe onset at an

occipital pair of electrodes (OL/OR). We similarly defined Nl as the mean amplitude

from 125-185ms following probe onset at central electrode sites (Cz, C3, & C4). As seen

in Figure 2B, both ofthese components were strongly modulated by probe type, yielding

a significant effect of probe type on amplitude (PI F(3,81)=9.93, p<.OOI, NI F(3,81)=

23.44, p<.OOI).

For both components, amplitude was highest for target probes, followed by

distractors and empty space, and was lowest for stationary objects. Subsequent paired t

tests revealed significant differences between target probes and all other probe types (pI:

t(27)= 3.36, 4.65, 3.01; NI: t(27) 4.13, 6.42,6.89, all p<.007). Furthermore, Nl

amplitude to distractor probes was greater than either of the baseline probe types

(stationary object t(27)=3.01, p>.006; empty space t(27)=3.23, p>.004). However,
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while PI amplitude to distractor probes was greater than to stationary objects (t(27)=3.33,

p<.004), it was not reliably different from responses to empty space (t(27)=.75).
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Figure 3-2: Electrophysiological Results Electrophysiological response time-locked to
probe onset. The frontal, central and parietal waveforms are grouped averages of three
electrodes at those sites, while the occipital waveform is the average response from the
OL and OR electrodes. 2B: Absolute value of mean amplitude for the NI and Pl. PI
amplitude is a positive-voltage wave observed from the occipital sites IOO-I50ms post
stimulus. NI amplitude is a negative-voltage wave observed from the central electrode
sites I25-I85ms post-stimulus. Error bars represent standard error of the mean.
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Relationship to Tracking Performance

Are these electrophysiological effects simply correlated with attentional allocation

or are they related to performance? To answer this question, we took advantage of the

inter-individual variance in tracking and attempted to predict PlINl amplitude on the

basis of tracking performance. We performed a median split of the ERP data based on the

subjects' tracking performance and analyzed ERP amplitude as a function of group (i.e.

good trackers vs poor trackers) and probe type. Nl amplitude was highly sensitive to

tracking performance. As can be seen in Figure 3a, the primary difference between the

two groups was in the relative amplitudes to targets and distractor probes, with good

trackers showing a much larger difference between these two conditions than poor

trackers (see Figure 3b). We found a significant interaction between group and target vs

distractor probes (F(l,26)=6.24, p=.Ol9). Importantly, we looked at correlations across

all subjects to verify that this effect was not an artifact of the median-split procedure.

Before doing so, we calculated the reliability of each measure using a split-half

correlation procedure. The reliability for these measures were as follows: behavioral

performance (r = .83), average Nl response (r=.89), response to target probes (r=.67), and

the difference between target and distractor responses (r=.65). Figure 3c shows the

correlation between the target-distractor difference in Nl amplitude and tracking capacity

(m), which was highly significant (r=.43, p=.024; when corrected for attenuation, r=

0.59). However, it was not the case that good trackers simply had larger Nl amplitudes

for all probes: neither overall Nl amplitude irrespective of probe placement (r=.08) nor

target amplitude alone (r=.l7) were significantly correlated with tracking ability.

Similarly, the difference in amplitude between target probes and the two baseline probe
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types were not significantly correlated with tracking performance (r=.09 and r=.l9, for

empty space and stationary object, respectively), suggesting that the treatment of

background space is the same for all subjects irrespective oftracking ability. In sum,

these results indicate there was less attentional differentiation between moving distractors

and targets for poor trackers than for their more skillful counterparts.
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Figure 3-3: Individual Differences in Electrophysiological Data Electrophysiological
response from central electrodes to probes for good trackers and poor trackers. Subjects
were divided on a median split based on behavioral accuracy. Electrophysiological
response to probes on stationary objects did not vary as a function of tracking accuracy.
3B: Mean amplitude from the central electrode group in response to probes on targets and
distractors for good and poor trackers. 3C: Scatterplot between behavioral tracking ability
(tracking capacity) and the difference between the response to target and distractor
probes. In both 3B and 3C, the target response is larger relative to the distractor response
for good trackers than poor trackers. One very accurate subject showed a much larger
target-distractor difference than all other subjects. If we remove this subject, the
correlation remains significant (r=.40, p=.038).
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GENERAL DISCUSSION

What is the role of spatial attention during MOT? On the basis of results from the

dot-probe paradigm, Pylyshyn (2006; in press) suggested that while attention suppresses

distractors, the tracked targets are not enhanced by attention. On this distractor

suppression model, we would expect equivalent ERP responses for probes on targets and

on the background. However, we observed a substantially different hierarchy of

attentional allocation: targets showed the greatest response, with weaker responses to the

distractors, and the weakest responses to the background or stationary objects. Thus, our

results provide strong evidence in favor of attentional enhancements of the targets during

tracking. However, we found no evidence that the distractors are suppressed below the

level of the background at least when measured at this early level of perceptual

processmg.

Previous work using spatial attention manipulations has indicated that the P1

component is indeed sensitive to the suppression of information at unattended locations

(e.g., Luck et aI, 1994). Thus, the absence of a suppression effect in the present study is

unlikely to be due to a lack of sensitivity to suppression mechanisms. Nonetheless, these

results certainly do not rule out the possibility of distractor suppression at all levels.

Indeed, the behavioral evidence consistent with distractor suppression during MOT has

been replicated in a number of studies and appears to be a robust and reliable effect

(Flombaum et aI., 2008; Pylyshyn, 2006; Pylyshyn et aI, in press). How can we integrate



102

the current results favoring target enhancement with the previous literature favoring

distractor suppression? One possibility is that, while the PlINl response reflects attention

at early, perceptual stages of processing, the behavioral measures reflect distractor

suppression at later post-perceptual stages. If this formulation is correct, we would expect

that post-perceptual ERP components (e.g., N400, P3) should show distractor suppression

effects (for a related line ofreasoning see Vogel, Luck & Shapiro, 1998). Another

possibility is that distractor suppression reflects a strategy subjects adopt to deal with the

dual-task demands of tracking targets while detecting probes. While we cannot

distinguish between these alternatives with our current data set, this is a fruitful topic for

further research. One caveat to the distractor suppression interpretation of existing MOT

dot-probe studies is that the designation of enhancement or suppression is always made

relative to the empty space baseline, and these studies typically find that probe detection

in the absence of a tracking task is higher for empty space than for moving objects

(Pylyshyn, 2006; Pylyshyn et aI, in press). One finding that is very clear and consistent

with the current results is that probes on target locations are always reported at a much

higher rate than distractor probes.

During an attentional tracking task, we observed modulations of the visual

evoked PI and Nl components that closely resemble those observed in standard spatial

attention tasks (Heinze et aI., 1994b; Mangun & Hillyard, 1991). While the attentional

modulations of these components may be similar, it is certainly plausible that distinct

mechanisms may be facilitating MOT and conventional spatial attention tasks. In

particular, while spatial attention tasks generally require attention to be focused on a cued
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location in anticipation of a single upcoming target, MOT would appear to require object-

based attention (Alvarez & Scholl, 2005; Drew & Vogel, 2008; Scholl, Pylyshyn, &

Feldman, 2001; vanMarle & Scholl, 2003). Nonetheless, both location- and object-based

attention appear to produce similar modulations of the perceptual response to task

irrelevant probes. For example, Martinez et al (2006) used a task-irrelevant probe ERP

technique while subjects performed a variation of the Egly et al (1994) object-based

attention task, and found that the PI and Nl were enhanced for probes presented at the

attended portion of an object. Importantly, they also found that the PI and Nl were larger

for probes on the unattended portion of the attended object than they were for probes on

an unattended object that was equally distant from the attended region, indicating that the

benefits of attentional allocation extended throughout the object.

Using a novel method of assessing spatial attention during MOT, our current

results also help us to understand why individuals differ in tracking ability. We found that

the difference between good and poor trackers was not the overall amplitude ofthe

response to probes at the attended location, nor was it the treatment of nonmoving

stimuli. The key difference in our data was the relative amounts of attention allocated to

targets and distractors. We found that tracking performance improved as the difference in

amplitude between probes on targets and distractors increased. One straightforward

interpretation of this result is that poor trackers were more likely than good trackers to

inadvertently track one or more distractors, leading to a smaller average difference

between target and distractor responses. Although we did not find direct evidence that

poor trackers paid significantly more attention to distractors than targets, it is possible



104

that we failed to see such a relationship due to the fairly large number of distractors in the

display. That is, given that there were 4 moving distractors, if a subject inadvertently

began to track a particular distractor, we had only a one in four chance of probing that

particular item on that trial. Future experiments will be necessary to more clearly

determine whether these subjects directly allocate more attention to distractors.

Nonetheless, the present results indicate that behavioral tracking performance is related to

the relative amounts of attention allocated to targets and distractors. Thus, the current

results are similar to our recent work examining the relationships between working

memory capacity and the ability to prevent salient but irrelevant information from being

stored in memory (Vogel, McCollough & Machizawa, 2005). Thus, the present results

add to the growing body of evidence that the ability to selectively prevent irrelevant

information from being attended is an important correlate for success in both visual

working memory and MOT (Kane & Engle, 2003; McNab & Klingberg, 2008; Vogel, et

al.,2005).
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CHAPTER IV

ATTENTION TO OBJECTS AND MOTION DURING MULTIPLE OBJECT

TRACKING

This chapter was written in collaboration with Todd S. Horowitz, Jeremy Wolfe,

and Edward K. Vogel.

INTRODUCTION

Despite phenomenal experience to the contrary, the visual attention literature has shown

that capacity limitations constrain the amount of visual information that we are able to

process at any given moment to about four items. Experimentally, when visual

information abruptly disappears for more than about 300ms (long enough for iconic

memory to fade), people are typically able remember about 4 independent items (Jiang et

aI., 2000; Vogel et aI., 2001; Xu, 2002). This task is thought to index the capacity of

working memory, a cognitive construct thought to underlie the ability to maintain

information in a durable form for short periods of time (Cowan, 2001; Vogel et aI.,

2001). While attention and WM have typically been thought of as separate, more recently

researchers have noted many similarities between the two constructs. For example,

Cowan (2001) has conceptualized working memory as the active portion of long term

memory that is currently the focus of attention and a growing number of studies have
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shown that an individual's WM capacity predicts performance on a wide variety of

attention tasks (Engle, 2002; Kane and Engle, 2002; Unsworth et aI., 2004).

Recently, Fougnie and Marois (Fougnie and Marois, 2006) explored the

connection between VWM and attention using a dual task experiment where participants

were asked to maintain a number of items in memory while performing one of two tasks:

either an additional WM task or a multiple object tracking task. In the MOT task, people

are asked to track a subset of target items in a field of identical distractor items as all

objects move about a field randomly. People are typically able to track between 4 and 5

items simultaneously (Pylyshyn and Storm, 1988). Although the authors found that the

VWM task interfered with an additional VWM task more than the MOT task, there was

clear evidence for interference between VWM and MOT tasks. The locus of this

interference effect, however, is unclear. One possibility is that both tasks rely on the same

capacity limited space for representing individual items and the interference observed

was a result of competition for the same limited resource. Still, while both tasks

necessitate maintaining the representation of as many targets as possible, the MOT task

requires each target's location to be continuously updated throughout the trial duration so

the interference may not be perfectly additive.

Lateralized versions of the VWM and MOT tasks yield a strikingly similar

electrophysiological response: a contralateral negativity that is broadly distributed over

posterior electrode sites and increases as the number of targets (Vogel and Machizawa,

2004; Vogel et aI., 2005; McCollough et aI., 2007; Woodman and Vogel, 2008). In both

tasks, amplitude of the component does not increase for set sizes above behavioral

capacity and the amplitude of the component is not sensitive to difficulty manipulations
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that do not affect the number of items the subject must attend (Drew and Vogel, 2008). In

the current set of experiments, we sought to use this component to further investigate the

relationship between tracking and visual working memory.

The fMRI literature is instructive in understanding the surprisingly similar

response evoked by these two seemingly dissimilar tasks. During visual working memory

tasks, a number of studies have shown that activity in the interparietal sulcus increases

with the number of items that must be encoded (Linden et aI., 2003; Xu and Chun, 2006;

McNab and Klingberg, 2008), and reaches asymptote when the behavioral capacity is

exceeded (Todd and Marois, 2004, 2005; Xu and Chun, 2006). The fMRI literature on

MOT is considerably smaller, but the papers appear to converge on increased activation

from a relatively stable group of areas during tracking (Culham et aI., 1998; Culham et

aI., 2001; lovicich et aI., 2001; Howe et aI., 2009). These papers generally compare

passive viewing of moving stimuli to active viewing (tracking) and find a network of

areas are more active during tracking including, FEF, SPL, IPS and MT+. Two papers

(Culham et aI., 2001; lovicich et aI., 2001) varied the number of targets the subject

tracked and compared areas that were more sensitive to the load manipulation (tracking

an increasing number of objects) than to the task manipulation (active tracking of targets

compared to passive viewing of the moving stimuli). Both studies found that activity in

IPS increased as the number of targets increased. Given the fact that activity in this area

increases as a function of set size during both VWM and MOT tasks, activity in this area

may reflect a pointer system that devotes an attentional focus to each of the tracked

targets (Howe et aI., 2009). The fact that both tasks appear to employ a similar region to

focus attention on target locations implies that the strikingly similar behavioral capacity
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limitations in the two tasks may be driven by the processing capacity of the same pointer

system. If this is the case, the strong prediction is that activity in IPS should reach

asymptote when behavioral capacity is reached in an MOT task.

Howe and colleagues (2009) also hypothesize that area MT+'s role in the tracking

task is to represent the location of the objects. Interestingly, when Jovovich and

colleagues asked participants to track 0, 2,3,4 or 5 targets, there was only a marginal

linear increase in MT+ activity as tracking load increased, but showed a large increase

from 0 to 1 item (2001). Similarly, Culham and colleagues (2001) found that the task

effect (tracking> passive viewing) was larger than the load effect in MT+. Critically, the

visual stimulation during the tracking interval was identical in all 5 conditions. This

suggests that MT+ is predominantly responding to attention to motion and is only weakly

affected by the number of targets or the difficulty of the task. Accordingly, when Howe

and colleagues (2009) contrasted a moving MOT display to a stationary display where

the participants were simply asked to memorize the original location of the targets, MT+

activity was much larger during the moving display.

This set of results suggests that in terms of neural mechanisms, tracking and

VWM tasks both engage a mechanism that is sensitive to the number of target in a given

trial and appears to emanate from near the IPS. Further, the two tasks differ in the amount

that they engage area MT+. This area appears to be primarily driven by the need to attend

to motion and update target positions rather than the mere presence of motion and

responds weakly to target load manipulations.
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EXPERIMENT 1

In this experiment, we sought to directly compare the electrophysiological correlates of

the lateralized VWM and MOT tasks within a single group of subjects (see Figure 4-1).

On half of the blocks participants tracked 1 or 3 items, while in others they held 1 or 3

items in memory. In both cases, the initial selection period was 500ms and was followed

by a l500ms interval when subjects either tracked items as they moved randomly about

the screen, or maintained the object information across a delay interval. At the end of

each change detection trial, the items from the selection period reappeared and

participants were asked to categorize the items as either 'same' or 'different' with a

gamepad controller. In tracking trials, one item was filled in red and participants were

asked to judge whether the item in question was originally red or not ('same' or

'different' than the original color). In both cases, the correct answer was "same' on 50%

of trials. Although we held the number of objects constant across the two tasks, memory

performance was better than tracking performance in this experiment (VWM accuracy:

91 %; MOT: 85%; t(12)=3.09, p<.Ol).
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Figure 4-1: Experiment 1 paradigm

In this paper as in previous work, we will focus on lateralized components by

defining electrode pairs as either contralateral or ipsilateral with respect to the side of the

screen the participants were asked to covertly attend on a given trial. Next, we averaged

the response across a set of 5 electrodes (P3/4, P03/4, Ol/OR, 01/02 and T5/6; see

methods) and the side of the screen that was attended on a given trial (See Figure 4-2).

Finally, by subtracting ipsilateral activity from contralateral activity we arrive at a

difference wave that represents the average response. Examining this waveform for the 4

conditions in the experiment, two differences between the activity evoked by the tasks are

clear: an overall increase in amplitude for the tracking trials, and a decrease in amplitude
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roughly 1000ms after stimulus offset for both memory conditions but neither tracking

condition. To quantify these differences, we analyzed mean amplitude in two time

periods: an early period (500-800ms) prior to the observed amplitude decay in the

memory conditions, and a later time period (1600-1900ms) after the decay had taken

place. In the memory task, there was a significant Time by Object number interaction

(F(1,12)13.90, p<.004) with main effects for number of objects (F(1, 12)=10.03, p<.009)

and time window (F(1,12)=9.80, p<.Ol). The interaction appears to be driven by the fact

that there is a clear set size effect for VWM task early on in the trial (t(12)=4.51, p<.002),

and this effect is no longer significant later in the trial (t(12)=1.02, p=n.s.). Although the

time and number of objects did not interact in the tracking task (F(1, 12)=.01, p=n.s.),

there was a significant main effect for number of objects (F(1,12)=17.81, p<.002) and

time period (F(1,12)=21.53, p<.002). Amplitude for three objects was significantly higher

than one object in both time periods (Early: F(1, 12)=4. 13, p<.002; Late: F(1,12)=3.89,

p<.003). This is a striking finding: although the same amount of information must be

maintained during the latter portion of the VWM trials, the differential contralateral

activity decreases while activity in the tracking task increases. We suspect that this

dissociation between the tasks has to do with consolidation of information during the

VWM task that is not possible during the tracking task, but more work needs to be done

to solidify this claim.
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We a found a more subtle effect by examining amplitude for the two tasks during

early time window. Although there is a main effect for number of items (F(1, 12)= 28.53,

p<.OOI) and task (F(1,12)= 5.13, p<.05), the two factors do not interact (F(1,12)=.509,

p=n.s.). In the later time window, amplitude in the memory task decreases, leading to an

interaction (F(I,12)= 7.81, p<.05) with main effect for number of objects (F(1,12)=

12.45, p<.005) and trial type (F(I,12)= 13.41, p<.005) (see Figure 4-2 & 4-3).
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Amplitude in the tracking task is higher than the memory task even in this early period,

when memory amplitude was maximal. In general, over many experiments in our lab, we

have found that the CDA in tracking experiments tends to be larger (-2Ilv) than VWM

experiments of comparable difficulty (-IIlV). In Experiments 2 and 3, we manipulated

both behavioral relevance of motion (Experiment 2) and the presence or absence of

motion (Experiment 3) to better understand what this amplitude increase can tell us about

the neural mechanisms that underlie tracking.

EXPERIMENT 2

By focusing on the observed differences in evoked contralateral amplitude during

these two tasks, we hope to better understand how the tasks differ cognitively. One

possibility is that the differences are driven by the differences in difficulty across the two

tasks. In Experiment I, the tracking task was more difficult than the memory task, so it

may be the case that amplitude for the contralateral component simply increases with task

difficulty. Previous work in our lab has shown that amplitude in both the memory task

(Ikkai et aI., in prep) and the tracking task (Drew & Vogel, 2008) is unaffected by

difficulty manipulations, but in order to rule out this possibility, in the current experiment

we ensured that difficulty for the two tasks was identical. Another possibility is that the

mere presence of motion leads to a larger difference in contralateral and ipsilateral

activity. In the fMRI literature, the typical method for localizing area MT+ is to contrast
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areas that show more activity during passive viewing of moving stimuli than viewing of

static stimuli (Tootell et al., 1995; Tootell et al., 1997). Given that this area is

retinotopically organized (Huk et al., 2002), the literature would predict a differential

contralateral increase in area MT+ during the motion trials of Experiment 1 relative to the

memory trials. Finally, two studies in the MOT literature have shown an increase in MT+

activity for attended motion as compared to passively viewed motion (Culham et al.,

2001; Jovivich et al., 2001).

In Experiment 2, we attempted to test both of these hypotheses by keeping

difficulty constant across the two tasks and holding the visual stimulation between the

two tasks identical while manipulating the task set. The stimuli in this experiment were 4

lateralized, 2-armed pinwheels. In one block of trials, participants were asked to track

either one or two arms of the pinwheels. When tracking two arms, the arms were always

on different pinwheels on the same side of the screen so that it was always necessary to

differentiate between a target arm and nearby distractor arm. After a 500ms selection

period, the pinwheels started to rotate, changing direction and speed randomly so as to

necessitate attentive tracking. At the end of each trial, one bar of the pinwheel was

illuminated and the participant identified the bar as tracked or not tracked. In the other

blocks of the experiment, the participants were asked to memorize the color of either one

or two bars on the pinwheels during the selection period. During the delay interval, the

color-less pinwheels rotated randomly using the same motion parameters as the tracking

block. At the end of each trial, one bar was colored and the participant identified it as

either same or different as it's original color. We used a set of 7 equiluminant colors that

varied from red to green to increase the difficulty of the memory task.
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The primary question in this experiment was whether the presence of motion

would lead to the differences we observed between the response elicited by the tracking

and VWM task in Experiment 1. In a 2x2 repeated measures ANOVA over a time

window that encompassed the majority ofthe trial (500-2500ms), we found a significant

effect of both number of targets (F(1,15)=39.4, p<.OOl) and trial type (F(1,15)=28.27,

p<.OOl), but the interaction was not significant (F(1,15)=.482, p=n.s.). As can be seen in

Figure 4-3, CDA amplitude during the tracking trials was significantly larger than

memory trials for the duration of the trial. Given the difficulty in the two tasks was

equivalent (Tracking 76.8% correct, Memory 76.8% correct; F(1,15)=0.00, p=n.s.), the

main effect we observed appears to have been driven by the difference in task demands.

In the tracking blocks, it was necessary to attend to the motion of the pinwheels, while in

the memory blocks the motion was completely irrelevant to the color-memory task.

Unlike Experiment 1 though, we did not observe a decrease in CDA amplitude during the

memory trial (500-1500ms amplitude= -1. 17llv, 1500-2500 amplitude = -l.12/lV,

t(15)=.94, p=n.s.). This suggests that the presence of irrelevant motion was responsible

for the stability of the CDA. It may be that irrelevant motion in an attended position

necessitates more active maintenance of visual information than when there is no

competing visual information in that location. In the absence of visual stimulation, the

ipsilateral hemisphere may be able to assist in the maintenance process leading to a

decrease in the CDA.

This pattern of results suggests that the need to attend to motion leads to a large

increase of contralateral amplitude, which we have termed Contralateral Attention to

Motion Activity (CAMA). We believe that this activity is distinct from CDA activity,
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which is thought to serve as an index of the number of items that are actively being

maintained in working memory. In this experiment, as in the early period of Experiment

1, we did not observe an interaction between number of targets and the task despite large

main effects for both factors. If the CAMA is a simply an index of the number of items

that are moving or who's position information must be updated, there should be an

interaction between these two factors as tracking 2 items (or 3 items in Experiment 1)

should necessitate more updating than tracking one item. Instead, we found evidence of

an all-or-none effect where the contralateral amplitude increases a set amount when

motion must be attended but this increase was unaffected by the number of targets. This

can be observed subtracting memory activity from tracking activity in the appropriate set

sizes (Figure 4-4). The logic for this subtraction is that the two conditions have the same

number of items that must be attended and are indexed by the CDA, but differ in

necessity to attend to motion, as indexed by the CAMA. Using the same logic, we created

topographic maps of activity for the attended motion effect by subtracting memory

activity from tracking activity and comparing this topographic map to the set size effect.

We computed this map by subtracting the response for Track 1 item from Track 2 trials.

Our ability to make strong conclusions about localization is restricted due to the inherent

limitations of ERP localization and the fact that we used relatively low-density caps with

20 electrodes. Nonetheless, these scalp topography maps show a clear difference between

the distribution of activity related to the attention to motion (the CAMA effect) and the

set size effect. While the set size effect appears to be quite similar to scalp topography for

the CDA with a relatively narrow focus on occipito-parietal electrodes, the CAMA is

much more broadly distributed and appears to extend more anterior than CDA activity.
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We found a similar pattern of results in Experiment 1 during the early tracking period

(500-800ms): the updating effect is more broadly distributed and anterior, while the set

size effect appears similar to Experiment 2 and previous work (McCollough et aI., 2007;

Jolicoeur et aI., 2008). Given the difficulty of interpreting the underlying neural

generators based on scalp voltage distributions, this apparent scalp topography difference

should be interpreted with caution. The most important difference between the two

effects is dissociation between the two components and target modulation. The CDA is

sensitive to target set size whereas the CAMA is not. Furthermore, the all-or-none

response we observed when motion had to be attended to complete the task mirrors

results from two tMRI studies of MOT (Culham et aI., 2001; Jovicich et aI., 2001). In

both cases, when passive viewing of moving items was contrasted with tracking

conditions there was a larger increase in MT+ amplitude than when the number of targets

tracked was manipulated.

In this experiment, we have identified two independent causes for the differences

we observed between activity evoked by lateralized tracking and memory tasks in

Experiment 1. It appears that the contralateral difference wave is more stable in the

presence of motion even if the motion is irrelevant to the task at hand. Further, the large

increase in amplitude in tracking as compared to memory tasks appears to be driven by

the process of attending to motion.
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EXPERIMENT 3

In Experiment 3, we aimed to extend the findings of Experiment 2 by further

manipulating the presence or absence of motion. If attention to motion elicits a separate

electrophysiological component than maintaining an item in working memory, then by

transiently stopping and starting motion we should be able to turn this activity on or off

without affecting the CDA-related activity. This may also allow us to estimate the time

course of the CAMA: when objects stop moving, how long will it be before this is

reflected in the amplitude of the waveform? In this experiment, we asked participants to

track 2 lateralized objects in 4 motion conditions: Normal, Pause, Stop and Never Move.

On Pause trials all objects (including objects on the unattended side) stopped moving for

500ms and then began to move again. On Stop trials the objects stopped moving at the

same point and never started moving again. In the Never Move trials, the objects never

moved whereas all objects moved randomly throughout the trial in the Normal condition.

Critically, all conditions were interleaved with identical initial selection periods of

500ms.

The data support the notion that differential contralateral amplitude decreases in

the absence of attended motion. Amplitude for the 4 conditions was equivalent during the

selection period prior to motion onset (200-300ms, F(3,33)=1.78, p= n.s.), but there was a

significant effect of condition in all subsequent time windows (F(3,33)=10.2, 6.0 and 7.5

for the early, middle and late time periods respectively all ps<.003; see Figure 4-5). We



121

used a priori paired t-tests to further probe these differences. In the early time period

(1000-1500), before motion stoppage in the Pause and Stop conditions, the three moving

conditions were statistically equivalent to one another (F(2,22)=1.38, p>.2) while the

Never Move condition was significantly lower than the other three conditions (t(11)=3.10

(Normal), 3.02 (Pause), 3.96(Stop), all ps <.05). In the time period immediately

following the stoppage of motion (1500-2000), amplitude for the Pause condition was

significantly lower than amplitude in the Normal trial (t(11)=2.65, p<.05). In the final

time window (2000-2500), after objects in the Pause condition began moving again,

amplitude in this condition rose significantly higher than amplitude in the Never move

condition (t(11)=3.53, p<.OI) to a level equivalent to the Normal condition (t(11)=1.07,

p>.3) while amplitude in the Stop condition was statistically equivalent to Never Move

amplitude(t(11)=1.9, p>.05). In line with our predictions, amplitude in the Never Move

condition follows a very similar pattern as the memory conditions in Experiment 1,

slowly decreasing as the trial progresses. This is perhaps not surprising as a tracking trial

without motion is equivalent to a location working memory trial.
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Figure 4-5: Experiment 3 and 3a Results

One concern with the comparisons between Experiments 2 and 3 is that the type

of motion differs and as such may elicit a different pattern of electrophysiological

responses thereby rendering any comparisons across the motion types less meaningful.

To address this issue, we replicated the effects Experiment 3 using the spinning pinwheel

stimuli from Experiment 2. We replicated the four conditions from Experiment 3 in

Experiment 3a. In each condition, the participant was asked to track two bars. Although

overall CDA amplitude was higher in the rotating pinwheel version of the experiment

(mean amplitude for the Normal condition = -.78, -1.7 for Experiment 3, 3a respectively
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t(12)=3.54, p<.0005), the pattern of data across the two experiments is strikingly similar.

As in experiment 3, there was a significant effect of trial type in each time window after

the selection period (F(3,33)=20.43, 27.75 and 17.78 for the early, middle and late time

periods respectively all ps<.OOl), but no effect of condition during the selection period

(F(3,33)=1.73, p=n.s.). No Move amplitude was lower than the other 3 conditions in the

early time window (t(11)=6.25 (Normal), 5.65 (Pause), 6.61 (Stop), all ps <.05) and Pause

and Stop amplitudes were significantly lower than Normal amplitude during the middle

time window following the initial cessation of motion (t(11)=2.56, 5.5 respectively both

ps<.OOl). During the late time period after object began moving again in the Pause

condition, amplitude rose significantly above No Move amplitude (t(11)=4.84, p<.005)

so that it was equivalent to Normal amplitude (t(11)=2.09, p>.05) and Stop amplitude

was equivalent to amplitude in the No Move condition (t(11)1.95, p>.05).

Time course ofthe attention to motion effect

The perception of animated motion is an inherently cognitive act as we compare

previous object location to current object location and interpolate dynamic motion from

one point to another. As such, perception of the stoppage of motion may not be a simple,

automatic process. To estimate the latency of the attention to motion effect, we subtracted

amplitude in the pause condition from amplitude in the normal condition in Experiments

3 and 3a (Figure 4-6). In both experiments motion stopped at 1182ms and began again at

1682ms. Although the timing of the motion stoppage in these experiments was identical,

the type of motion (many small, randomly moving boxes or two large, rotating
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pinwheels) was substantially different. It was therefore quite surprising how similar the

pause effect was for the two experiments. First, we used a 50ms sliding window analysis

to estimate the latency of the observed effect. Using this coarse level of analysis, the two

experiments showed a similar time-course with both showing a significant difference

from 1525 -1875ms and Experiment 3a becoming significant lOOms earlier at 1425ms.

We also computed the point at which 25% of the area under the curve was reached (a

fractional area latency analysis) and found that the pause effect reached this point at

1577ms in Experiment 3 and 1558ms in Experiment 3a. The latency of this effect was

statistically equivalent across the two experiments (independent samples t-test:

t(22)=.868, p=n.s.) and we found a similar result using a fractional area peak latency

measure (25% fractional peak latency for Experiment 3: 1625ms; 3a: 1532ms, t(22)=1.79

, p=n.s.). In sum, across two experiments using different types of motion, we found that

the latency of the attention to motion effect was consistently between 300-400ms post

motion stoppage. While numerous previous neuroimaging studies have demonstrated that

attended motion leads to higher activity in area MT+ (among other areas), this is the first

demonstration of an enhanced electrophysiological response to attended motion. We are

not aware of any studies that have examined the latency of attention to motion effects in

humans, but Seidemann & Newsome (Seidemann and Newsome, 1999) measured the

unit response in area MT of the macaque and found a similar estimate for the time course

of the attentional enhancement of a preferred motion direction. Here, the firing rate for

preferred motion did not become significantly higher than firing rate for the null direction

until approximately 250ms after motion onset. The attentional effects in these two

experiments are very different: one apparently connoting that motion of a preferred
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direction is in an attended RF whereas the attention effect that we observed is related to

the perception of abrupt motion stoppage. Still, this provides an important illustration that

attention effects in area MT in of the macaque monkey have a similar time course to an

attention to motion effect that we hypothesize to be emanating from the human analogue

of area MT.
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Figure 4-6: Time Course of Attention to Motion Effect

Experiments 3 and 3a show a remarkably similar pattern of results. Both indicate

that in the absence of the necessity to update target information, contralateral amplitude

decreases to a level that is equivalent to amplitude during a VWM trial with the same

number of targets. Given the results from Experiment 2, we believe that this decrease in

amplitude is due to a decrease in CAMA amplitude while the number of items that must

be represented remains constant. Clearly, multiple object tracking is a complicated,
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multifaceted task, but the current set of results lend credence to the idea that two

important aspects of the MOT task are a pointer system that indicates what items are

targets and an attentional system that continuously updates the current location of these

targets. When it is no longer necessary to update target information, the neural signature

of this task becomes quite similar to a VWM task, where the pointer system alone is

necessary.

DISCUSSION

Despite growing popularity as a paradigm to explore divided attention and object

based attention, the neural mechanisms that underlie MOT are not yet well understood. In

the current set of studies, we have used what is known of the neural mechanisms that

underlie VWM and attended motion to help us better understand how these tasks relate to

MOT. Using lateralized versions of the VWM and MOT tasks, we found that a

contralateral component evoked by both tasks is sensitive to the number of items that are

being currently attended. We observed two main differences in the electrophysiological

response: decay in amplitude during the maintenance period of the VWM task that was

not evident in the tracking task, and an overall increase in amplitude during tracking

relative to comparable VWM trials. In subsequent experiments, we determined that the

decay of amplitude does not take place in the presence of irrelevant, unattended motion

and that the main effect of amplitude appears to be driven by attention to motion. Using

simple subtraction logic, we were able to isolate the activity related to attention to motion

and found that, unlike the CDA, the component was not sensitive to the number of items
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being attended. Furthermore, scalp topography suggests that the CAMA is more broadly

distributed and anterior than the CDA.

FMRI studies of MOT have shown a relatively consistent network of activity in

areas such as SMA, FEF, SPL, IPS and MT+ (Culham et aI., 2001; Culham and

Kanwisher, 2001; Jovicich et aI., 2001; Howe et aI., 2009) (Culham et aI., 1998; Culham

et aI., 2001; Jovicich et aI., 2001; Howe et aI., 2009). Unfortunately, due to the poor

temporal resolution of this technique, it is unclear whether the activity in these regions is

due to initial selection of targets, active tracking of targets or response selection. In an

effort to avoid the response selection problem, Howe and colleagues did not ask for a

response at the end of each trial, and found a very similar network but no activation in

SMA. In each of these studies as well as the current study, participants were instructed to

fixate during tracking. As participants generally move their eyes during MOT tasks,

activation in FEF may be due to either saccade planning or inhibition (Fehd and Seiffert,

2008). Both studies that manipulated target load found that activation in IPS increased

with increased load. Culham and colleagues found that activation in FEF, SPL and MT+

showed greater task activation (active tracking vs passive viewing) that load activation

(activation that increased as the number of targets increased). Jovivich and colleagues

(2001) found a similar pattern in FEF and MT+, but reported that SPL was load

dependent. However, Howe et aI., have suggested that the area defined as SPL by Jovivch

was actually closer to IPS, which was load dependant in Culham et aI. (2001) as well.

Nonetheless, in the current study we found that CDA amplitude was sensitive to load

manipulations, while the CAMA was sensitive to presence of attended motion and

insensitive to a load manipulation. Furthermore, although the low-density ERP recordings
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in the current study bar strong statements about localization, using subtractive logic we

attempted to isolate effects specific to attention to motion and increasing the overall

number of targets. In general, the topography of the attention to motion effect was more

broad and anterior than the activity related to attending an increasing number of targets.

Taken together, our data is consistent with the idea that attention to motion leads to a

categorically different pattern of activity than tracking or maintaining object information.

To our knowledge this is the first account of an electrophysiological component that is

sensitive to the presence or absence of attended motion.

In Experiments 3 and 3a, we were able to estimate the time-course of this effect

and found that the attention to motion effect first became significant roughly 300-400ms

post movement stoppage in both experiments. This estimate is in line with time course

estimations made in the unit-recording literature for a different type of attention to

motion effect (Seidemann & Newsome, 1999). While this effect is by definition an effect

of preferential attention towards a specific direction of motion, it is less clear why we

observe a decrease in amplitude during motion stoppage in the current study. Although

the decrease in amplitude we observed is clearly related to attention to motion, it is not

clear what aspect of attention to motion the effect connotes. Similar to the previously

mentioned paper, the effect may be driven by attention to moving items and therefore

decrease in the absence of motion. On the other hand, the effect may be specifically tied

to the need to continuously update target information during the tracking interval. Our

data cannot differentiate between these two interpretations of the data. One way to

address this ambiguity would be to create a situation where it is necessary to update in the

absence of motion. If the CAMA effect is driven by the need to update rather than
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attention to motion, updating in the absence of motion should result in a large

contralateral increase in amplitude relative to a condition where the same information

must be maintained, but not updated.

The relationship between working memory and updating

A multiple object tracking trial without movement is functionally equivalent to a

location-based working memory trial. Perhaps not surprisingly, the two trial types evoke

similar electrophysiological responses. In the!MRI literature, there seems to be a clear

consensus that the IPS is an important area for both MOT and VWM tasks. In both cases,

activity increases monotonically as the number of targets increases (Culham et al., 2001;

10vicich et al., 2001; Todd and Marois, 2004, 2005). The VWM literature has

demonstrated that this activity ceases to rise once WM capacity is exceeded, but this

result has not yet been extended to the MOT literature. Interestingly, when Howe et al.

(2009), subtracted activity during static tracking (essentially VWM) trials from passive

viewing of moving stimuli, the only area that was more active during the stationary task

was posterior IPS (PIPS). This suggests that activity in this region codes for the number

of items that are being actively attended regardless whether the items are moving or

stationary. Anterior IPS (AlPS) activity did not differ in the stationary and passive

tracking tasks, but was more active during active tracking than in passive viewing or

stationary trials. This seems in line with Xu and Chun's (2006) finding that during a

VWM task with simple or complex items, PIPS increased with the number of locations to

be attended irrespective of the complexity of the items whereas AlPS was sensitive to the
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both the number and complexity of the objects. In the MOT context then PIPS would

serve as a spatial index of what locations contain targets while AlPS seems tied to more

complex computation necessary to update these location tags as the objects move. While

previous work from our lab has shown that CDA activity behaves similar to PIPS activity

during both MOT and VWM tasks, the current study clearly demonstrates that the one of

the primary differences between the activity evoked by these two tasks is related to

attention to motion. Importantly, we have found that activity related to attention to

motion behaves much differently than attention to individual items. This activity appears

to be an all or none response that is unaffected by the number of targets.

In exploring the difference between MOT and VWM, we found a number of clear

distinctions in terms of electrophysiological response that we believe to the indicative of

underlying differences in the computations that necessary to successfully perform both

tasks. The tasks share a common requirement to index a number of targets, and we

believe this process is reflected by the CDA this pointer system. However, the clearest

difference between the two tasks is the need to attend to motion during MOT such that

the current location of each target is continuously updated as they move. Our previous

work has shown that individual differences in CDA amplitude are predictive of tracking

ability: in short, individuals whose CDA amplitude does not rise from 1 to 3 items tend to

be poor trackers (Drew & Vogel, 2008). While the pointer system appears to be a critical

part of both VWM and MOT, the need to attend to motion such that target locations may

be continuously updated differentiates the two tasks. We believe that the CAMA, a

contralateral negativity with a broader, more anterior distribution that rides on top of the

CDA during typical MOT tasks is an index of this process. Interestingly, although there
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was substantial variability in magnitude of the CAMA, differences in this activity do not

appear to correlate with behavior. That is, good trackers did not appear to have a larger

CAMA in experiment 2 or a exhibit a quicker decrease in amplitude in response to

motion stoppage in Experiment 3. This suggests that this component may serve an index

of whether motion is being attended or not rather than the quality of the motion

representation that is processed. Future experiments will be needed to establish the

functional role of this component during MOT, but the current study makes it clear that

contralateral activity can be used as an online metric of attention to motion and that the

time-course of this effect is similar to an attention to motion effect found in the unit

recording literature (Seidemann and Newsome, 1999).

MATERIALS AND METHODS

Participants

We analyzed the data of 13 subjects in Experiment 1, 16 in Experiment 2, 12 in

Experiment 3 and 12 in Experiment 3a. Ages ranged from 18-28 and all participants gave

informed consent according to procedures approved by the University of Oregon and

were paid $10 for participation. All participants reported no history of neurological

problems, normal color vision and normal or corrected-to-normal visual acuity.
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Stimuli and procedures

Experiment 1. On half of the blocks participants tracked 1 or 3 items, while in others

they held 1 or 3 items in memory. In both cases, the initial selection period was 500ms

and was followed by a 1500ms interval where subjects either tracked items as they

moved randomly about the screen, or maintained the object information across the delay

interval. Each trial began with a 200ms arrow cue followed by an inter-stimulus interval

that varied between 100 and 200ms. At the end of each change detection trial, the items

from the selection period reappeared and participants were asked to categorize the items

as either 'same' or 'different' with a game-pad controller. In tracking trials, one item was

filled in red and participants were asked to judge whether the item in question was

originally red or not ('same' or 'different' than the original color). In both cases, the

correct answer was 'different' on 50% of trials. Order of tracking and change detection

blocks was counterbalanced across participants. In both cases, the objects were squares

that subtended .6 degrees of visual angle.

All the objects moved randomly throughout the tracking trials, bouncing

whenever they made contact with other objects or the invisible motion bounding area (a

10.5 X 4.5 rectangle that was offset 2.1 degrees lateral to the fixation cross). Velocity and

direction of motion also changed at random intervals during the trials. Average velocity

was 1.6 degrees/second.

Experiment 2. There were 4 conditions in this blocked design experiment. Each trial

began with a 500ms arrow cue that was followed by a 32ms inter-stimulus interval.

During the tracking blocks, participants were asked to track one or two bars on lateralized
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spinning pinwheels (two perpendicular bars joined at the center of each bar; See

Cavanagh & Alvarez, 2005) and to keep track of the cued bars as the spinners spun

randomly for 2500ms. During the memory block, participants were asked to memorize

the initial color of one or two bars on the spinners. We created a color set of seven

equi1uminant colors that varied smoothly between red and green, making this a difficult

memory task. After the 500ms selection period, the cue colors disappeared and the

spinners changed rotation speed and/or rotation direction at random intervals so that the

motion was unpredictable. The average rotation rate was ~165 degrees/so Participants

were instructed to ignore the motion during the memory blocks and needed to track the

rotation of the target bar in the tracking block. Similar to the change detection paradigm

in Experiment 1, at the end of each memory trial, colors were replaced on the bars in the

same position as in the beginning of the trial and participants were asked to judge

whether the colors were 'same' or 'different.' In tracking trials, one bar on the attended

side was illuminated red and participant had to identify it as either a target or distractor.

Each bar was 2.9 degrees long with a width of 0.3 degrees. The pinwheels were arranged

at the comers of a 5.6 x 5.6 degree box centered at the fixation cross meaning that each

pinwheel was 1.34 degrees lateralized from the center of the screen at it's closest point.

Experiment 3. The 1ateralized tracking procedure from Experiment 1 was mimicked

unless otherwise noted. There were 4 conditions in this experiment. In the 'Pause'

condition all objects on both the attended and unattended sides were stationary for 500ms

between 1182 and 1682ms in the trial, then began moving again. In the' Stop' condition,

all items stopped moving at the same point in time and never began to move again,
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remaining stationary until the end of the trial. In the 'No Move' condition, all objects

remained stationary for the duration of the trial. Finally, in the 'Normal' condition, all the

objects moved randomly for the duration of the trial. All trial types were interleaved, and

were deliberately made to appear indistinguishable during the selection period of 500ms

at the beginning of each trial.

Experiment 3a. The rotating pinwheel stimuli and motion parameters from Experiment 2

were mimicked. Unlike Experiment 2, there were two targets in each trial in this

experiment and the targets and distractor bars were equiluminant red and green

respectively. There was no explicit location cue in this experiment as the participants

were simply told to attend the red bars and ignore the green. The conditions and timing

from Experiment 3 was mimicked so that both experiments had the same 4 conditions:

Stop, No Move, Never Move and Normal.

Electrophysiological recording and analysis

ERPs were recorded in each experiment using our standard recording and analysis

procedures (McCollough et aI., 2007; Drew and Vogel, 2008). We rejected all trials that

were contaminated by blocking, blinks or large (>1 degree) eye movements. If more than

25% of trials were rejected for these reasons the participant's data was omitted from

further analysis. In total, we excluded 7 of the 60 participants that participated in the

study based on this criterion. There were 4 conditions in each experiment and participants

completed 160 trials in each condition in all 4 experiments. All 4 experiments were
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divided into blocks that lasted roughly 5 minutes. In Experiment 1, the order of block

type (memory or tracking) was counterbalanced across participants. Experiment 2 used a

set order of ignore motion blocks followed by attend motion in an effort to avoid

participants unnecessarily attended the irrelevant motion.

We recorded from 22 tin electrodes mounted in an elastic cap (Electrocap

International, Eaton, OH) using the International 10/20 System. 10/20 sites F3, FZ, F4,

T3, C3, CZ, C4, T4, P3, PZ, P4, T5, T6, 01 and 02 were used along with 5 non-standard

sites: OL midway between T5 and 01; OR midway between T6 and 02; P03 midway

between P3 and OL; P04 midway between P4 and OR; POz midway between P03 and

P04. All sites were recorded with a left-mastoid reference, and the data were re

referenced offline to the algebraic average of the left and right mastoids. Horizontal

electrooculogram (EOG) was recorded from electrodes placed approximately 1 cm to the

left and right of the external canthi of each eye to measure horizontal eye movements. To

detect blinks, vertical EOG was recorded from an electrode mounted beneath the left eye

and referenced to the left mastoid. The EEG and EOG were amplified with a SA

Instrumentation amplifier with a bandpass of 0.01-80Hz and were digitized at 250 Hz in

LabView 6.1 running on a Macintosh. Contralateral and ipsilateral waveforms were

defined based on the side of screen the participant attended on each trial. We computed a

difference wave by subtracting ipsilateral activity from contralateral in each of the 8

paired electrodes (F3/4, C3/4, P3/4, P03/4, T3/4, T5/6, OUR, and 01/2). Finally, the

resultant difference wave was averaged over a set of 5 occipito-parietal electrodes: P3/4,

P03/4, T5/6, OUR, and 01/2. In computing the topographic maps in Figure 4-4, we

collapsed across attend right and attend left trials by trading lateralized electrode sites for
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attend right trials such that the right hemisphere was always contralateral. Therefore, the

topographic maps denote the average contralateral response on the right hemisphere and

the average ipsilateral response on the left. Medial electrodes are simply the average

amplitude during attend right and attend left trials. Each of the maps is a simple

subtraction of amplitude in one condition from a different condition. The attention to

motion effect was computed by subtracting average ignore motion amplitude from

average attend motion amplitude. The set size effect was computed by subtracting Track

1 item amplitude from Track 2 items (or 3 items in Experiment 1) amplitude.
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CHAPTER V

GENERAL CONCLUSIONS

One of the staples of cognitive psychology is that almost all papers begin with a

connection to the real world. Visual search studies talk about airport security and medical

screening. Working memory studies mention mental arithmetic or remembering a license

plate number while dialing a number on your cell phone. These opening stanzas serve

two functions: they give the reader a concrete metaphor that may help them understand

why the experimenters are examining the idea in question and they inform the reader why

the study might be important to people outside of the field. Invariably, these the

connections are in the same direction: from the cognitive psychologist's abstract,

reductionist world full of black and white boxes and neutral grey background, to the

infinitely less controlled world that we all live in. This dissertation has followed the same

basic blueprint: the end goal of all these studies on multiple object tracking is to better

understand how people accomplish complex real world tasks like driving on crowded

highways and keeping track of your children in a crowded playground. However, one of

the goals of this dissertation was to edge slightly closer to ecological validity by applying

a strong grounding in more basic attentional research to a relatively complicated task in

MOT. Clearly, a better understanding of the neural underpinnings of tracking little black

boxes as they move randomly about on a neutral grey screen is a long way from

understanding what enables a person to keep track of the slow truck in front of him while

merging into the fast lane to the left. But, hopefully by continuing down this path of
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building upon the research of predecessors towards more ecologically valid paradigms,

we can move towards research that directly applies to real world issues.

In Chapter II, we adapted a known paradigm for studying visual working memory

and attempted to apply it to MOT. The two tasks are similar in that both ask observers to

select a variable number of targets at the onset of each trial, but differ in what the

observer is then asked to do with this information. In VWM task, the information must

simply be held for some period so that when subsequently queried about the target

information, they can accurately retrieve or recognize the information. In the MOT task,

the observer must update the location information for each target as the targets move

randomly so that they are capable of identifying the targets again at the end of motion

period. We were surprised to find that the activity evoked by these two tasks was quite

similar: a large negative slow wave emanating from posterior electrodes sites that was

larger at contralateral than ipsilateral sites. We found that, similar to the VWM paradigm

that was the inspiration for this study, the contralateral-ipsilateral difference at posterior

sites (the CDA) increased as a function of the number of targets on a given trial. Further,

behavioral tracking ability was found to correlate with this component such that poor

trackers tended to show a smaller difference in CDA amplitude when the tracking load

was increased from 1 to 3 items than good trackers. This implies that poor trackers may

have suffered at the task because they were unable to increase the number of targets they

were able to effectively track as efficiently as good trackers. We also manipulated the

difficulty of tracking while holding the number of targets constant by adjusting the area

of motion. The difficulty manipulation did not affect amplitude, suggesting that the CDA
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is a marker of the number of targets that are currently being attended and is not sensitive

to the amount of attentional resources that must devoted to each target.

Chapter III examined the role of attention during tracking. This study was in

response to a number of studies in the MOT literature that have claimed that one of the

primary roles of attention during MOT is to suppress or inhibit distractors. This effect

was demonstrated (Pylyshyn, 2006) using what is known as 'dot-probe' technique and

has since been replicated a number oftimes (Flombaum et aI., 2008; Pylyshyn et aI.,

2009). In this technique, observers are asked to track object while simultaneously

monitoring the display for brief probes that occur on a subset of trials. Probes could occur

on targets, distractors or empty space. Detection of probes was taken as a measure of the

locus of attention during the tracking task. Pylyshyn and colleagues initially found that

probe performance was highest for empty space, then targets, with detection for

distractors the lowest. Critically, this pattern of results is ambiguous with respect to

attentional enhancement or suppression for the targets and distractors because the

baseline condition (empty space) showed the highest rate of detection. However,

Pylyshyn then asked observers to perform the same probe detection task in the absence of

any tracking requirement and found that detection was higher on empty space than

moving targets (presumably due to lateral masking). Using this data, Pylyshyn computed

a corrected probe detection rate and found that performance for probes in empty space

and targets was equivalent, with distractor performance significantly lower.

We wondered if this effect was an artifact of the dual task situation observers

were placed in during these experiments. That is, asking the observers to keep track of

two tasks at once may have changed the typical allocation of attentional during tracking
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in absence of an additional task. To address this issue, we asked observers to ignore

probes while focusing on tracking. We recorded the electrophysiological response to the

task-irrelevant probes as a function of their location. We found that the early visual

evoked responses were largest for targets, with probes on distractors, empty space and

stationary objects all equivalent to one another. There is a large literature that has linked

modulations of these components to the focus of spatial attention (e.g. Heinze et al.,

1990; Heinze et aI, 1994; Hillyard et al., 1998). This pattern of results suggests that

spatial attention enhances target locations during tracking, with distractors and empty

space both being treated equally. We found no evidence of distractor suppression.

Although this does not refute the previous finding of distractor suppression during MOT,

it does draw into question the level of processing that manifested the previously observed

effect. As the early attention mechanisms of spatial attention exhibit no evidence of

suppression, perhaps the effect is due to a later effect such different thresholds for

reporting a probe on items that are being tracked and those that are being ignored for the

tracking task. Further work will be necessary to address this hypothesis.

In chapter IV, we directly compared lateralized versions of the VWM and MOT

task. Although both tasks elicited a CDA component that was sensitive to the number

targets on a given trial, there were two clear differences in the evoked activity for the two

tasks:

1. In the VWM task the CDA decayed approximately 1000ms after offset of the targets

while no decay was observed during MOT.

2. Amplitude of the CDA was much larger in the MOT task, even in the early period of

the VWM task when amplitude was maximal.
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We then manipulated the presence or absence of attended motion and found that during a

VWM task in the presence of irrelevant motion, amplitude does not decay but amplitude

in this task was sti1110wer than amplitude in a difficulty matched tracking task. This

suggests that the amplitude decay observed in typica11ateralized memory tasks is due to

the absence of motion (attended or unattended), while the amplitude increase we observe

in tracking tasks is specifically tied to the need to attend to motion. Unexpectedly, we

found that the amplitude increase related to attention to motion was not sensitive to target

number manipulations and appeared to emanate from a more broadly distributed anterior

region than the CDA. We have hypothesized that this component, which we have termed

the CAMA (contralateral attention to motion activity), is due to MT+ activity. Several

fMRI studies of MOT corroborate this claim. Specifically, activity in area MT+ shows a

large increase in activity in the presence or absence of attended motion and is relatively

insensitive to increases in target load (Culham et aI., 2001; 10vicich et aI., 2001).

Furthermore, when MOT is contrasted with a static MOT trial where the objects never

move and the observer must simply encode the origina110cation of the targets, area MT+

is much more active in the presence of attended motion. This same contract showed that

activity in the posterior IPS had an equivalent amount of activity for both normal and

static MOT trials. This area is often associated with working memory representations and

they interpreted this pattern of activity as evidence in favor of the idea that it is necessary

to represent each target in working memory. It was therefore not surprising that when we

manipulated the presence or absence of motion, we observed a rapid decrease in CAMA

amplitude in the absence of motion. We found that static MOT trials elicited a pattern of

activity that was strikingly similar to VWM activity. All of this seems to suggest that
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using e1ectrophysiological recordings during MOT we were able to isolate two distinct

processes that are both vital to this task: an indexing system that individuates each target

and a continuous updating system that adjusts the current location of each index as the

objects move.

Together, the 3 studies presented here demonstrate the utility of using ERPs to

examine a complicated task in MOT. Through each study, the general approach was to

take a known entity and apply this knowledge to a new question. Using this approach, our

understanding of the neural mechanisms that allow observers to track multiple

independent objects simultaneously has increased substantially. A dominant theme

through all of the studies is that attention appears to playa number of different roles over

the course of a single MOT trial. Chapter II showed that attention is necessary to initially

select the target objects before they begin to move and that a similar mechanism is active

during the tracking phase of the trial. Chapter III showed that spatial attention focuses on

target locations during tracking, while not differentiating between empty space and

distractor locations. Chapter IV showed that in addition to the attentional indexing that is

evident in Chapter II during tracking, attention to task relevant motion appears to be a

separate process that also operated during typical MOT trials. Although there is a

tendency in the MOT literature to discuss the process of tracking as a unitary construct,

the current study clearly demonstrates that this is not the case. If we are to continue to

move forward in our understanding of this task, it will be important to acknowledge that

different aspects of MOT map onto different types of attention.
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