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DISSERTATION ABSTRACT
John Paul Kandrac Il
Doctor of Philosophy
Department of Economics
June 2011
Title: Three Essays on Bank Balance Sheets andiftiens in the Supply of

Intermediated Credit

Approved:

Dr. Mark A. Thoma

The following dissertation comprises three selftaored chapters that describe
several mechanisms by which financial factors ogpeict banks' ability or willingness to
supply credit. Given banks' unique position atftbat lines of monetary transmission, it
is important for policy makers to fully understamalwv the financial condition of banks
can lead to changes in credit supply that canrimitapact the real economy.
Intermediated credit has no reasonable substibute&ny firms in the United States.
This is especially true for small businesses thaktersignificant contributions to
employment and growth and often depend on relatiprAsased bank credit as an
important source of funds.

Chapters Il and Il help define the role that b&play in the propagation of
monetary policy. Deepening the understanding hametary policy is transmitted
through the economy is essential for both evalgétie stance of policy at a given time
and assessing the timing and effect of monetaigraszt Chapter Il presents an empirical

test of the balance sheet channel of monetaryyokccording to this channel,



monetary policy actions impact the financial pasitof borrowers, causing banks to
withdraw credit. | provide evidence that a sulzgdianks exhibit a balance sheet
channel that can lead to significant reductionemnding to small firms. Chapter IlI
constructs a test for a recently described chasfn@lonetary policy known as the bank
capital channel. In this chapter, | demonstrade the sensitivity of banks' capital
positions to monetary policy can be used to exptamss-sectional differences in loan
growth. This study not only adds to the scarcetabghannel literature but also
highlights important interactions between the ratpry and stabilization functions of
most modern central banks. Finally, Chapter IValeps a new "early warning"”
methodology that can be used to help forecastitlaadial health of banks, which affects
their ability to extend credit. Included in theaptter is an application in which | identify
some predictors of the severity of stress larg&kd&amalized during the height of the

subprime mortgage crisis.
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CHAPTER|

INTRODUCTION

In most developed countries, financial institu@tcupy a unique place in the
fabric of the economy. To the extent that banky jal significant role in the allocation of
private credit, bank behavior and attitudes cartainrcrucial information about future
economic growth. Furthermore, since banks (aptbgimate counterparty in Federal
Reserve policy actions) are at the front lineshefrnonetary transmission mechanism, it
is crucial to understand how banks might faciliatdrustrate the intentions of central
bankers. With this in mind, the following essaysgent expositions of how bank
balance sheets can generate potentially importeriges in the supply of credit as a
result of (1) changes in the stance of monetaricpak (2) severe bank-level financial

distress.

At their most basic level, chapters two and thraehecatalogue a part of the
monetary transmission mechanism. These chaptersrdgrate that tighter monetary
policy impacts the balance sheets of borrowerdamders in ways that lead to a
contraction of the supply of credit. Though chaptevo and three catalogue different
channels of monetary policy (the credit channel tiedcapital channel, respectively)
they each clarify banks' role in the transmissibmonetary policy. Furthermore, each
channel seems to operate mostly through small bahkis distributional asymmetry in
the transmission of monetary policy should be afogwn to policy makers, particularly

since the clients of large and small banks differ.



The third chapter also has implications for thiteriaction between the regulatory
and stabilization responsibilities of the centrahk. In the wake of the financial crisis,
the Federal Reserve's role as a regulator has takan increased level of importance.
For instance, a new regulatory body has been aedthin the Fed and the text of the
Federal Reserve Act has been altered in a waytrestses the importance of the central
bank's regulatory authority. This redoubled retpriafocus represents the overlap
between the third and fourth chapters. The fodindpter constructs a model of bank
stress that adds to the “early warning systemidttee, which focuses on constructing
models of bank failure. The model described bakwpecifically designed to help alert
regulators to financial institutions that may coumeler significant financial stress even
when the ultimate result is not failure. As a baafjulator the Federal Reserve is, ipso
facto, interested in the development of an earlynwg system for bank stress.
Moreover, instances of severe stress among baakasaociated with disruptions in
credit. Since these disruptions can also be impbfor monetary transmission, central

bankers have multiple reasons to take an intemebieise models.

The rest of the dissertation is organized inteelself-contained essays as
follows. Chapter Il presents an empirical testhef “balance sheet channel” of monetary
policy. A theoretical model of the channel is domsted and results consistent with the
predictions of the model are presented for a sulddeinks. Chapter Il outlines the
more recently described “capital channel” of monetmlicy and presents two tests that
are consistent with its operation through smallkisarChapter IV develops a multiple
indicator multiple cause model of bank stress dytire 2008-2009 financial crisis. This

model not only catalogues the causes of bank streéhss particular crisis but - relative



to the existing early warning system literaturésoaxpands the notion of bank distress.

Chapter V provides brief concluding remarks.



CHAPTER I

MONETARY POLICY AND BANK

LENDING TO SMALL FIRMS

1. Introduction

Understanding how monetary policy is transmittethe real economy is central
to the study of macroeconomics. It has been estedal that the policy induced changes
in the cost of capital are insufficient to expléie magnitude, timing, and composition of
the economic responseTo reconcile this, the traditional “interest-ratew” has been
augmented by theoretical and empirical evidenae si-called credit channel of
monetary policy. Models of the credit channel shbat financial market imperfections
amplify the effects of monetary policy via two digtt sub-channels. As described in
Bernanke and Blinder (1988), the “bank lending ct&ihpredicts a decline in the
aggregate level of credit extended by banks inalesp to a monetary tightening. While
this channel arises due to lower system-wide resetan additional “balance sheet
channel” described by Bernanke and Gertler (198&)ipts a disruption in credit
extension as a result of procyclical movement imdawers' financial positions caused by

monetary policy. With imperfect information anddr®geneous borrowers, models of

! See Bernanke and Gertler (1995) and Hubbard (200@) review.
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the credit channel predict tighter credit standahds lower the share of loans extended to

less credit-worthy firm$.

If financial intermediaries do respond to highealrinterest rates with a “flight to
guality” as argued by Bernanke, Gertler, and GigtH1996), then this compositional
shift in banks’ loan portfolios is part of the méaey transmission mechanism. The
primary purpose of this paper is to present evidehat uniquely identifies the balance
sheet channel of monetary policy. Importantly, tiethod used to identify the balance
sheet channel within this paper will be valid eugethe presence of both the interest rate
and bank lending channels. While there has bdatively strong evidence for a credit
channel of monetary policy in recent years (seehkiis 2007 for a summary), many
papers fail to differentiate between the bank legdind balance sheet hypotheses (e.g.
Gertler & Gilchrist, 1994; Kashyap, Lamont, & Stei®94; Morgan, 1998). There is
also a body of work that finds support for a sgeahannel, but either uses aggregate
data as in Lang and Nakamura (1995) or disaggrelgd#especific to a single sector
(Kashyap, Stein, & Wilcox, 1993; Gertler & Gilchiid994; Oliner & Rudebusch, 1995).
Although strong evidence is reported in the afor#imeed studies, each limitation
presents a disadvantage. First, making use okggtg data precludes the identification
of heterogeneity amongst financial intermediaried/ar borrowers. Secondly,
employing individual sectoral data presents a sargmgroblem. To the extent that a
single sector (usually manufacturing) is not repng¢ative of the aggregate economy, one

must be cautious in making conclusions or policgislens based on these studies.

2 For a thorough discussion of the distinction bemvthe balance sheet and bank lending channels see
Bernanke and Gertler (1995).



In this paper, | analyze data on virtually all destic banks to conclude that
certain groups of banks exhibit a significant flighn quality in response to a monetary
tightening. Using disaggregate data, Kashyap aeith §1994) show that the
composition of bank balance sheets varies sigmifigacross different size classes of
banks. In a follow-up paper Kashyap and Stein Q2@® further to show that smaller
banks are most likely to behave in a manner caistith the bank lending channel. |
employ a comparable data set and examine a sneiltdrs-loan-to-total (SBL) ratio to
argue that similar patterns emerge in the propagati the balance sheet channel. In
response to a shift towards tighter monetary ppleynks adjust the composition of their
loan portfolios away from small, high-agency-costrbwers® According to the U.S.
Small Business Administration, small businessesleyrpalf of all private sector
employees and account for more than half of allgteé sector output. For this reason,
distributional effects of monetary policy manifetia the balance sheet channel are of
interest to a host of policy makers, including &#daepresentatives, the U.S. Small

Business Administration, and the Federal Reserve.

The remainder of this paper is organized as fdlo®ection Il describes a model
motivating a method by which a balance sheet cHanag operate alongside an interest
rate channel. The strategy used to identify tHarz@ sheet channel is outlined in
Section lll. Section IV outlines the data use@&gents the estimated model, and
describes the econometric method employed. Se¥ttimontains the results of the

estimation, and Section VI concludes.

% Much research exists to suggest that small, velgtioung firms are likely to have higher agenogts.
See, for example Gertler and Gilchrist (1993, 199%) the references therein. In particular, Hyiand
Pajarinen (2008) provide evidence that firm age g better proxy for measuring agency costsceSin
do not observe borrower age, | identify the balasteeet channel by using borrower size.
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2. Theory

The balance sheet channel of monetary policywwaséquirements. First,
monetary policy actions must affect market interagts’ Second, any increase in
interest rates must impact the financial positiohisorrowers. There are several means
by which interest rates may impact firms’ balaniceets and income statements. The
most obvious way in which rising interest rates itapact a firm’'s balance sheet is
through its financing structure. To the extent firaxs are at all reliant on short-term
debt (or floating rate debt of longer maturity)ginér interest rates reduce net cash flows.
Lower profits reduce the net worth of firms relatio an environment with no interest
rate shocks. Additionally, since higher interedées are linked to lower asset prices,

higher interest rates will shrink the value of aeltollateraf’

If these firm-level responses to monetary polead to a reduced access to credit,
firms will respond by scaling back production aadtbr inputs. Before turning to the
issue of which firms may find their access to dretirkets impaired, | will first motivate
the credit channel by presenting a theory thateslhigher interest rates to firms’ net

worth and collateral.

Following the simplifications to Kiyotaki and Maogis (1997) model presented in

Bernanke, Gertler, and Gilchrist (1996), suppogespreneurs use inputs in period 0 to

* Since many firms use short-term debt to finane# thorking capital, we only require that Federal
Reserve actions impact short-term interest rates.

® See Bernanke and Gertler (1995) for a furtheditect” impact of monetary policy on net cash flows
While this additional impact on downstream custa@nelikely a significant driver of firm profits is not
important for the model presented here.



produce output of a final good in period 1. Thiera single final good, but required

inputs are of two types: a fixed factor of prodantk and a variable factos. In period
1, output is produced with the production functigr (v;) wherea; is some technology
parameter and () satisfies the Inada conditions. At this pointtiked factor may be

sold for a unit price op, and the variable factor of production depreci&téy in use.

Each entrepreneur inherits a cash balancg, 6{v,) and a liability ofry, from

borrowing in previous periods. The entrepreneunpetes period 0 by choosingand

b; to maximize net output. Thus, the entrepreneudgimization problem is:

rpz&xalf 6/1 )_ (rlbl) (2.1)
s.t.v, =a,f(v,) +b,—rf, (2.2)

where the price of the variable input has been atimed to one and is the real interest
rate applied to borrowed funds that will be paidkom period 11§;). Equation (2.2)
simply states that the amount of variable inputhased will be equal to the cash flow
available to the entrepreneur net of interest paymeThe credit constrained
entrepreneur then faces the familiar first orderdition relating marginal revenues to

marginal costs:

af'(v)zr (2.3)

Next, imagine a role for finance similar to thatBernanke, Gertler, and Gilchrist
(1996). Ifitis costly for a lender to confiscatetput of the final good in the event of

default, the lender would require that the (eas@psferable) fixed factor be posted as



collateral for a loan. In this situation the lendall ensure that outstanding debt never
exceeds the value of the collatetaThis then puts a ceiling on the amounbpéqual to

the market value of the fixed factor in periodThat is:

b < pK (2.4)

which — when combined with the constraint (2.2)ves:

w58t (vg)+ B -1 (2.5)
1

Equation (2.5) relates an entrepreneur’s investsieending to his net worth in
period 0. If total net worth is less than the urstoained value of investment from (2.2),

then (2.5) will bind and the entrepreneur will phaise a sub-optimal value af

This model demonstrates the mechanism by whichakence sheet channel
should work. If interest rates rise and (2.5) kirttien a borrower will be forced to
reduce spending on the input which leads to lowedyction. In this case, the
production effect may be driven by two mechanisrhgtv may operate simultaneously.
First, the present value of the fixed (collateralile) asset decreases in the interest rate.

Second, the firm may experience higher financings;dowering net cash flolv.Both

® If this were not the case, the defaulted borromeuld have the leverage to re-negotiate a smaiken |
with his creditors. See Kiyotaki and Moore (1997).

" That is robg could increase if the firm has short term debtist roll over, or if a portion of the firm’s
interest obligations are not fixed rate.



of these effects reduce the entrepreneur’s netwartl drive the balance sheet channel

described abovg.

3. ldentification

In order to investigate patterns in the extensibcredit to high-agency-cost
borrowers, | construct small-business-loan-to-t8@L ratios that measure the
proportion of each bank’s total commercial loanlbmvested in loans to small firms.
The data contain information on loans to small éirctassified as either commercial and
industrial (C&l) loans or loans secured by a firmpieperty, plants, or equipment
(hereafter referred to as 'real estate’ loansingJthese SBL ratios as the outcome to
identify a balance sheet channel is a unique feaitithis study. It is in this way that |
attempt to directly measure banks' loan portfobsipponing to demonstrate a mechanism
by which small firms disproportionately lose accessxternal funds. Previous studies
such as Gertler and Gilchrist (1993, 1994), Olaredl Rudebusch (1996), and Bernanke,
Gertler, and Gilchrist (1996) provide evidenceldd tlifferential response of high-
agency-cost (usually small) firm spending and itwmesit decisions. However, these
authors assume intermediate financial frictions ksad to their results while it is the aim

of this paper to use bank balance sheets to deratmst manifestation of these frictichs.

8 If (2.5) does not bind, then a riserinleads to a higher hurdle rate for investment ptsjereducing
spending orv;. This can be easily seen by equation (2.3) aadhisnifestation of the standard interest rate
channel of monetary policy.

° The readjustment of bank loan books described ikdilely not the only manifestation of these fions.
The non-price terms of lending are other obviousngxes.
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Though the SBL ratios here can be viewed as thetment of Lang and
Nakamura's (1995) "% safe" variable, | use disaggfeedata to test the balance sheet
channel on a micro level. As such, | am able &nidy any distributional effects of
monetary policy across both banks and borrowetbeiGtudies have made use of
similar SBL ratios as outcome variables, but tpeimary purpose has been to explore

the relationship between bank consolidation anifrisact on credit extensiofl.

The idea that small borrowers may be more suddefdt monetary policy
tightening is not a new one, and dates to Galb(a®b7) and Bach and Huizenga (1960).
There are several reasons to expect that the bofdeghter credit standards should fall
disproportionately on small firms and thereby gateemeasurable changes in real
activity. First, small firms have lower collataeable net worth (by definition), leading
to greater incentive incompatibility. Secondlycanditional survival rates are lower for
small firms and bankruptcy costs are proportiorydteiger for small borrowers due to
the fixed costs associated with monitoring andeatadn’* Finally, smaller firms are

less diversified which increases idiosyncratic.risk

As mentioned earlier, the balance sheet chaneeéigis a reduction in the net
supply of loans to less creditworthy borrowers.isTdf course leads to the question of
whether an observed reduction in thare of loans to small firms (i.e. a fall in the SBL
ratio) may instead be evidence of a shift in demamyg. Fortunately, however, much
evidence exists to dispute an initial fall in snfalh demand for bank loans. Gertler and

Gilchrist (1996) and Milne (1991) argue that snfiaths initially demand more loans in

19 See Strahan and Weston (1998) and Peek and Resgfi§98) for examples.

1 Morgan (1992) contains many references to liteeasiggesting that bankruptcy costs are
proportionately higher for small firms.

11



the face of a monetary contraction. This is dugart to the sharper decrease in sales
small firms experience relative to their larger mtuparts. Oliner and Rudebusch (1996)
find that small firms become more dependent orrm@definancing for investment
spending in response to a monetary contractiondbdarge firms. The authors take this
result as an indication that small firms experieacgearcity of external financing. Large
firms similarly increase their loan demand to srhabe impact of lower sales (and
finance higher inventories) with more success #raall companies. Gilchrist and
ZakrajSek (1996) note that all firms would likeiharease their borrowing to smooth the
effect of declining cash flows, but only certaimfs are able to access the desired funds.
In fact, the disproportionately negative effectight money on small firm sales
demonstrated by Gertler and Gilchrist (1994) wdail one to expect small firms to
increase their demand for external funds by a greahount than large firms. It seems
clear that the optimal amount of inventory smoaghiabor hoarding, etc. in response to
monetary tightening is not due to a different oftation strategy, but rather arises from
an external financing constraint. That is, thestrplaced on firms as a result of
contractionary monetary policy leads small firm @eah for external financing to

increase by approximately as much as that of langes, and perhaps more.

An important difference, however, is that largenpanies can access financial
markets to satisfy some of this demand. Due tonttrease in financing premiums
induced by tighter monetary policy, Kashyap, Staimj Wilcox (1993) demonstrate that
the proportion of commercial paper to bank loasesi The authors interpret this shift as
a result of a contraction of reserves by the Featjrig some borrowers to the

commercial paper market. For the purposes of ifileation in the current study, the

12



important conclusion from Kashyap, et. al. is maatre simplistic: large firms have
been shown to access financial markets in ordsatisfy some portion of their loan
demand subsequent to monetary tightenin§mall firms, for the most part, do not have
the option of tapping financial markets for neeflettis and must rely almost exclusively
on internal funds and intermediated credit to fcemvestment (Gertler & Gilchrist,
1996). The authors also show that trade credérsled to small firms actualtiecreases

in response to an increase in the FFR, and isftreraot acting as a substitute for bank
lending. Indeed, it appears as if the operatiothefbalance sheet propagation
mechanism may also work through large firm managemkreceivables and payables.
This provides yet another reason for small firrmlo@mand to increase relative to large
firms. With fewer financing options, any withdraved bank credit should produce a

larger economic response in small firms.

Notice that these borrower reactions — the ina@@aemand for loans by small
firms and the ability of large firms to substit@eay from intermediated credit — work to
raise the SBL ratio. That is, the similar incregsman demand coupled with large firms'
propensity to satisfy some portion of this in fineh markets serve tmcrease the SBL
ratio after a monetary contraction. As a consegegany decrease in loan portfolio risk
(represented by a fall in the SBL ratio) followiag increase in the FFR can be viewed as

strong evidence of the balance sheet channel oétapnpolicy.

Given the higher relative liquidity constraintaittaffect the investment decisions

of small firms (Fazzari, Hubbard, & Peterson, 1988christ, 1990) and the importance

2|n fact, using the data described above to redaegs firm C&I loan growth on controls (includeu i
later regressions) shows an insignificant to negathange in response to tighter monetary poliny.
isolation, this would cause the SBL ratio to ina@a

13



of these small firms to the American economy (MiahR008), these shifts in bank loan
portfolios can be an important source of the ob=gfluctuation in real activity
precipitated by monetary policy. As demonstratgd@brnanke and Gertler (1995),
responses of small firms tend to be so large tiet tan impact entire sectors even if
they have a relatively low representation withiodé sectors. It seems likely that a
decline in net new loans to small firms describledve may be attributed to the types of

credit market imperfections associated with thesookethe balance sheet channel.

4. Data and Empirical Method

4.1. Data

The data used here are taken from the ConsolidReedrt of Condition and
Income (also known as the Call Reports). Detdi@ldnce sheet and income statement
data are available within these reports for alldsaregulated by the Federal Reserve
System, the Federal Deposit Insurance Corporagiod the Comptroller of the Currency.
Though Call Reports are filed at the individual béavel, a case might be made for
aggregating the data up to the holding companyl [see Houston, James, & Marcus,
1997 and Ashcraft, 2007). However, analysis ab#me level is supported by the
findings of Berger, Kashyap, and Scalise (1995) aimow that the majority of banks are
unaffiliated with a holding company. Furthermdnelding companies of all sizes tend to
be dominated by a single bank. As a robustnesskabfehe results presented below,
individual banks were aggregated to the holdinggamy level. Such an adjustment

14



does not alter the conclusions reached below, saldés are reported at the individual

bank level'®

To measure each bank’s exposure to less credttwborrowers, observations
are made annually beginning in 1993Q2 and endir@@8Q2}* Several exclusion
criteria are imposed to remove those banks wititdidhrelevance or presence in the data.
First, banks that file a Call Report in no morentthao years are excluded. A second
filter removes those bank-quarters that have nassittues for either total assets or total
loans. In most instances this filter removes bah&sare out of business due to failure
or merger (the loans of merged banks are countedeohooks of the acquirer). As a
robustness check, a third filter was applied toaeebanks for which C&l loans
comprise less than five percent of the total loaokb Since it is immaterial to the main

findings, this exclusion criterion was not includadhe tables presented below.

The net result of these filters is a data setd¢batains 129,291 bank-quarters
across 10,634 individual banks. The assets faowabank size classes are summarized
in Table 2.1. Panel A of Table 2.1 reports desiergpstatistics for the groups as of
1993Q2. Panel B contains identical summary stedists of 2008Q2. There are several
patterns worth noting. First, the distributionbainks by total assets is highly skewed;
containing many more small banks than large ois&scond, all banks — especially small
ones — maintained a much higher balance of caslbendities relative to total assets in

the 1993 sample than in the 2008 sample. Finsthgll banks invest more of their

13 For further discussion on the issue of bank aggien, see Kashyap and Stein (2000).

14 Banks began reporting loans to small businesséinsecond quarter Call Report pursuant to the
Federal Deposit Insurance Corporation ImprovementtofA 1991.
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balance sheet in loans to small businesses. &aapphat banks below the™percentile

shifted into loans and out of cash and securitiggd the sample period.

Bernanke and Mihov (1998) and Christiano, Eichenihaand Evans (2000)
provide discussions of various potential measuf@sametary policy used in recent
years. As mentioned, the most important driveghefbalance sheet channel is the real
interest rate, which should be influenced by tla@cst of monetary policy if prices are
sticky. Since alternative measures of monetaricpohentioned above provide similar
results (see Appendix A), my primary measure of etary policy will be the real federal
funds rate (FFR) as in Bernanke and Blinder (128@) Gertler and Gilchrist (1993).
Note that the sample period here skirts the comenibicism of employing the FFR as a

measure of monetary policy during the Volcker yars

Two primary SBL ratios are calculated and usedegendent variables.
Descriptive statistics for the SBL ratios are imgd in Panels A and B of Table 2.1.
SBL1 represents small C&l loans as a percent d€é&llloans. The second SBL ratio -
SBL2 - measures the ratio of small C&I and comnanaal estate (CRE) loans to all
C&l and CRE loans. Since all loans less than oileomdollars are classified as loans
to small businesses in the Call Reports | calcidagecond set of SBL ratios analogous to
SBL1 and SBL2 that consider only those commeroiah$ less than $250,000 to be
small business loans. The results reported betewexry similar when the alternative
SBL measures are used (see Appendix A). Givenelative ease of taking delivery of
collateral posted as a condition of real estatdifey) one might expect real estate loans

to exhibit a lesser sensitivity to monetary tigherelative to C&l loans.

15 See Walsh (2003) for a comprehensive review.
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Table 2.1. Descriptive statistics for key variables by bardedigrouped by percentile
ranks).

Panel A - Bank Balance Sheet Summary Statistiosdsgt Class (1993 Q2)

< 90th 90th - 98th > 98th
Number of bank 8161 580 151
Mean assets (millions of 2008 115.09 1,367.65 20,212.32
Median assets (millions of 2008 79.99 987.46 9,604.50
Fraction of system wide ass 0.20 0.17 0.64
Fraction of total class assets
Cash + Securitit 0.40 0.35 0.28
Total loan: 0.55 0.59 0.59
Fraction of total class|oans

Small business loa 0.17 0.17 0.07

Commercial real este 0.09 0.09 0.03

C & | loans 0.08 0.09 0.04
Mean loans (millions of 2008 63.56 807.30 11,862.44
Median loans (millions of 2008 41.33 579.29 6,056.03
Fraction of system wide loa 0.19 0.17 0.64

< 90th 90th - 98th > 98th
Mean Std. Dev Mean Std. Dev Mean Std. Dev.

Liquidity 0.3¢ 0.1¢ 0.3z 0.1¢ 0.27 0.1z
Net Interest Margi 0.0z 0.0C 0.0z 0.01 0.0z 0.01
SBL1 0.3¢ 0.47 0.5t 0.3: 0.2¢ 0.21
SBL2 0.3¢ 0.4¢ 0.51 0.3C 0.2¢ 0.21
SBL1 (<250K 0.2¢ 0.37 0.32 0.2¢4 0.1<4 0.14
SBL2 (<250K 0.2 0.3¢ 0.2z 0.17 0.1z 0.11
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Table 2.1. (continued)

Panel B - Bank Balance Sheet Summary Statistigssggt Class (2008 Q2)

< 90th 90th - 98th > 98th
Number of bank 5921 548 97
Mean assets (millions of 196.60 2,142.38 94,303.54
Median assets (millions of 136.29 1,506.74 25,348.66
Fraction of system wide ass 0.10 0.10 0.80
Fraction of total class assets
Cash + Securitie 0.23 0.22 0.19
Total loan: 0.70 0.71 0.55
Fraction of total class |loans

Small business loa 0.24 0.16 0.06

Commercial real este 0.15 0.09 0.03

C & | loans 0.10 0.07 0.03
Mean loans (millions of ¢ 138.43 1,522.27 52,243.49
Median loans (millions of ¢ 91.13 1,099.61 14,251.00
Fraction of system wide loa 0.12 0.12 0.75

< 90th 90th - 98th > 98th
Mean Std. Dev Mean Std. Dev Mean Std. Dev.

Liquidity 0.2C 0.14 0.1¢ 0.1z 0.1t 0.12
Net Interest Margi 0.0z 0.0C 0.0z 0.01 0.0z 0.01
SBL1 0.72 0.32 0.51 0.2% 0.2¢ 0.22
SBL2 0.6¢ 0.31 0.41 0.1¢ 0.2¢ 0.22
SBL1 (<250K 0.4 0.2¢ 0.2t 0.1€ 0.14 0.1¢
SBL2 (<250K 0.3( 0.21 0.14 0.1C 0.12 0.1¢

Panel C - Key Bank-Invariant Covariates

Mean Std. Dev.
GDP 2.85% 0.62%
Unemployment 5.27% 0.74%
BAA - AAA Spread 0.84% 0.24%
Federal Funds Rate 4.01% 1.78%
Inflation (Core CPI) 2.40% 0.48%

It should be noted that the stock of loans is oheskin the Call Reports rather
than the flow. Any changes in the stock of loaresthen a net result of loan contracts

expiring without renewal, charge-offs, and the &®te of new credit extension. Rather
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than measuring changes in the flow of new cred#mesion - which is arguably
preferable - | proxy for this by using the changéhe stock of loans as is common in the
literature (Bernanke & Lown, 1991). On the othanti, since observations are made

annually it is plausible to view the variation hetSBL ratio as a bank choice.

4.2. Empirical Method

In order to estimate the effects of the FFR orstiere of banks’ loans to small
firms as a proportion of their total loans, it scessary to employ dynamic panel data
estimation techniques. This is due to the possilaf serial correlation in the error
terms. Intuitively, one would expect a regres®&plaining loan book composition to
exhibit a moderate degree of serial correlatiorgithe quasi-contractual nature of these
assets. For instance, in response to a shock netary policy, Bernanke and Blinder
(1992) observe a substantial delay in the expetedease in loans on a banks’ balance
sheets. Though the evidence presented by therawdpplies more to the bank lending
channel, they argue that the reason for the sulistdelay has its roots in the inherent

stickiness of loans as an asset.

Recent innovations in dynamic panel data estimdieove concentrated on
providing optimal linear Generalized Methods of Memts (GMM) estimators while
imposing relatively weak assumptions with respethe exogeneity of the covariat&s.
The typical approach is to first-difference the &tpn to eliminate any permanent

unobserved heterogeneity and use lagged leveleddries as instruments for any

16 See Blundell, Bond, and Windmeijer (2000) for dee of the recent literature.
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predetermined and endogenous variables as in Acedlad Bond (1991). However,
Blundell and Bond (1998) show that the instrumeémtfie Arellano-Bond estimator
become weak as the autoregressive process becensestgnt. The Blundell-Bond
GMM estimator makes use of additional instrumeatgrovide significant efficiency
gains'’ Additionally, this estimator easily accommodatesdels with weakly
exogenous covariates. Considering the serial letioa as well as the presence of
weakly exogenous regressors exhibited in the mioelgimate below, the Blundell-Bond

estimator is preferred.

Suppressing the constant term, the dynamic patalrdodel to be estimated here

takes the form

L

Yo =24,y +YFFR +B'%, +u, (2.6)
j=1

U, =17, +U, (2.7)

fori=1,...,Nbanks and= 2, ...,T, wheres, +u, is the usual “error components”

decomposition of the error term. For the datausetl in this studi is large t takes a

maximum value of sixteen, and <1 whereL is chosen to produce white noise

residuals. In equation (2.§)is the key coefficient anx is a column vector of

7 Specifically, the Blundell-Bond estimator uses nemtnconditions in which lagged differences are used
as instruments for the level equation in additmthe moment conditions of lagged levels as insémis
for the differenced equation.
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covariates described below. The dependent vanatgpresents a measure of the

proportion of total loans extended to high-agenagtdorrowers

_ total "small" loang
total loang

(2.8)

it

Again, the key independent variable is the red Bkce this is an appropriate
measure of the stance of monetary policy over émepte period. The inflation rate used
to determine the real FFR is the trailing twelventinainflation rate as measured by the
core CPI. The results reported below are robuattewnate measures of inflation, such
as shorter trailing averages and the median exgpp@ciee change as reported in the
University of Michigan’s Survey of Consumérs Since the real FFR increases as
monetary policy tightens, a negative coefficienttois regressor is consistent with the
theory of the balance sheet channel as describtbe iprevious section. A positive
coefficient, on the other hand, would imply thahksincrease the portion of their loan
portfolio exposed to less creditworthy (small) mesises. The latter scenario would not
necessarily refute the existence of the balancetstrannel. Instead, it could be the case
that the upward pressures on the SBL after a moneggatening described in Section 3

dominate any shift in a change in banks' loan peeiees.

The covariate vecto, is comprised of eight additional regressors. llin a

regressions (except as indicated in the robusttessks found in Appendix A) a time

trend and a dummy variable for 2008 are includegthoain consistent with the literature.

18 For the purposes of the regressions below, afoamation of this ratio is used as the dependeriate.
The results are not changed if observations agxtremes are omitted.

19 Another measure of expected inflation construcisidg the procedure in Mishkin (1981) produced
similar results. See Appendix A for results progtliasing different measures of expected inflation.
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The 2008 dummy is meant to capture the effectsceeged with the early stages of the
credit crunch. Although Appendix A considers driogpthe time trend or replacing it

with time fixed effects, it should be noted thaheklevel unit root tests on the dependent
variable strongly indicate stationarfty.Other controls used to explain bank-level
variation in exposure to small borrowers are coatpds follows. For a measure of bank-
level liquidity, | follow Kashyap and Stein (200@0d use the ratio of securities plus
federal funds sold to total assets. Cash is eedu it largely represents required
reserves and therefore does not contribute to Edbaguid assets. It appears from Table
2.1 that bank size may influence the proportionsKy loans kept on the books. To
control for this, the log of each bank’s overaliets is included as an explanatory
variable. As a measure of real activity, a forec&$DP growth is uset. To remain
consistent with the literature | also include aefmst of the unemployment rate. Both
forecasts are taken from the Survey of Professibasdcasters. Since bank profits may
affect the willingness of a bank to alter its r&gkucture — Mishkin (2007) contains a
good summary — | include the net interest margia agasure of bank profits. It may be
the case, however, that banks with a larger shfdoans to small firms have a higher net
interest margin to compensate for risk and ageonsysc The net interest margin is
calculated by subtracting interest expense froer@st revenue and dividing by total

assets less property, plant, equipment, and irtéewyi

20 See Choi (2001) and Im, Pesaran, and Shin (2@@3)escriptions of the multiple panel unit roottses
employed.

% The results are robust to the use of trailing ages of GDP growth (at both the state and national
levels).
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The final component included X is a measure of the credit risk-premium. The

reason to include this control is to ensure thgt\aariation picked up by the coefficient
on the FFR does not merely reflect the changedamtarket price of credit risk. A

widely accepted measure of credit risk is the gpddhe yield on Baa rated bonds
above the yield on Aaa bonds. To smooth short terotuations, the average spread
over the prior six months is used. The resultswelre not altered significantly by
substituting either the trailing twelve month agapread or the real-time spréadlo
avoid potential endogeneity issues | follow therliture and lag all bank-specific
covariates. Summary statistics for these variatdesbe found in Table 2.1 Panels A, B,

and C.

Lastly, it is natural to raise the question of tiee there may be disparate effects
of the balance sheet channel across banks of eliffsizes. It is unclear whether one
should expect, a priori, different types of lendbehavior across large and small banks.
The work of Kashyap and Stein (1994, 2000) sugdgbhatdarge banks are less
responsive to the effects of the credit channeweler, Black and Rosen (2008) also
control for loan maturities and debtor size, anthwbcontradictory results that are
consistent with the model presented in Stein (2002 )Stein’s model, large banks have a
greater sensitivity to the balance sheet chanehpared to small banks) as a result of
relatively higher information gathering costs. ligght of this unresolved debate, the
sample of banks in this analysis will be dividetbisize classes based on percentile ranks
of total assets in each year. Given the skewnfede®ize distribution, | assign each

bank to one of three groups. Témeall group contains all banks below thé"90

% The argument can be made that the Baa-Aaa spseantiogenous. The Appendix contains results under
an alternative specification that relaxes the s&kogeneity of this variable.
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percentile, while thenedium group consists of banks between th& aad 9&'
percentiles.Large banks will be defined as those above th8 g&rcentile. All

regressions in Section 5 are reported at the sysftielmand group levefS

5. Results

The results - presented in Table 2.2 - are vemylai for both SBL ratios, so |
limit the discussion here to SBL1 (C&I loans onf§)Several points regarding the last
column of Table 2.2 (Panel A) are worth noting.eTinst concerns the sign and
significance of the coefficient on the real fedduaids rate. Recall that this is the key
independent variable as it best captures systeiadicges in the stance of monetary
policy. The negative sign on this coefficient fbe entire banking system indicates that
increases in the real effective federal funds iradeces banks on the whole to shift their
C&l loan book away from smaller firms. For all kana coefficient of -0.229 on a log-
odds transformation of the dependent variable amemically meaningful. A change of
just twenty-five basis points in the real FFR imeglithat loans to small firms as a percent
of banks’ commercial loan books falls by approxiehatour percent over the course of a
year, all else equal. In dollar terms, that wamigly a nearly $16 billion reduction in
small C&I credit (as of Q2 2008). Since the résalre driven by a subset of banks, it is
instructive to estimate the impact based on tH29Dcoefficient associated with the

smallest ninety percent of banks. For these barks)crease of twenty-five basis points

% See Appendix B for a discussion of more forma#yided size class divisions.

% The reported results are folthe number of lags of the dependent variable) leguane since additional
autoregressive terms do not change the primaryrnfgsdreported here.
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in the real FFR leads to an annual drop in C&l tretlapproximately $5.5 billion, or
seven percent of 2008 small bank C&l credit to $firahs. Similarly, taking into
account the autoregressive parameter implies al"t{itvo-year) effect of $10 billion or
nearly thirteen percent. Welch tests on the FR&tfioients easily reject the null

hypothesis of equality across each size group.

Table 2.2. Baseline estimation of equation (2.6). Robust jpresare reported beneath
the corresponding coefficient in italics. Coeftiots that are significant at least at the
10% level are in bold text. The coefficients oa trend term, as well as the 2008
dummy are suppressed.

Panel A - Dependent Variable: SBL1 (Share of C&he to Small Firms)

< 90th 90th - 98th > 98th All
Coefficient percentile percentile percentile Banks
FFR -0.291 0.073 -0.117 -0.229
0.000 0.069 0.552 0.001
GDP growth 0.667 0.039 0.238 0.537
0.000 0.596 0.335 0.000
Unemployment -0.439 0.179 -0.418 -0.350
0.002 0.102 0.163 0.005
Liquidity -12.2 0.694 7.26 -11.7
0.000 0.600 0.118 0.000
Baa-Aaa 0.867 0.115 0.450 0.789
0.001 0.446 0.329 0.001
In(Assets) -2.37 -0.722 -0.430 -2.00
0.000 0.000 0.181 0.000
Net Interest Margin 4.36 -0.448 0.689 3.18
0.001 0.495 0.334 0.005
AR(1) 0471 0.223 0.183 0.468
0.000 0.000 0.114 0.000
Observations 95299 7996 1724 105019
Wald Statistic 4296.25 214.05 17.58 4334.51
Banks 9720 1308 254 10484
FFRright -0.326 0.06¢ -0.16: -0.262
0.000 0.134 0.489 0.000
FFReasy -0.394 0.05¢ -0.23¢ -0.327
0.001 0.457 0.444 0.002
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Table2.2. (continued)

Panel B - Dependent Variable: SBL2 (Share of C& &RE Loans to Small Firms)

< 90th 90th - 98th > 98th All
Coefficient percentile percentile percentile Banks
FFR -0.289 -0.014 -0.150 -0.237
0.000 0.650 0.334 0.000
GDP growth 0.564 0.009 0.018 0.418
0.000 0.853 0.919 0.001
Unemployment -0.440 0.013 -0.448 -0.363
0.001 0.875 0.100 0.002
Liquidity -8.59 0.836 8.57 -8.48
0.000 0.441 0.227 0.000
Baa-Aaa 0.786 0.018 0.554 0.669
0.002 0.880 0.236 0.004
In(Assets) -1.85 -0.304 -0.694 -1.53
0.000 0.043 0.013 0.000
Net Interest Margin 4.68 0.985 -0.018 3.29
0.000 0.271 0.980 0.001
AR(1) 0.471 0.215 0.156 0.469
0.000 0.000 0.165 0.000
Observations 97388 8187 1768 107343
Wald Statistic 4216.17 253.79 13.78 4266.73
Banks 9851 1331 260 10619
FFRright -0.312 -0.01< -0.207 -0.254
0.000 0.738 0.263 0.000
FFReasy -0.358 -0.00¢ -0.301 -0.287
0.001 0.938 0.213 0.003

It is also interesting to investigate whetherlthéance sheet channel exhibits
asymmetry across different types of monetary astiofo accomplish this, | interact the
measure of monetary policy with dummies indicatnigether monetary policy has
tightened or eased over the prior year. Thoughithe dimension is relatively short - ten
of the years saw tighter monetary policy while sixv easing - the results of these terms

substituted into the regression are reported abotm of each panel of Table 2.2. The
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point estimates (which were estimated without retsdns) are larger and estimated more
precisely for periods of tight monetary policy. riadl cases in which the estimates of
either FFRign: or FFReasyare statistically significant, | can reject the bifpesis that the
balance sheet effect observed here is the samssadifterent policy stances at the 5%
level. Of course, this result cannot be considecettlusive given the relatively short

time series used.

The second feature of Table 2.2 that deservesiomeistthe measures of real
activity. The coefficients on forecasts of both BBnd the unemployment rate indicate
loans to small firms are procyclical. The positsign on GDP growth and the negative
relationship with the unemployment rate are coesistvith priors regarding banks’
willingness to take on risk in a worsening macraexoic environment. Robustness
checks uphold this conclusion, but occasionally @me measure of real activity
maintains a standard level of statistical signifma This result supports the notion that

banks are forward looking when making loans.

In regards to bank liquidity, the negative relasbip between liquidity and the
portion of loans extended to risky borrowers maybeflection of bank managers’
general risk aversion. Of course, more informatarthe terms of the loans would be
needed to make a convincing case that these patiezrin fact a manifestation of risk
aversion. Furthermore, the results for liquiditg aot particularly robust. The negative
coefficient on bank size indicates that the refegiop between loans to small businesses

and bank size exhibited in Table 2.1 persists witlize classes.

% The question of whether the balance sheet chaxhébits asymmetries across the business cycle is
taken up in Appendix C.
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Finally, the coefficient on the net interest marbas a positive influence on
investment in small firm loans. It is conceivatilat this represents a means by which
the balance sheet channel may manifest itself girduanks’ balance sheets. According
to the theory of the balance sheet channel, monptdicy’s influence on net cash flow
can worsen balance sheets and hinder access tb dteppears that a bank's
willingness to invest in loans to small firms degemot only on the borrower’s balance
sheet, but also on the bank's own cash flow. fHuis in conjunction with the fact that
the smallest banks are driving the results, leadisd possibility that the effect found
here can be driven by balance sheet channel effestsng on the banks themselves in
addition to borrowers. The impact of monetary pobn bank balance sheets and this

potential for knock-on effects is an area for fetuesearch.

To help shed some light on the question, howevamnsider an alternate division
of the sample of banks by importance of small essrending to total lending. A priori,
one might expect that banks heavily invested insda small businesses would exhibit a
higher sensitivity to monetary tightening sinceytls&and to lose proportionately more.
Table 2.3 reports the FFR coefficient for thoseldsahat have the highest SBL (top
guartile) and lowest SBL (bottom quartile) alonghwmedian 2008 assets. The top
guartile of banks by SBL ratio consists of very 8rbanks, as suggested by Table 2.1.
On the other hand, median assets for banks indtierb SBL quartile are (as of 2008)
less than $260 million. Even though many banksimquartile are very small they do
not exhibit the balance sheet channel effect olesevthe top quartile. This result
therefore suggests that the dominant effect idanba sheet effect working on borrowers

rather than lenders.
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Table 2.3. Baseline estimation of equation (2.6) with basttded according to their
proportion of assets invested in C&l loans (SBLAJ £&I plus CRE loans (SBL2).
Robust p-values are reported beneath the corresgpadefficient in italics.
Coefficients that are significant at least at tB&ollevel are in bold text. All coefficient
estimates are suppressed except for that of theréledunds Rate. Median assets are
measured in millions of 2008 dollars.

Groupings based on importance of small businesirign
Dependent Variable: SBL1 Dependent Variable: SBL2

Top Bottom Top Bottom
Coefficient Quartile Quartile Quartile Quartile
FFR -0.989 -0.144 -1.420 0.060

0.000 0.278 0.000 0.639

Median assets 74.9 255.4 84.8 207.8
Observations 23699 27285 25797 27326.00
Wald Statistic 2646.71 1170.66 3089.53 1015.21
Banks 6837 5867 6728 5925

6. Conclusions

The existence of channels for monetary policy apeg beyond the interest-rate
channel has been reasonably well documented imtrgears. Although the credit
channel has been singled out as an additionalriga®n mechanism, the means by
which it operates have been more difficult to deiee. The evidence presented here
suggests that a balance sheet channel of monethey s in operation and has an
economically significant impact. Furthermore, tperation of this mechanism is shown
irrespective of whether a bank lending channel ajesrsimultaneously. This
differentiation is in contrast to previous studieat find support for a credit channel but
fail to differentiate between the bank lending #athnce sheet hypotheses. The present
paper also casts a wider net than studies thas facalysis on relatively small samples of

banks or borrowers from narrowly defined sectors.
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This study provides support for the existence balance sheet channel that
works through many different banks' loan booksecHrally, the smallest ninety
percent of banks appear to shift their loan padgaway from small firms in response to
tighter monetary policy. Small banks are a magurse of credit for small businesses
and, as these results show, monetary policy habstantial impact on the willingness of
small banks to extend this credit. With resped¢h®impact on the business cycle, the
results for the C&l loans in particular are verymgelling since C&I loans are used to
carry inventories and finance investment. Thesgifigs demonstrate a manifestation of
the types of financial frictions that are assumggbtevious studies to generate
asymmetry in firm spending/investment decisionsradtmonetary tightening. Thus, by
demonstrating banks' movement out of loans to smelinesses in response to monetary
tightening, this paper adds to the growing catadogiuempirical research on monetary

transmission.
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CHAPTER I

NEW EVIDENCE ON THE BANK
CAPITAL CHANNEL OF

MONETARY POLICY

1. Introduction

Over the last thirty years, the regulation of fingl institutions has become an
increasingly active subject of academic and palésearch in the United States. After
the 1970s a combination of declining bank capitelcroeconomic weakness, and a
higher incidence of bank failures triggered a ratprly response that featured explicit
capital adequacy standards. In the years sinpgatadequacy has been an important
consideration - if not the centerpiece - of maggulations affecting financial
intermediaries$® The recent financial crisis has underscoredrtipoitance of prudential
regulation and sparked renewed interest in thelaéign of financial intermediaries. In a
striking example of the regulatory response toctiigs, the 111th Congress of the United
States passed the Dodd-Frank Wall Street RefornCamdumer Protection Act that
requires the Presidential appointment of a "Vicai€han for Supervision” to serve on
the Federal Reserve Board of Governors. In additiee Dodd-Frank Act amends the
Federal Reserve Act to explicitly ensure that, "Board of Governors may not delegate
.. . its functions for the establishment of pagior the supervision and regulation of . . .

financial firms." This type of legislation serviesstrengthen the link between the

% See Wall and Peterson (1996) for a good summanmyajér changes to capital regulations through the
publication date.
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regulatory and stabilization functions of the Fadl&eserve. One goal of this study is to
investigate this link between the Federal Reseres responsibilities of monetary

policy and prudential regulation.

The implications for the monetary/regulatory liplesented here, however, are a
consequence of the primary goal of this paperutthér define the role of banks in the
transmission of monetary policy. Recently, theddrehannel view has been developed
and tested to show that the role of financial iibic$ in the transmission of monetary
policy to the real economy is nontrivial (Bernar&®linder, 1988; Bernanke, Gertler, &
Gilchrist, 1996). Conspicuously absent from theerg work in theories of monetary
transmission, though, is an explicit role for baakiity (Van den Heuvel, 2009;
Friedman, 1991). This paper focuses on empiricdiyonstrating a recently described
transmission mechanism known as the bank capitaire, which depends critically on
bank equity’’ Van den Heuvel (2009) constructs a dynamic midehich bank
lending decisions are influenced by their currentt expected capital positions. If a
monetary tightening adversely impacts banks' chpitaquacy, this might lead to a
reduction in credit extension. Since there is xlieit role for bank deposits in the
model, this transmission mechanism falls outsidégnefmore familiar bank lending

channel.

By examining the uneven distribution of monetanjiqy actions, this paper
builds on previous explorations of the link betwdéanks, capital, and the real economy
which began in earnest during the 1990-91 recessitie Federal Reserve's dual role as

a monetary authority and banking regulator necatgsita keen interest in these studies.

271 will use the termequity andcapital interchangeably except where explicitly noted.
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Indeed, much of the early work in this area wasipoed by the Federal Reserve’s
staff?® In an early exposition of the role of capitatie 1990-91 recession, Syron
(1991) characterizes the apparent decrease inugpysof bank credit during the 1990-
91 recession as a “capital crunch.” In his vidwe teduction in the supply of credit was a
uniquely capital issue. As evidence for this, bafs to the unusual reduction of
dividends as well as the outsized capital lossélsarNortheast region (which
experienced especially tight credit standards)in&eke and Lown (1991) perform more
rigorous tests of this hypothesis and find supfarByron’s capital crunch. Unlike
Syron, however, Bernanke and Lown entertain — ardidupport for — the idea that
changes in bank regulation may have contributétdéaapital crunch. Separately,
Furlong (1992) finds that bank leverage ratios fmtddan growth when controlling for
other supply and demand factors. These findinigscenjunction with anecdotal reports
— marked the beginning of an empirical literatrat texamines the link between the
credit crunch of the 1990-91 recession and theb&sded capital requirements

implemented by the Basel Accofdl.

Shrieves and Dahl (1995) provide evidence thaitalagpnsiderations and
changing regulatory conditions were responsiblgtferlending slowdown that occurred
during the implementation of the Basel Accord. Kdrg1996) finds that borrowers see
abnormal increases in their stock prices if theyable to secure a loan from a bank
subject to risk based capital requirements. Thgtiwve reaction is even greater if the

bank is more capital constrained, which is constsagth the notion that capital

28 gee, for instance, Syron (1991), Furlong (1992grBand McElravey (1993), and Wall and Peterson
(1996).

% Both the senior loan officer survey (Dec 1989) #relAmerican Bankers Association survey (Jan 1992)
contain anecdotal evidence of a change in bankvi@hia response to Basel.
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considerations can play an important role in cregiension. Other studies such as Peek
and Rosengren (1995) and Baer and McElravey (19@3ent evidence consistent with a
capital crunch following the implementation of dapadequacy requirements.
Alternatively, Berger and Udell (1994) find evidenthat capital plays a part in bank

behavior, but downplay the role of new capital tatians.

These studies do not, however, test how monetigypaffects bank loan growth
for a given capital position. For the purposethefpresent study though, this body of
literature studying the link between changing ratardy conditions and bank asset
management is important for several reasons. , Rirggnificant amount of evidence is
provided to support the hypothesis that bank bemakianges in response to fluctuations
in capital and capital adequacy. Specificallgpears that low levels of capital
adequacy may be associated with a reduction isupply of credit. As suggested by the
capital channel, the link between bank equity dredreal economy may thus be an
important one. Secondly, the studies detail thaiBcant changes in regulatory capital
requirements during the 1980s and early 19808ince it appears that the impact of bank
capital may have been changing dramatically wighrégulatory requirements, the
empirics presented here will focus on the peridid¥ang the announcement of the Basel
| Accord and the FDICIA. Finally, this literatudgaws a distinction between lending
effects generated by capital and those generateddogwdown of deposits as in the bank
lending channel. In this way, this strand of btteire lays the foundation for a channel of
monetary transmission that works through bank lzslameets alongside the credit

channel.

30 For a summary of regulatory changes see Baer aiirivey (1993) and Wall and Peterson (1996).
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While the effects of capital on lending may beated in a regulatory
environment that lacks capital adequacy standéndgheory linking lending and capital
in the presence of capital regulations is strondgeethe extreme case, a bank facing a
binding capital requirement would be prohibitedifirexpanding assets and/or loans if it
cannot easily issue equity. Additionally, risk-bdsapital requirements (such as those
established in the Basel Accord) effectively achaax that is larger on assets carrying
higher risk weights. Banks would be expected tusStute out of risky assets (such as
commercial loans) and into safer assets with Iek weights. Essentially, risk weighted
capital standards restrict lending in a similar w@gome restrictive covenants in debt

contracts.

In Van den Heuvel (2009), the author construatgreamic model that
incorporates risk-based capital requirements arichparfect market for bank equity.
The former assumption is manifested in regulatgrgh as the Basel accord, while the
latter is supported by a lemons premium generagesipmmetric information (Stein,
1998). Empirically, Asquith and Mullins (1986) €irthat issuing new equity results in a
sizable dilution of current equity. The large cassociated with raising equity therefore
limits a bank’s ability and willingness to augméstcapital via share offerings.

Furthermore, companies are much more reluctantttdigidends than to increase them.

As a result of the aforementioned assumptionsiibeéel shows that it may be
optimal for a low-capital bank to forego profitalading opportunities even if capital

regulations are not momentarily binding. The red®o this is that banks wish to lower

31 Although | summarize the model here and belowférthe reader to Van den Heuvel (2009) for the
formal presentation. Additional features and ircgtions of the model will be mentioned as warranted
throughout the paper.
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the potential for current and/or future regulateiglations. Thus, any negative shock to
a bank’s current or expected future capital pasitiould lead to tighter credit. It is this
aspect of the model in which capital enters aam@stnission mechanism of monetary
policy. A monetary tightening raises short-terrrerest rates that — along with the asset
transformation service performed by banks — leadswer retained earnings and, thus,
capital. This impact of monetary policy on banére works through bank equity and is
therefore referred to by Van den Heuvel (2002a92@8 “the bank capital channel.” In
a sense, the bank capital channel can be thougtst @fshift in the supply of credit
resulting from the balance sheet channel (Bern&&ertler, 1995) working on lenders

subject to capital adequacy regulatiéhs.

Despite the demonstrated importance of bank dapitgirical tests of the capital
channel have been scarce. Among the studies dlatlbeen conducted, Van den Heuvel
(2002b) uses state-level data to show that outfowty in states with poorly capitalized
banks is more sensitive to changes in monetargyolfter controlling for the bank
lending channel by including measures of bank tiqyj this evidence is consistent with
a bank capital channel for monetary policy. lnubsequent paper, Van den Heuvel
(2007) uses bank-level data to obtain a similackaion. Hubbard, Kuttner, and Palia
(2002) use a matched sample of lenders and borsaweshow that banks with low
capital appear to reduce loan supply disproportelgaluring monetary contractions - a
result consistent with the capital channel. Wath emphasizing, however, that the

bank lending channel (in conjunction with a failafehe Modigliani-Miller theorem)

32 should note that the model detailed in Van den¢l (2009) implies thany negative profit shock —
not just one brought on by a monetary tightenirstpeuld have detrimental effects on loan supplttiose
banks concerned about their current or future ahpisition.
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also predicts that poorly capitalized banks wilhiéxt increased lending sensitivity in
response to monetary tightening. This result argsebanks attempt to raise funds to
offset a fall in reserves induced by the monetatharity. Those banks with higher
levels of capital will be faced with lower asymmeinformation costs when attempting
to issue, for instance, large denomination timeodép. This effect somewhat

equivocates the findings in several of the paperstioned above.

Kishan and Opiela (2000, 2006) present evidenakthie strength of a bank’s
lending response to monetary policy varies invgragth capital adequacy. Although
the authors interpret their findings in the contefxthe bank lending channel, the results
are consistent with the implications of the capitsinnel. These studies help to
illuminate the connection between regulatory ancatary responsibilities highlighted in
this paper. Finally, Gambacorta and Mistrulli (2DQ@se an empirical strategy similar to
Kashyap and Stein (1995) to find that the lendegponse of Italian banks to monetary
policy depends critically on capital adequacy cdesations in a manner consistent with
the capital channel. Importantly, the authors etivcontrol for the dependence of the

bank lending channel on banks' capital positiorciesd above.

This paper contributes to the aforementionedditee in several ways. First, |
estimate the loan supply using disaggregate d#tarrthan simple aggregates. Besides
serving to deepen the identification strategieakHavel data are more useful for
identifying the types of banks important to the @pien of the capital channel. Second,
as formulated in Van den Heuvel (2009), the modetijoting a capital channel has
several implications. By presenting results cdesiswith two separate implications of

the capital channel, | am able to limit the intetption of the findings. Third, | attempt
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to adequately control for credit channel effect thight otherwise obfuscate the
interpretation of the results. Fourth, | discusslikely impact of several recent
regulatory proposals on the operation of the chpitannel. Finally, Gambacorta and
Mistrulli (2004) point out that the link betweenrtacapital and risk taking behavior
(including lending decisions) is still controvelsid his paper provides evidence to help
clarify this debate by reporting results consisteitlh a capital channel - a potential

monetary transmission mechanism which has remaamngdly unexplored.

The remainder of the paper proceeds as follovexti® 2 describes the primary
data used throughout the paper. Section 3 diss@sspirical tests constructed to
identify the capital channel and presents resiBisction 4 presents several policy

considerations and concludes.

2. Data

The primary data used in this study are taken fiteerReport of Condition and
Income data collected by the FFIEC. These dasa (aiown as the Call Reports) are
sampled on a yearly basis for all individual bardgulated by the Federal Reserve
System, Federal Deposit Insurance Corporationtlea@€omptroller of the Currency.
Given the significant changes in prudential regatain the 1980s, obtaining a currently
meaningful relationship between lending and cagialuld focus on the period after the
announcement of significant legislation impactihig trelationship. | follow Kishan and
Opiela (2006) and begin my sample in the third tprasf 1990, a date by which all parts

of both the FDICIA and Basel Accord were either@mmced or enacted. Using this start
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date excludes years in which capital regulatiortsthrir enforcement were in a state of

flux while also including the variation associateith 1990-91 recession.

Several criteria are used to remove banks witltdisnpresence or relevance in
the data. First, bank-quarters are dropped ifrtbtution reports no assets, equity, or
loans. Secondly, any institution reporting forsiésan two years is dropped along with
any institution that does not report continuousyeen the time it enters and exits the
sample. Finally, all Edge Act corporations areleaed from the sample. Applying
these filters to Call Reports between 1990Q3 a8Q3 yields a panel of 190,181 bank
years. Dropping bank years containing a mergemn(&sashyap & Stein, 2000) has a

negligible effect on the results reported in SetBoso these observations are included.

Summary statistics for the beginning and end efstample are reported in Table
3.13% Given the potential for capital effects to diffmross size classes (Bernanke &
Lown, 1991; Kishan & Opiela, 2000, 2006; Van denut#d, 2007) these data are
summarized by size groups. Several patterns dgrdii Table 3.1 are worth
mentioning. First, small banks are much more tghian large banks. In addition, over
the course of the sample, small banks tend to imolict capital per dollar of assets than
large banks. Looking at changes over time, onesearthat the skewness of market
share (as measured by assets) has increased theisgmple. Furthermore, the smallest
98% of banks have increased their investment indpaostly at the expense of liquid
securities. Presumably, at least part of thig shiflue to the increase in liquidity of loans

themselves during the sample as well as the houmibgle. The housing bubble also

3 Although the data run through 2008, statisticsraperted as of 2007. The hope is to give theaead
sense of the predominant changes over the sampbel geithout introducing noise from the financial
crisis. | should also note that excluding 2008rfrihhe sample does not materially impact the fingling
reported in section .
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helped crowd out C&I loans between 1990 and 20Finally, small banks have come
to finance a much larger percentage of their asgiéitdarge denomination time deposits
than do large banks. This could indicate that bealks have a more difficult time

raising equity, as one might expect.

It should be noted that (even with the benefiheSe descriptive statistics) it is
unclear a priori whether one should expect thetahphannel to be more or less
prominent in large banks. Large banks hold lesstggoresumably because of their
lower non-leverage risks such as diversificatidhis fact might lead to a stronger
capital channel since a given shock to capital @dna more likely to put large
institutions in danger of facing regulatory peredti However, as mentioned earlier, it is
generally easier for large banks to issue equite@uity substitutes like subordinated
debt) when the need arises. Additionally, it isieafor large banks to hedge interest rate
risk, which would further dampen any capital chdnriéherefore the question of whether
large or small banks experience a stronger cagi@hnel effect is ultimately an
empirical one. There is currently a conflict ir titerature regarding this question. Van
den Heuvel (2007) finds that the capital channabisoperative in small banks, while the
results presented in Kishan and Opiela (2000, 2a608)Gambacorta and Mistrulli

(2004) indicate that capital channel type effectssronger in small banks.

34 Indeed, the data show that real estate loanpascant of total loans increased during the sapetiod
by 21 percentage points for small banks, 19 foriomadized banks, and 15 points for large banks.
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Table 3.1. Descriptive statistics for key variables by bardegigrouped by percentile

ranks).

Balance sheet characteristics by size class

<od” 9d"-98"  >og"
percentle  percentle  percentie
Asof 1990 Q3
Median Assets (Milions of 2007 $) $65.99 $717.65  3B,87
Securities / Assets 0.29 0.20 0.14
Loans / Assets 0.56 0.65 0.64
C&l Loans / Loans 0.20 0.21 0.32
Large Time Depostts / Assets 0.11 0.12 0.11
Median Capital/Assets % 8.5% 7.2% 6.1%
% of System-wide Assets 18.8% 17.1% 64.1%
Asof 2007 4
Median Assets (Milions of $) $113.91 $1,208.90 $10,38
Securities / Assets 0.19 0.17 0.15
Loans / Assets 0.70 0.72 0.56
C&l Loans / Loans 0.14 0.17 0.22
Large Time Deposits / Assets 0.17 0.14 0.08
Median Capital/Assets % 10.2% 9.5% 10.0%
% of System-wide Assets 10.5% 8.5% 81.0%

3. Methods and Results

Before introducing the empirical tests of the calpihannel, it is useful to

summarize the theoretical model of Van den Hew2@0T7) in which monetary policy

impacts bank lending via its influence on bank tpiln this model, banks maximize

shareholder value each period by choosing theattamount of new loans, marketable

securities, and dividend payments. Each bank feggital requirements similar to those

imposed in the Basel Accord, an imperfect markettfoequity, and uncertainty

regarding the fraction of loans that default eaetqal.
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Finally, it is assumed that banks finance somé&gqoof their assets with debt
(including deposits) at a cost influenced by thersterm interest rate. The monetary
authority's influence over the short rate - in cmagion with banks' maturity
transformation function - implies that monetaryipplctions influence bank profits. If
banks cannot substantially lower dividends, lowefifs resulting from a monetary
tightening will reduce bank capital over time. irgcower levels of equity, the bank
will restrict lending because of capital requirertsesind the high cost of issuing new
equity. Since the model is constructed in a dyeasetting, momentarily binding capital
requirements are not necessary for banks to forgfitgble lending opportunities if they

are concerned about the possibility of future @@itlequacy violations.

Tests of the capital channel - which may operkiegside the standard interest

rate channel of monetary policy - are describedweh Sections 3.1a and 3.2a.

3.1a. Methods: " One-Sep" Approach

As a first test of the capital channel | use tlaenfework outlined in Kashyap and
Stein (2000). To form a testable hypothesis, sabgr how two banks with different
capital positions respond to monetary policy shocksppose two banks differ only with
respect to their capital adequacy. If each isdagigth a contractionary monetary shock,
both banks’ asset transformation business wilelss profitable as net interest margins
are compressed. Each bank will then realize loetained earnings and capital vis-a-vis
a state with no short-term rate increase. Sineg #ne both subject to capital adequacy

regulations and consequences of violation, the atikthe lower capital position has
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more reason to be concerned about a current afutilme regulatory violation.
Therefore, the managers of a bank in a worse dggaition would be more likely to
shrink their loan portfolio (or grow it less quigklin response to a monetary policy

shock.

The testable implication i§°L, / C,dMP. >0,whereL is a bank-level measure

of lending activity,C is the bank-level capital-asset ratio, and MPnseasure of

monetary policy measured such that higher valuesissociated with tighter policy. The
cross-sectional derivativel,, / 0C, captures the degree to which lending is capital

constrained at any tinte The hypothesis is that this constraint is inifigs during

monetary contractions. Alternatively, taking tivad series derivative first it is

hypothesized thadL, / OMP - the sensitivity of lending volume to monetaryipgplifor

banki - is greater for banks with a weaker capital positi That is, loan growth

following a monetary contraction should fall by ra@s capital decreases.

Of course, other channels of monetary policy camBuenced by capital as well.
Specifically, the strength of the bank lending alel{BLC) should depend on capital.
Since an economically meaningful BLC hinges on Bairiability to raise non-
reservable liabilities as reserves are withdratwa,BLC depends on banks’ access to
funding markets. Banks that are less leveragedtfiose with a higher capital asset
ratio) should be able to replace the lost deposdse easily. As such, banks with more
capital should experience a smaller Basivell asa smaller capital channel. This
observation highlights the necessity for a goodrmbhor the BLC. Any coefficient on

capital in a regression excluding a BLC controliafale will produce dubious results due
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to omitted variable bias. Adding a good contraltfte BLC is required to avoid this

alternate interpretation.

With this in mind, | test the hypothesis abovengsa regression analogous to

Kashyap and Stein’s (2000) “One-Step” approach:

Alog(L,) = 4 +ah log(L,.,)*+ BAMR +C, [+ &MR] +

(3.1)
A lodD,, [7+AAMR]+T®, +¢,

withi=1,...N (N =number of banks) artg= 1, . . .,T (t = year) and where:
Lit commercial and industrial (C&l) loans of baink yeart,

MP;  monetary policy indicator,

Ci.1  capital-asset ratio of bamk

Di.1 measure of bank deposits,

Djy control variables.

When measuring the response of lending to monetaligy, it is not uncommon
to focus on C&l loans. This is because C&l lendmgften uncollateralized and of
relatively short maturity. Furthermore, under fisksed-capital regulatory regimes C&l
loans carry a high risk-weight. These featureser@&l loans likely to be more
responsive to monetary policy changes than othmrstpf loans. To measure monetary
policy, | use the Bernanke-Mihov (1998) indicataultiplied by negative one so that a

positive change indicates tighter policy.

44



The primary indicator of capital adequaCy,1, is a standard leverage ratio
defined as the ratio of bank capital to assets abzed by the mean over the entire
sample. This measure is preferred for severabreasFirst, it explicitly appears in
capital regulations in the United States and isluseregulators to help determine the
degree of a bank’s capital adequacy. Second, @sv8h and Dahl (1995) note, it
appears that the leverage ratio (vis-a-vis othpitalsadequacy measures) is the primary
driver of bank behavior. Finally, Estrella, Paakd Peristiani (2000) report that simple
leverage ratios are as good as Basel-style risgiteil capital ratios in predicting short
run failure. Dji.; measures bank level demand deposits. Note #sais-common

practice - all bank-specific controls are lagged period to avoid endogeneity issues.

The set of control variable®, includes real GDP growth and CPI-based

inflation to help capture cyclical movements arahalemand effects. Also included in
the set of controls is a measure of bank liquidisfined as securities plus federal funds
sold to total assets, and an indicator of bank gizen by the log of total assets. The size
control is normalized with respect to the meanaaheyear as in Gambacorta and
Mistrulli (2004) to remove trends in size. Finaltlge liquidity indicator is normalized by
the mean over the entire sample. Additional cdsitreclude a financial crisis dummy

and a dummy indicating whether or not a bank iscally undercapitalized.

To reiterate, | choose to use annual data to a&iif3.1). The reasons for doing
so are similar to those discussed in Ashcraft (20@gjuation (3.1) is estimated using the
GMM estimator suggested by Arellano and Bond (19@ich is preferred given this
dynamic panel. This method ensures efficiency@msistency provided that the model

is not subject to serial correlation of order twdhigher and that the instruments used are
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valid. Furthermore, with the sample period use@ heomputational memory limitations
preclude the estimation of (3.1) with quarterlyadahless one wishes to either sacrifice a
significant number of covariates, dramatically reelthe number of instruments used, or
both. Additionally, it is worth pointing out th#te failure to estimate equations similar
to (3.1) with dynamic panel estimators represersficiency of some previous

empirical studies of the capital channel. Additithy, high-frequency observations of
bank-level lending activity can produce counterititg results owing to factors beyond

the bank’s control.

Before presenting the results, | note that tedtiegnull hypothesis that monetary
policy effects are equal across banks with vargiegrees of capital adequacy is
equivalent to testing the significance of thecoefficient. | control for the BLC effects
described above by including deposit growth, theraction of deposit growth with
monetary policy, and bank capital. In additiorg Bank liquidity regressor provides
another measure of BLC control. This is becaus@(@lined in Kashyap & Stein, 2000)
banks with a high degree of liquidity have a builshock absorber between lower

reserves and loans.

3.1b. Reaults: "One-Sep" Approach

Table 3.2 summarizes the key coefficient estimtiten (3.1) for each size
class® As expected, tighter monetary policy is assodiatith a decrease in C&l

lending for the smallest ninety percent of bankke degree to which lending is capital

% The coefficients reported are the "long-run” valuend the associated p-values are computed usng t
delta method.
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constrained is displayed in the second line offomeht estimates. The third line of
estimates in Table 3.2 reports the estimaté ofA significantly positive value of this
coefficient implies that lending of banks with aakecapital position exhibits a greater
sensitivity to monetary policy - just as predictgdthe capital channel. Next, the
coefficients for the bank lending channel are regmhr Neither of the deposit measures
are significantly different from zero, but lendiggowth is positively related to bank-

level liquidity as in Kashyap and Stein (2060).

For larger banks, the significance of the cagitelnnel coefficient evaporates.
This distributional asymmetry across bank sizeoissistent with the findings of Kishan
and Opiela (2000). In their study, the authorgguer a test of bank sensitivity to
monetary actions based on capital adequacy anctéipial considerations appear to
influence the lending behavior of small banks ortHowever, these findings are contrary
to Van den Heuvel’s (2007) study wherein he firds the capital channel works mostly
through large financial intermediaries. Finallyetmacroeconomic/loan demand controls

each show a significant impact on loan growth.

For the real economy, this distributional effeah dave important implications
since small banks tend to lend to small businettsgsare hotbeds of process and product
innovations. In fact, the loans of small bankssetimes referred to as “high
powered” loans (Hancock & Wilcox, 1998) becaus®kad decline in small bank loans
has a larger economic impact than an equivaleringeio large bank loans. Another

important implication of this distributional asymtneis that commercial loans to small

% For robustness, large denomination time deposite wsed in place of demand deposits. This yielded
significance of the deposits measure at the 10% lend all other coefficients were very similattose
reported in Table 2.
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bank customers - mostly small firms - decline digartionately as a result of capital
considerations. If these small borrowers faceawny costs, they are likely to bear the

largest burden of the capital channel in timesgifttmonetary policy.

Table 3.2. Baseline estimation of equation (3.1). Robust jpresare reported beneath
the corresponding coefficient in italics. Coeftiots that are significant at least at the
10% level are in bold text. The dummy identifyiertically undercapitalized banks and
the financial crisis dummy are suppressed.

Dependent Variable: C&l Loan Growth
Al <9od" 90" - og" > og"
Banks percentile percentile percentile
AMP ¢ -0.144 -0.152 -0.021 -0.022
0.000 0.000 0573 0.879
Ci1 0.632 0.925 0.729 -0.255
0.001 0.001 0.540 0.79
C14MP 1.948 2.413 -0.888 -2.925
0.002 0.002 0.791 0.483
D1 1.332 1.358 0.929 1.083
0.731 0.731 0.637 0.264
D 14MP, -0.776 -0.700 -0.755 -0.765
0.779 0.779 0.069 0.360
Liquidity ., -0.001 -0.001 0.001 0.013
0.000 0.000 0.000 0.000
In(Assetsy.;) -0.083 -0.043 -0.326 -0.420
0.000 0.000 0.000 0.000
GDP; 0.004 0.003 0.010 0.016
0.072 0.072 0.009 0.016
CPI, 0.004 0.003 0.020 0.039
0.815 0.815 0.016 0.051
Observations 136,896 123,825 10,410 2,661
MA(2) 0.33 0.15 0.23 0.13
Wald Sat 2,682 2,138 365 175
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3.2a. Methods: Interest Rate Risk Approach

As a final test, | attempt to identify a predictithat is more unique to the capital
channel. The capital channel hinges cruciallyranasset transformation function of
banks. If a bank's liabilities reprice more quycHian its assets, a monetary policy
tightening will lead to a margin compression asksgmay more for their short term
financing both now and in the future. In additidra bank is marking assets and
liabilities to market, an increase in interest satgll lead to a larger fall in the value of
the longer-dated assets. As a matter of accoyrttigwould erode bank equity. In this
way, a monetary tightening impacts bank profits eagital positions. Furthermore, this
tightening increases the chances that a bank nadgt@iregulatory capital requirements
in the future. Thus, the capital channel shouldtesven for banks that do not find the

capital requirement momentarily binding.

Identifying the capital channel along the lineghs# strategy outlined above
requires a measure of the sensitivity of bank agsddtive to liabilities. Though it would
be ideal to obtain the weighted average duraticenlwdink's assets and liabilities
measured in each period, this information is ndliply disclosed for most banks.
However, a good proxy for weighted average durasomeighted average maturity.
Subtracting the average maturity of liabilitiesnfréhe average maturity of assets to
produce a "maturity gap" measures the extent tehvlibank engages in asset

transformation. The capital of a bank with a langgturity gap would be expected to
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suffer more from a monetary tightening since adargaturity gap indicates assets reprice

much less frequently than liabilitiés.

Beginning in 2006, it is possible to extract mayunformation for most assets
and liabilities from the memoranda of the Call Reépo From this, | use a cross-sectional
regression to predict a bank's maturity gap basdabnk-level characteristics observable
throughout the sample. Regressors can includenajson type and balance sheet
information such as the ratio of real estate ldarassets, the ratio of deposits to total
liabilities, etc® The coefficients on each of the regressors angstable across quarters
over which the regression can be run, though tisene guarantee that this method
predicts the maturity gap for the entire sampleéggewith a high degree of accuracy.
Mitigating this concern, however, is that the methiescribed below requires only that
therelative maturity gaps are predicted to a reasonable dedteethis purpose, it is
much easier to have confidence in the "maturity gr&gliction" approach. For instance,
a negative coefficient on the amount of deposietldsance and a positive coefficient

on real estate loans will at least yield a consistedering (if not the actual maturity

gap).
| then test for the capital channel using a metiodlar to Kishan and Opiela
(2000) by running the following regression on sub$¢ banks grouped by maturity gap:

Alog(L,) = 4 +ab log(L,,, )+ AAMP +

(3.2
Cit—l[y+ &MPI] +I P, +¢,

37 1n addition, maturity is closely correlated withrdtion. Thus, besides providing insight into inégrest
margin effects, the maturity gap is also a goodsueaof interest rate risk.

% The reader is referred to Appendix D for a moreitled treatment of the maturity gap regressions.
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with all variables as defined previously. Sortivanks by the maturity gap is equivalent
to sorting based on the cost a bank bears as h oésighter monetary policy owing to
its maturity transformation function. In responséaighter monetary policy, banks with
higher maturity gaps are expected to face incredstatioration in current and future
capital positions. Thus, as a result of the caphtannel, banks with a high maturity gap

would be expected to have a low8r(higher in absolute value) than those banks with a

comparatively low degree of maturity transformation

3.2b. Results: Interest Rate Risk Approach

Table 3.3 reports selected long-run coefficierasifthe estimation of (3.2) for
commercial banks organized as stock corporatiotiimeach size class. The first
column of Panel A shows that - after controlling ¢oedit channel and demand effects -
those banks with the lowest maturity gaps (£ pércentile) respond about half as
forcefully to monetary policy than those banks wvitte highest maturity gaps (sixth
column). Looking at the second and fifth colunthg, results are just what one would
expect if the capital channel is operative amomrgéehbanks. With less margin
compression and interest rate risk than the topaje¢be banks with a top quartile
maturity gap (fifth column) experience a weakepoese to monetary policy on average.
Finally, the monotonicity is violated by the aboasd below-median cohorts, but a
portion of this small difference is due to the ktlg different AR(1) terms used to

calculate the long-run coefficients. | should atste that the point estimates reported in

% The results are robust to including banks witledént organization structures, such as mutuals and
cooperatives. However, mutuals and cooperativesat distributed evenly across maturity gap cahort
and for this reason they are excluded from theasgrtative results of Table 3.3.
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the first row are all statistically different frotheir "matched" counterparts. Looking at
Panel B, a similar pattern exists for the smalbestk group, as expected. All of these
results are robust to the inclusion of other cdafrsuch as the change in large time

deposits and alternate specifications of the mgtgap regression.

Two important questions remain. The first is Wieethigher maturity gaps might
correlate with other bank-level characteristicg thauld lead one to expect a greater
sensitivity to monetary policy. Though I control several characteristics known to be
associated with sensitivity to monetary policysitvorth noting that high-maturity-gap
banks are both larger and more liquid. It has tsdenvn that smaller banks exhibit a
stronger credit chann@l. Furthermore, as demonstrated in Kashyap and &e0),
banks with greater liquidity exhibit a lower seisiy to monetary policy actions owing
to a reduced BLC. Therefore, it appears that theurity gap cohorts tend to be
associated with bank-level characteristics thatld/biasagainst the detection of a
capital channel. | should also note that the teseported here are not materially altered
if regressions include thrifts that file Call Refsor However, many state chartered
savings banks have very high maturity gaps andeeerepresented in the top maturity
gap decile when these institutions are includedally, different maturity gap cohorts do

not give rise to geographic distributional anonslieanother potential concern.

0 See, for example, Kashyap and Stein (2000), KistrehOpiela (2000, 2006), and Kandrac (2011) for
examples.
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Table 3.3. Baseline estimation of equation (3.2). Robust jpresare reported beneath
the corresponding coefficient in italics. Coeftiots that are significant at least at the
10% level are in bold text. Other coefficientsatdsed in equation (3.2) are suppressed.

Panel A (All Bank Sizes)

Maturity gap percentile

<1d" <258" <5d" >5d" >78"  >od"
AMP -0.128 -0133 -0129 -0.184 -0171 -0.246
0.008 0.000 0.000 0.000 0.000 0.002
Ci1 0.672 1438 1491 -0.369 -0.466 -0.844
0.308 0.001 0.001 0.250 0.260 0.137
C14MP 2522 2501 2440 0932 -0.533 -1.311
0.216 0.055 0.011 0.446 0.671 0.460
Panel B (Bank size < §bpercenti|e)
Maturity gap percentile
<1d" <258" <50" >5d" >75"  >od"
AMP -0.125 -0138 -0.125 -019 -0.192 -0.206
0.017 0.000 0.000 0.000 0.000 0.022
Ci1 -0.108 0.647 1304 0.254 0.018 0.004
0.895 0.218 0.001 0.501 0.960 0.997
C14MP 3.195 2991 2672 2044 2044 -0.125
0.149 0.044 0.012 0.044 0.062 0.942
Panel C (Bank size §b- 98" percentie)
Maturity gap percentile
<1d" <258" <5d" >5d" >78"  >od"
AMP -0.093 -0.035 0.005 -0.047 -0.183 0.227
0.330 0.631 0.946 0.584 0.164 0.804
Ci1 2.139 1.324 1.273 -0.816 -1.032 1.479
0.162 0.305 0.167 0.468 0.494 0.847
C14MP -5439 3.203 0.960 -6.838 -7.326 -6.978
0.016 0.363 0.796 0.103 0.188 0.909




Table 3.3. (continued)

Panel D (Bank size > §Bpercenti|e)
Maturity gap percentile

<10" <28 <s5d" S50 >78" s ogh

AMP 0562 0355 0.147 -0.199 -0417 0.211
0.647 0.345 0.460 0.287 0.034 0.883
Cia -0.316 -2641 -1.746 0.564 0.062  1.427
0.976 0.005 0.131 0.659 0.968 0.980
C14MP -5.653 -4.465 -3.964 -4.720-12.031 4.734
0.848 0.332 0.356 0.492 0.016 0.885

The second important question concerns the ecanionpiortance of the high-
maturity-gap banks relative to their low-maturitgpgcounterparts. Although I find
strong evidence in favor of the capital channed,dbantitative significance is less
certain. While it might be preferable to evalugte strength of the capital channel by
estimating a fully specified structural model (th#to includes the interest rate and credit
channels) and then simulating the impact of moggialicy, no such model exists.
However, using the estimates presented in thisrpapg be instructive. Considering the
smallest ninety percent of banks, coefficient eatéa from Table 3.3 imply that just a
one standard deviation increase in the monetatigypiwidicator would cause banks with
above-median maturity gaps to reduce their stocR&flending by about 3%. This

reaction is 57% stronger than the low-maturity-papks.

Finally, comparing the results from Panel B whbge in Panels C and D
provides further evidence that the bank capitahaehof monetary policy works
primarily through small lenders. The largest tencpnt of banks do not appear to
respond to changes in monetary policy given therotmin @, many of which typically

have a statistically significant influence on lemglbehavior.
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4. Conclusions

The "capital channel" of monetary policy descrigesanother means by which
monetary policy can impact credit supply and, thius,real economy. This channel
recognizes that tighter policy leads to deterioratn banks' current and future capital
positions. In the presence of regulatory capaguirements, the capital channel predicts
that banks respond to capital deterioration byeksing new loan supply. Though the
capital channel explains how financial frictiongo@ct lending, it differs from the bank

lending channel in that there is no explicit rale feserves.

This paper presents two empirical tests consistéhta capital channel working
through the smallest ninety percent of banks. t Hwan growth of banks with higher
levels of capital adequacy responds less dramitimathanges in the stance of
monetary policy after controlling for indicatorstbie bank lending channel. Second,
those banks with current and future capital pos#tithat are most sensitive to changes in

interest rates tend to contract lending more ipgase to a monetary tightening.

Besides documenting a relatively unstudied trassimin mechanism of monetary
policy, the results of this paper have importanplications for recent financial reform
proposals - many of which have been taken up bytdsel Committee on Banking
Supervision. First, the Financial Accounting Stamls Board issued an update to FAS
#157 in 2009 that somewhat eases mark-to-markes fal banks. The decreased use of
mark-to-market accounting rules - which requireksato report certain assets and

liabilities at a fair market value - would softelows to bank capital due to interest rate
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risk. This would likely mitigate the capital chatisomewhat. However, banks’
repricing risk would still be present and a chaimgéne stance of monetary policy could
still lead to a change in net interest margin, iotipg future realizations of capital
adequacy. Essentially, dropping mark-to-markeds@ases capital constraints since it
decreases the chances that a bank will find its¢échnical violation of capital adequacy
requirements. At the same time, the decreasedpaaency associated with such a
change may increase the lemons premium creditarsnaestors attach to external funds.
Banks could then find it more difficult to raisemeeservable liabilities and equity,

strengthening the bank lending channel as welhagapital channel.

Second, there has been increased interest imgenti capital requirements for
banks. Contingent capital is in effect a convégtiioond that converts into equity if
capital ratios fall below a certain level. Theeeffof such a requirement would most
likely weaken the capital channel. The contingespgital securities act as built-in shock
absorbers to bank capital positions, decreasingkékhood of capital adequacy
violations and the associated penalties. If moygialicy eases, the increased cost
associated with acquiring contingent capital wdpdess retained earnings, limiting the
growth of lending as capital expands at a slow. redlowever, banks may face a strong
incentive to avoid triggering such a conversioiit asay incite a creditor panic. In this
way, strong self-imposed capital requirements coudén that contingent capital

requirements would have a negligible impact oncdggtal channel.

Third, there has been a renewed interest in cozydiécal capital requirements,
ultimately resulting in their inclusion in Basel.llUnder a regulatory regime with

countercyclical capital requirements, mandatoryte&fo-asset ratios increase during
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expansions and decrease during recessions. Thefgaeh a regime is to force banks
to accumulate capital during cyclical expansiora till make them less likely to face
solvency issues during a downturn. As the econaegkens banks experience lower
capital-asset ratios as delinquencies and defengitsase and cash flows decrease or
become negative. Facing such a situation, banghtrnontract loan supply to shore up
their balance sheets. Given the potential foredlback loop to weaken the economy
further, countercyclical capital ratios attempetse the burden on banks by decreasing
the capital banks are required to hold during thpeseds. Leaving aside the difficulties
associated with determining when capital ratiosukhcrease or decrease,
countercyclical capital requirements would atteaumtsiness cycle peaks and troughs
through the mechanism demonstrated in this papsithe economy expands, loan
supply should increase via other channels of moyeialicy, but the increasing capital-
asset ratio would lead banks to worry about a atiwefuture violation of capital
adequacy standards. As a result, loan growth wslold, potentially lowering the rate of
growth in the real economy. Alternatively, in respe to an economic contraction, banks
face lower capital requirements, decreasing thespire on banks to withdraw loan

supply for fear of future regulatory violations.

Finally, a popular proposal (also scheduled tinbkided as part of Basel Ill) is
the imposition of a minimum net stable funding (N&ktio. Under this requirement,
banks face a certain level quired stable funding based on the maturity profile of their
assets (with longer dated assets requiring mobdestanding). Banksavailable stable
funding is similarly calculated based on the profile ofithiabilities and capital.

Typically, longer dated liabilities represent méseable” sources of funding, although
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insured retail deposits are also included. The N&B is then computed by dividing
available stable funding by required stable fundi@mn the margin, a minimum amount
of NSF will decrease a bank's maturity gap as #nklaccumulates assets that reprice
more frequently and/or liabilities that repricedégequently. Besides the effects on the
likelihood of bank failures and financial crisesducing the liquidity risk of banks in this
manner will also mitigate the effects of the cdpiteannel. As this study has shown,
banks that engage in a smaller degree of assetdramtion have loan portfolios that are

less sensitive to changes in monetary policy.

In response to the recent financial crisis, poti@kers have proposed numerous
regulatory changes. Although many of these chafaygs on capital adequacy in some
way, the empirical research investigating the maooaomic effects of this type of
prudential regulation is lacking. This paper destmates some of the increasingly
important links between regulatory and stabilizagwlicy while simultaneously
shedding light on a largely unexplored transmissm@thanism of monetary policy - the

bank capital channel.
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CHAPTER IV

MODELING THE CAUSESAND MANIFESTATIONS
OF BANK STRESS: AN EXAMPLE FROM

THE FINANCIAL CRISIS

1. Introduction

Following several decades of calm, the savingsl@aa crisis in the 1980s and
1990s sparked a renewed interest in empirical ssunli bank failure. An important line
of analysis during this period focused on develgm@arly warning systems (EWSSs) that
could be used to alert regulators of distresse@thamhough some suggest that a useful
EWS model cannot be built using only currently &lde accounting data (Randall,
1989), the weight of the evidence appears to itdiotherwise. Indeed, regulators spend
much effort developing EWSs to flag potentiallyuinted banks even as more frequent
on-site examinations are conducted pursuant té-¢aeral Deposit Insurance
Corporation Improvement Act (FDICIA) of 1991. EWfat only provide regulators
with a low-cost means of monitoring financial imstions at a high frequency, but also
yield a more appropriate allocation of scarce resggiand examiners. As a result,
employing such models most likely serves to redbhedrequency and cost of bank

failures.

However, several issues associated with the usearfometric models in
financial supervision remain. First, EWSs requwedl-defined accounting practices and
enforcement of penalties assigned to violationsco8d, the causes for distress among
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banks must be similar through time. Third, thdrewdd be a consistent regulatory
regime in place across time periods. A fourtlhat the failure of a bank is not an
automatic consequence of legal or economic insclyeEWS models that use failure as
the outcome variable are describing a conscioussidedyy regulatory authorities to
acknowledge and act upon the weakened conditi@nbaink rather than an objective
definition of insolvency. Modeling a regulatoryaigon rather than economic
insolvency is a point recognized by both Demirgii;K(1989a) and Thomson (1991),
though it is largely ignored in the EWS literatufgother consideration — related to the
last — is that there has been an increased emprasegulating large, systemically
important institutions, but most failing banks amall in size. Finally, most bank
regulators have routinely used EWSs to monitor Ham&l risk for many years.
Unfortunately, several banking crises over the ffase decades not only demonstrate
the difficulty of the task at hand, but also suggeat employing alternative methods

alongside traditional EWSs may prove helpful.

This paper rejects such narrow definitions of fiicial distress — such as failure or
acquisition — and attempts to construct a morestiolmeasure of bank stress, which can
then be predicted in a way similar to tradition®/&s. The need for a richer definition
of distress is highlighted by Peek and Rosengré@q)l, who show that most failed
banks in New England during the 1989-1993 bankitgiscwere well capitalized prior to
failure. Similarly, Jones and King (1995) revdwdttmost troubled banks between 1984
and 1989 would not have been classified as undeatiapd by the FDICIA rules. Itis
clear that relationships between capital and faildentified up to that point were

inadequate for that particular episode. This papgues that regulators would not only
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benefit from looking to several indicators of bati&tress, but also that predictions of
these indicators can prove useful in identifyingisik banks. Furthermore, regulators
may be interested in anticipating bank outcomesheéyailure. For example,
deterioration in bank capital and liquidity posittohas been shown to negatively impact
future loan growth (Kishan & Opiela, 2006). Thepimation is that higher levels of
bank distress may influence the availability of samer and business credit and could
potentially lead to other adverse outcomes, sughcasased strain in interbank lending

markets and disruption in the financial system niwoadly.

Furthermore, the Basel Committee on Banking Sugpierv (BCBS) identifies
market discipline as one of the three pillars péficial regulation outlined in the Basel
Accords. In a sense, the market can be viewedsaparate regulator with market
outcomes representing “regulatory decisions” agithe FDIC decisions modeled in the
bulk of the EWS literature. It may be of interdbgn, to predict market outcomes in a
way similar to the traditional approach of predigtregulatory outcomes like failure. By
combining these features, this paper provides amdelogical contribution to the EWS
literature by predicting a latent measure of banéss using a Multiple Indicator
Multiple Cause (MIMIC) model. The aim - as witladitional EWSs - is to help
regulators identify troubled financial institutioss that they can take appropriate action
to head-off potential failures, prevent a contagitmss of confidence, and limit

disruptions in the market for credit.

Though this paper draws heavily from the EWS ditere and may be viewed as
an early warning model in its own right, it contribs to the literature in several ways.

First, this paper focuses on medium to large firenestitutions that are most likely to
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be systemically important. Although empirical misdef large bank failure exist (see,
for instance, Kolari, Glennon, Shin, & Caputo, 2p8Ridies of this type are relatively
scarce. Additionally, this study takes a broadewwof financial distress than previous
studies that have tackled a similar issue for ldng@eks. For instance, Pettway (1980)
deals with the paucity of large failures by focgson market outcomes, such as stock
prices. Pettway’s strategy of appealing to madkgtomes is in the spirit of the current
study, but again, | take a broader view of banésstr Second, this paper does not
attempt to model a regulatory decision. Usinggusiencompassing different regulatory
regimes and attitudes to form predictions for thieife can be problematit. Finally, |
provide an examination of the causes of distressigthe height of the subprime
financial crisis between 2008 and 2009. By comatihe causes of financial disruption
during the crisis to earlier studies or taking timisdel to earlier banking crises, the results
of this paper may be useful in determining whethercauses of financial distress are
common over time. | should reiterate that althotightimeframe chosen to investigate
causes of bank stress may be of great interespriitmary goal of this study is to develop
a new EWS methodology. Of course, the sample petosen for this study allows for

assessment of the causes of bank-level finan@tieds during the most recent crisis.

Several robust predictors of bank stress areifthin this study. First, higher
Tier 1 capital positions were associated with loleeels of stress realized during the
financial crisis, as were higher levels of liguwditSecond, it appears that banks financing

their assets with more stable sources of fundirgpbgbed lower levels of stress.

“1] should note that although regulatory forbearatogng the early and middle stages of the S&Lisris
presents an issue, the regulatory reform duringtke crisis in addition to the bank failures durigg07-
2011 provide a more reasonable baseline for cosgramvith expected future regulatory procedures and
attitudes.

62



Additionally, the amount of bad loans realizedhe year prior to the crisis significantly
increased future realizations of distress, whilelimg higher levels of residential real

estate loans had the opposite effect.

The rest of the paper is organized as followscti&e 2 provides a brief review of
relevant literature. Section 3 presents the medmployed, Section 4 describes the data,

and Section 5 reports the main results. Sectioongludes.

2. Review of the Literature

The literature examining bank failure is extremadep. Bank failure studies
cropped up at an especially rapid pace followirggititreased failures resulting from the
S&L crisis. As such, popular statistical technigeegployed to explain bank failure
included not just event-history analysis (Lane, h&pn & Wansley, 1986), but also logit
regression as well as other hazard and survivakleodThe dependent variable in these
studies is typically an indicator that denotes séonen of exit such as closure or
inclusion on the FDIC’s troubled bank list. Margrlg studies focused on the inclusion
of unigue covariates and evaluating their predecpewer. Demirgic-Kunt (1989b)
provides a summary of bank-level characteristies flave been shown to robustly
predict failure. Subsequent work, such as th&aof, Seiford, and Siems (1994) and
Wheelock and Wilson (2000) focused on including leasily measured predictors such
as management quality, while others modeled outsowrlated to exit such as the timing

of failures (Cole & Gunther, 1995). In light ofishextensive literature, the goal of this
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section is not to present an exhaustive overvieiwrdther to call attention to several

papers that are particularly pertinent to the preseaudy.

For instance, one important development in tlegditure has been the prediction
of outcomes beyond failure. Wheelock and Wilsdd0@® examine the causes of both
acquisition and failure. For example, low capttalasset ratios are associated not just
with a higher incidence of failure (as documentegrevious studies) but are also met
with higher likelihood of acquisition. On the othleand, other traditional EWS
regressors such as measures of inefficiency reithecprobability that a bank will be

acquired, while increasing the probability of fagdu

Another notable subset of articles directly adskesshe paucity of EWSs for large
banks. Given the lack of failure data, Pettway’@,9.980) evaluates the sensitivity of
large bank stock prices to bank-level attributks tapital that are often used to explain
failure. A main result of these studies — sumnaatiin Flannery (1998) — is that market
assessments have the ability to provide timelyagudirate information to supplement
regulators’ own information. The ability to levgeinformation furnished by financial
markets is, unfortunately, a luxury afforded ordythose studies that focus on large
financial institutions. The primary drawback, asntioned earlier, is that the frequency
of large bank failures is so low that implementiraglitional EWSs becomes difficult.
The use of market information as both a dependahiredependent variable is of
particular note. Kolari, et. al. (2002), howevgse data collected during the 1980s and
1990s to perform direct statistical tests of ldngek failure. Included in their sample are
fifty banks that held more than $250 million in etssat the time of failure. Using both

in- and out-of-sample forecasts, the authors calecthat effective EWSs can be

64



constructed for large banks. Although the $250iomilcutoff represents a relatively
small bank by U.S. standards, the recent crisisdad an increasing number of failures
among banks holding more than $1 billion in assé&s such, another direct EWS
approach for large institutions can be construetitd the new data. As consolidation in
the banking sector continues, it is increasinglgantant that regulators have appropriate

low-cost screening techniques that can be apphidargie institutions.

Berger and Bouwmaridfthcoming) conduct a study that is similar to the present
paper in several ways. First, the authors focukask behavior around banking and
market crises, including the subprime crisis. &€ébg the authors consider large banks
(gross total assets exceeding $3 billion) separatéinally, Berger and Bouwman
consider several bank-level outcomes around criseaddition to exit, these outcomes
include competitive positions, profitability, antbek returns. The results suggest that
the effects of capital on bank-level outcomes amegally elevated during banking crises
for large banks. However, it is worth highlightisgme important differences in the
method described below. For example, Berger andvBtan's focus is primarily on the
different rolebank capital may play in normal times as compared with finalhcieses.

In addition, although the authors consider sevegsiak-level outcomes, they examine
each outcome separately whereas the goal heremribine these outcomes to get a

sense of the overall level of financial stress reklda experiencing.
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3. Method

Traditional EWSs are typically constructed by esging a failure indicator on
balance sheet characteristics from previous peridths process generates several
limitations that this paper attempts to addressst,Rhe overwhelming majority of bank
failures in the United States tend to be concesdramong small banks. As such,
traditional EWSs will not necessarily be able wnsil trouble looming for larger
institutions (which are often not even includegamples). However, the largest banks
account for an overwhelming majority of system-wédsets and credit. Moreover, the
recent financial crisis demonstrated the importasfaaonitoring systemically important
institutions. This has led to the passage of latis that grants regulators new powers

regarding the oversight and regulation of suchgirm

A second drawback associated with traditional EVg3sat financial distress is
often identified only by its culminating form of blafailure or resolution. | argue that it
may be important to identify those banks that fategh risk of becoming severely
distressed even if the result is not failure. Altgh only a relatively small proportion of
banks typically fails during a recession, sevemkHavel stress can lead to excessive
credit disruptions that can restrain economic recpwr impart an excessive burden on
bank-dependent borrowers. Leaving aside the lfettregulators are generally reluctant
to let large financial institutions fail, predicgilbank stress may be useful if a goal is to
prevent or limit spillover into the macroeconomygeated by credit withdrawal, “fire
sales” of specialized assets, creditor runs, @adile capital crunches. Having a system
in place to monitor the likelihood that institutewill experience these types of

outcomes could lead to a more robust regulatorymegnd a healthier banking system.
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A final limitation of traditional EWSs is that thenodel a regulatory decision
rather than a concrete measure of insolvency. iseguence of different regulatory
regimes is that they may produce EWSs that areulessll across time periods. For
example, the Dodd-Frank Wall Street Reform and Gomes Protection Act of 2010
includes measures aimed at increasing regulatptsires when facing an institution that
would have previously been deemed “too big to fAliBTF). The new-found vigilance
against the TBTF policy means that the behaviaegtilators over the last thirty years

cannot be used to guide future regulatory actioarwdtealing with large banks.

In light of these drawbacks, the primary goalto$ ppaper is to relate the
incidence of a broader measure of bank distreds tauses. Breaking from the
traditional EWS methodology, my goal is to iden@fyatent variable | call “bank stress”
that is an amalgamation of several different indicmassociated with bank-level
financial difficulty. |then generate predictioobank stress that can be used by

regulators in very much the same way that EWSsised currently.

In order to measure the contribution of many fextora latent variable (bank
stress) that manifests itself in multiple ways, altiple Indicator Multiple Cause
(MIMIC) model is used. The MIMIC model consiststhb€ following set of equations:

Y. =B +u (4.1)
=Xk tTE (4.2)

wherey;; is an observation of stress indicgtéor banki, x;« is a potential cause of

distressk, for banki, andg; is a latent variable representing the severityhefdistress
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experienced by bank g andJd are coefficient vectors, andande are well-behaved
errors. The first equation linksmanifestations of bank stress to the unobservable
measure of stress severity. These manifestatiendescribed in detail later, but they
include capital deterioration, security and loassks, credit draw downs, government
assistance, and the decline in an institution’skspwice. The second equation models
bank-level stress as a functionkotauses. Substituting the second equation intfirdte
yields a model that is no longer a function of ltitent variabley;. This yields a MIMIC
model that is a system dfequations with right-hand sides restricted to lmpprtional to
one another. These restrictions constrain thetstrel to be a one-factor model of the

latent variable.

To avoid simultaneity issues and establish afsptewlictors that can be identified
early enough so as to be helpful to regulatorsd#ta for causes are collected prior to the
summer of 2007 while bank stress is measured bat2@@8 and 2009. This method of

delineating cause and effect is common in the ENé&ature.

4. Data

4.1. Indicators

The primary purpose of employing the method desdribove is to allow
examiners and regulators to take a more holisgenaf bank stress. Again, taking a

broader look at bank stress — rather than usimgples failure indicator — is the primary
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difference between the present study and mucheoEWS literature. Therefore, the

most important empirical task is to identify indioes that are expected to be impacted by
the amount of stress a bank is under (i.e. thetatmiable). As a first step, | consider
several possible manifestations of bank stress sumed in Table 4.1 for the 306 large
banks and bank holding companies that existeceagnid of the sample. Again, bank
stress indicators are measured between 2008Q1089)2 ; a time period that captures
the most intense portion of the financial cri€isUnless stated otherwise, the data used in
this study are taken from The Reports of Condidad Income (Call Reports), which
contain balance sheet and income statement infametr the banks and bank holding

companies used in this paper.

The first — and perhaps most obvious — indicatdyarfk stress is the market value
of the bank’s equity. Signs of severe financialmiss would cause investors to bid down
the bank’s stock price as the bank becomes maebylik fail at worst and experience
below-average growth at best. However, if banktabfalls to low levels, stockholders
may become risk-loving, and respond well to maskyristrategies. This behavior has
been well documented — see Park and Peristiani7jZ00a good summary — and implies
that shareholders can have interests that ardigoed with those of regulators. During
the Savings and Loan crisis, for example, therewainy instances of banks engaging in
risky behavior as they approached failure. Fa thason, it might be preferable to use
market outcomes on banks’ debt instruments sinbelddders have interests that are
unequivocally aligned with those of regulators.th&lugh this clear negative response to

increases in financial distress and failure proliads is an attractive feature of using an

2 Bank mergers that occurred during this time pedidhandled by aggregating the balance sheet and
income statements of the merged banks.
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alternate market outcome, compiling a unified measfi bank debt performance is

prohibitively difficult for such a large sample.ottever, Park and Peristiani (2007)

found that after the Federal Deposit Insurance Qaiton Improvement Act of 1991,

shareholders of large financial institutions appedrave interests that are aligned with

those of regulators and debt holders (who respeng vegatively to increases in

financial distress and failure probabilities). gual limitation of using market outcomes

in EWSs is that market data are not available fioailkinstitutions which comprise the

bulk of financial intermediaries in the United &t However, the focus of this study is

on large financial institutions and stock priceadean be found for each bank in the

sample through the Center for Research in Sedarites (CRSP).

Table4.1. Summary statistics for causes of bank stress. tfiee rightmost columns
report the factor loadings of each indicator oréhseparate stress factors using
confirmatory factor analysis.

r

Stress Factors

r

Indicator Change between 2008Q1 and 2009Q1) Mean Std. Dey. (1) 2 (3)
1 ?2882 ﬁglir;)rice/ 2008 stock price) 54.3% 28.6% 106 7.7 7.0
> Z’i/oerC&a;;;:l iai?tgilt’a;; (L);Se(z\j/ % TARP)* -0.7% 25%| 25 30 -
o felo T RO o) e | 0% 26|
’4' (ﬁglrii;éldl_soecsslity losses as % of total) -1.0% 31%| 06 05 05
S I(:Jza:h;gﬁ loan book) 55% 16.6%| 9.8 8.1 7.6
6. (TﬁipR;r}Jﬁs ?e(c\;l\)/ed /200801 Net Assetys | T 13%p - 03 -
" (TAAsﬁo(I)r\]/J:d eﬁ:?u%i)g 10/28 TARP injectiongy* | 137 13%| - - 03
LR Test versus an Independence Model (p-value) 0.00I0 0.000

* Including funds received through the Treasury&sdeted Investment Program.

** Excludes the initial TARP funds received by niaege banks on 10/28/08.
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The second indicator of the degree of stress expmrd by a bank is the size of
capital drawdown. This can be measured in manyswayt is measured here as the
percentage change in bank capital (Tier 1 plus Ziespital) between 2008Q1 and
2009Q1* Of course, greater declines over the courseeétisis would be associated

with a bank that is experiencing a higher levedtoéss.

Similarly, | look at the extent of losses on sé&@s as another gauge of bank
stress. The reasoning here is that securitiesfege included in measures of bank
liquidity and are (in more normal times) viewedaktively safe assets for a bank.
Hence, any bank experiencing losses on its seesirigeds to worry about a deteriorating
liquidity position as well as its accounting prefitSecurities losses are measured as the

sum of realized losses as a fraction of total pigiscsecurities.

The fourth manifestation of bank stress | consisi¢ne amount of credit
withdrawal, measured as the percentage declinestitextended. All else equal, banks
experiencing more hardship would be expected tdoack more on loans given their
risk, higher capital requirement, and adverse irhpadank liquidity. In addition, many
policy makers are concerned with the smooth funatig of credit markets given their
macroeconomic impact (Bernanke & Blinder, 1992ptéd\that bank stress can manifest
itself directly in lending growth as well as factdhat have been shown to impact lending
growth like capital (Kishan & Opiela, 2000, 200@)ddiquidity (Kashyap & Stein,

2000).

3 Alternate definitions of the capital ratio wereedswith little changes to the results reportechmnext
section. For example, percentage-point changtwiiier 1 plus Tier 2 capital ratio were usedhés tay
be seen by some as a better measure of capitaieledihe main results hold.

71



The fifth and final indicator of bank stress ig td.S. Treasury capital injections
authorized by the Troubled Asset Relief ProgramKPA, normalized by pre-crisis bank
size. Unlike the previous manifestations of bané&ss outlined above, TARP capital
injections (or some analogue) are not availablsidatof the sample period selected for
this study. One might expect higher TARP injectiom be associated with increased
distress for the following reasons. First, theeswidespread fear that a stigma would
be attached to the receipt of TARP funds similahtostigma associated with accessing
the Federal Reserve's discount window that wasptekiring the early stages of the
crisis* In addition, TARP funds were distributed on tladition that companies would
lose certain tax benefits, forfeit autonomy ovearsholder dividend decisions, and face
limitations on executive pay (such as curbs on@oloarachutes and compensation
clawback provisions). Additionally, the first fisto announce repayments of TARP
funds (such as Goldman Sachs) not only cited tbessous conditions as a motivator,
but also saw outsized increases in their stocleprupon announcement. In fact, some
observers were concerned that lawmakers were takingntage of TARP to funnel
money to weak institutions in their districts. @ other hand, the Treasury's criteria to
determine which banks would receive funds mightehavored healthier financial
institutions that were most likely to survive (ahds limit the Program's losses). For this
reason | consider several different formulationghefbank stress indicator, some of
which exclude TARP injections. Approximately haffthe institutions in the sample did

not receive money from TARP.

“**In fact, the stigma associated with accessingltbeount window was a motivating factor behind the
creation of the Term Auction Facility, which allod/banks to borrow term funds anonymously from the
Federal Reserve.
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Table 4.1 also reports the factor loadings ofitidecators for several
permutations of the latent bank stress variabliindividual indicators have been
defined such that a lower value is consistent Wigher levels of stress. Thus, if the
interpretation presented in this section is cormeeé would expect the indicators’
loadings to possess the same sign. As seen i fiahl all indicators load positively on
the latent factor. For the remainder of the papewltiply the latent stress factors by
negative one to produce measures that increassingiress. Unsurprisingly, the
measures of bank stress exhibit a high degreevolasity. The correlation between each

of the factors is at least 0.92.

4.2. Causes

The predictors (causes) of bank stress should gesstew characteristics to be
useful to regulators and policy makers. First,dheses should be comprised of
information that is readily available in a timebshion. Because of this, it is natural to
again use data reported in the Call Reports whietagailable at a quarterly frequency.
Secondly, causes should be measured over a phabceasonably predates the
measurement of bank stress. This will not onlytlsimultaneity concerns, but it
provides enough lead time to regulators that wbeldhterested in acting on results
obtained from EWSs. As such, all explanatory \dés (causes) are averages realized

between 2006Q1 and 2007Q1.

| take advantage of the deep EWS literature to ige@e list of potential causes

of bank stress. These variables are summarizédbie 4.2 along with their expected

73



impact on bank stress. Note that although mo#teindicators decline with stress, |
have adopted the convention that a "+" indicatasdb the explanatory variable
increases, one would expect bank stress to incre®g&n, most of these predictors have
been widely used in the EWS literature, and ratihan describe each one in detail here |

would direct the reader to the literature descriineSection 2 for more informatich.

Table4.2. Summary statistics for typical EWS covariates.

Cause l=306; Average values between 2006Q1 and 2007Q1)

Variable Name Definition Impagt Mean Std. Dev.
Liquidity Investment Securities/ Assets - 19.2% 11.7%
Tier 1 Capital Tier 1 Capital / Rsk Weighted Assets - 11.3% 3.3%
MBS Mortgage Backed Securities/ Net Assets + 13.9% 9.3%
Bad Loans (Non-accruing + Late Loans) / Net Assets + 0.9% 0.6%
ROA Net Income/ Net Assets - 24% 9.8%
Large CDs Large Denom. Time Deposits / Assets + 15.8% 8.6%
Demand Deposits Demand Deposits / Assets - 7.3% 4.4%
Commercial RE Commercial Real Estate Loans/ Assets ? 20.0% 9.4%
Residential RE Residential Real Estate Loans/ Assets + 17.7% 10.0%
Non-interest Income | Non-interest income / Operating Income - 14.6% 9.6%
Overhead (Fixture + Equipment Costs) / Net Assets + 1.0% 0.4%
Residential RE Gr. % Change in Residential RE + -0.4% 2.1%
Broker Dealer 1 if Brokered Deposits > 1% of Net Assets + 59.8% 49.1%
Off Balance Sheet Off Balance Sheet Items/ Assets + 0.8% 8.1%
Salary Salary / Net Assets + 3.7% 1.4%

5. Results

Results for some representative specificationsegyerted in Table 4.3. Recall

that the indicators are constructed such that enre@se in a latent factor is associated

> In particular, the following studies have used tdghe variables that appear in Table 4: Cole and
Gunther (1995), Kolari et. al. (2002), and Coler@§m, and Gunther (1995).
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with higher levels of stress. As demonstratedhayfirst row, the pre-crisis Tier 1 capital
ratio is generally associated with a lower realmadf stress. Although this result is not
entirely surprising given the findings in the EWt&dature (which routinely find a
negative relationship between capital levels aidriaprobabilities) | should note that
the relatively low variation in this ratio maddifficult to predict statistical significance.
Secondly, banks entering the crisis with more tidoalance sheets experienced lower

levels of stress during the most intense portiothefcrisis.

The third predictor of bank stress — mortgage bddecurity holdings as a
proportion of assets — is not typically includedreditional EWSs, and was included
simply as a result of an ex-post understandin@p@fcauses of the crisis. Of course, the
use of this method as an a-priori bank sorting raeim would likely exclude this
variable. However, it is interesting to note thdtas the expected impact on future
realizations of stress at the five to ten percewell of confidence (depending on the
specification). The fourth line of Table 4.3 shaWat those banks entering the height of
the financial crisis with a history of high non-aging and past-due loans fared worse.
Separately, the way in which banks fund themsed®s appears to predict financial
stress. Banks with a large amount of large-denatimn time deposits — which tend to
be mostly uninsured and less stable — realizedehilglvels of stress. This could be a
result of the difficulty banks had rolling over feetypes of securities which might lead to
realized losses on security sales and slower cdtiesin growth. In addition, the
proportion of assets funded by stable sources asiciemand deposits led to lower
adverse adjustments during the crisis. Interelstimme issue taken up by the BCBS

during the formulation of the Basel Il accord ikether banks should be required to
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meet minimum “stable funding” requirements to fioarassets. The results reported here

provide empirical support for the stabilizing etieof a net stable funding requirement.

Table4.3. Predicting bank stress. Various measures of bmakssare predicted
(summaries of each measure in Table 4.1). Robuatyes are reported beneath the
corresponding coefficient in italics. Coefficietist are significant at least at the 10%
level are in bold text. All regressions includel&rml Reserve District dummies.

Measure of Bank Stress
Cause (1) (1) (2 (2) (3) 3)
Liquidity -0.110 -0.089 | -0.088 -0.072 | -0.082 -0.068
0.009 0.035 0.006 0.025 0.006 0.022
Tier 1 Capital -0.209 -0.197 | -0.147 -0.138 | -0.132 -0.124
0.027 0.034 0.042 0.052 0.046 0.058
MBS 0.084 0.078 | 0.068 0.064 0.064 0.060
0.093 0.112 0.074 0.090 0.069 0.083
Bad Loans 1.129 1.085 0.869 0.836 0.798 0.767
0.001 0.001 0.001 0.001 0.001 0.001
ROA -0.041 -0.034| -0.029 -0.024 -0.026 -0.021
0.229 0.310 0.266 0.355 0.272 0.363
Large CDs 0.059 0.032 | 0.046 0.026 | 0.043 0.024
0.026 0.234 0.022 0.204 0.022 0.198
Demand Deposits -0.135 -0.118 | -0.101 -0.089 | -0.092 -0.082
0.003 0.008 0.004 0.009 0.004 0.010
Commercial RE -0.047 -0.029] -0.037 -0.024| -0.034 -0.022
0.085 0.290 0.075 0.255 0.073 0.248
Residential RE -0.064 -0.057 | -0.046 -0.041 | -0.041 -0.037
0.009 0.019 0.015 0.029 0.017 0.031
Non-interest Income -0.050 -0.053 | -0.036 -0.038 | -0.033 -0.035
0.074 0.060 0.092 0.076 0.091 0.077
Overhead 1.854 2.258 1.435 1.736 1.322 1.592
0.010 0.002 0.009 0.002 0.009 0.002
Residential RE Growth | 0.242 0.223 0.188 0.174 0.173 0.160
0.007 0.012 0.007 0.011 0.007 0.011
Broker Dealer -- 0.016 -- 0.012 -- 0.011
0.000 0.000 0.000
Off Balance Sheet Sze -- 0.014 -- 0.010 -- 0.008
0.573 0.594 0.631
R-Squared 0.34 0.37 0.33 0.36 0.33 0.36
Observations 306 306 306
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Another interesting result is the negative coéfit on residential real estate
loans as a percentage of assets. With a basiesiadding of the causes of the recent
financial crisis, one might ostensibly find thisuét surprising. However, it is consistent
with economic theory that those banks holding nmee estate loans would have a larger
incentive to ensure that they are good investmehiese banks might have developed
more specialized screening and monitoring procediarethese types of loans.
Alternatively, those banks packaging and reseliimgbulk of their real estate loans, or
acquiring real estate exposure in the form of magégbacked securities held for trading
purposes may either be less assiduous monitoredit cisk or find it more difficult to
monitor the total risk assumed. On the other h#megrowth rate of residential loans
between 2006 and 2007 is positively associated fwitire realizations of stress. This
result is as expected since it captures a periodglwhich the housing market began to
decline. Additionally, this variable may be cajtgrthe future misfortunes experienced

by banks that were getting swept up in the reatediubble by lowering credit standards.

Those banks that have more diversified sourc@scoime, as represented by the
“non-interest income” covariate, realized lowerdksvof distress during the crisis. This
“diversification” interpretation is consistent withe motivation behind much of the
financial deregulation in the decades prior todhsgis. On the expense side, the financial
difficulty faced by a bank in the crisis is posély related to the proportion of overhead
costs. In the EWS literature, this covariate comiyserves as a proxy for managerial
quality. Thus, the implication is that poorly mged banks are more susceptible to

financial downturns. This finding supports theukagory practice of evaluating
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management quality alongside more objective measfreapital adequacy and
liquidity.*® Finally, those bank holding companies with a aritial broker-dealer
business tended to do worse during the crisis ds Wé course, | should reiterate that
EWSs largely lack strong theoretical underpinnisigse the primary goal is to simply
identify robust predictors of bank distress. THagmding interpretation to the results as |

have done here is conjectural and these statewantant more careful study.

Having demonstrated several robust predictorsaoklstress during the financial
crisis, | now turn to the question of whether thedel did an adequate job of identifying
high- and low-stress banks. One strategy to etalix@ success of highlighting high-
stress banks involves the use of regulatory inftiona For example, one could compare
the sample of banks used in this study with the@®ttroubled bank” list. Observing a
higher incidence of troubled banks among the higligssed banks would affirm the
method outlined in this paper. However, the trediddank list is not published for fear
that it would lead to a run on institutions addedhe list. A second strategy might
involve looking at the time the banks took to paglthe TARP funds. While this
exercise may be instructive, there are selectisueis (low-stress banks by definition
have less TARP funds to pay back) and banks mawydtirated to hold their TARP

injection for reasons unrelated to balance sheatthé@o finance a merger, for instance).

In future work, it would be useful to evaluate theent to which bank stress has
explanatory power in a traditional EWS. Althougbluding market outcomes in the

measure of bank-level stress may prove impossle would expect highly stressed

“%| should also note that (while not reported in[€e8) those banks with higher salaries as a sHaa
expenses did not fare any better (or worse) duhiegrisis in terms of stress levels.
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banks to be at greater risk of failure in futureigpes. Observing this result would lend

confidence to the interpretation and significantthe bank stress variable.

It is also possible to evaluate anecdotal evideviten assessing the reliability of
the stress indicator. This method is of coursed with potential problems and should
be met with some degree of skepticism. Howevenesof the most publicized outcomes
accord with the results achieved in this paper: ifgtance, J.P. Morgan Chase is among
the low-stress banks, while Citigroup and Bank ofekica appear in the ranks of the

high-stress banks.

To evaluate whether | have accurately separaggd land low-stress banks more
formally, | take advantage of the emergency lengiragrams initiated by the Federal
Reserve during the recession. Although some progimaere aimed at inducing banks to
participate in troubled credit markets by undemwgtprofits, others were created to
provide financial institutions with desperately ded liquidity. One important feature of
these programs was the anonymity they providedhtiheowers. This anonymity was
required to encourage troubled banks to freelyigpéte in these programs without
facing the stigma associated with short-term bomgvirom either the interbank market
or the Federal Reserve’s discount window. Thermédion on banks accessing these
programs was ultimately made public, however, atutging of Congress. Table 4.4
summarizes bank participation in both the Term AwncEacility (TAF) and the Primary
Dealer Credit Facility (PDCF). Both of these lamglprograms were introduced
relatively early, and one would generally expeetiost financially distressed banks to

make greater use of these programs. Indeedsthieipattern that appears. Not only
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were highly stressed banks more likely to parti@pa these programs, but (conditional

on participation) they also drew more heavily oa TAF and PDCF.

Finally, | should note that this paper does not)(sgtempt to identify a threshold
level of bank stress that would be considered womie. However, as with traditional
EWSs, the technique presented here can be usesbating mechanism to prioritize on-
site exams. Therefore, it is most important thatrhethod provides an ordinal ranking

of potentially at-risk banks.

Table4.4. Bank participation in Federal Reserve emergenaydity facilities. The
"Most Stressed Decile” contains 31 banks with tighdst values of stress factor (3).
The "Least Stressed Decile" contains 31 banks théHowest stress factor (3) scores.
The final column - Count - refers to the numbebanks in each decile that received
TAF of PDCF funds during the measurement period.

(TAF + PDCF Funds Received) / Total Assets
Stress Factor (3) Mean* Median* Count
Most Stressed Decile 9.5% 12.8% 11
Least Stressed Decile 2.7% 3.7% 5

* Conditional on receiving funds.

6. Conclusions

The primary contribution of this paper is to paria method for measuring bank
distress that does not merely model the way in whegulators have closed banks in the
past. Ultimately, this has the potential to lowes frequency and costs of future
disruptions in the financial sector. In additioegulators are charged with developing a

risk-matrix that can be used as a basis for imitgadn-site examinations, assessing
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deposit insurance premiums, or levying fees to ctwe costs of future bailouts.
Looking at a composite measure of “bank stress’beanseful in such endeavors.
Furthermore, this methodology has the potentigigaal episodes of heightened bank

stress even if that does not lead to a high ratailofres.

Second, this paper helps clarify factors that iaseel the likelihood of financial
distress during the subprime crisis. As a re#udppears that an early warning system
would have been useful in mitigating the severitthe crisis. From a regulatory
standpoint, it is interesting to note that banksilddave better prepared to face the crisis
with higher Tier 1 capital ratios (as has sincenb@andated by Basel Ill). Additionally,
the recently legislated requirement (in the Doddrk) that mandates banks retain a
portion of their originated residential loans igsengly supported by these results.
Finally, it appears that (at a minimum) close momitg of healthy banks’ non-

performing loan rate may be worthwhile.

Preventing financial crises may prove increasimifffcult as regulators face
larger institutions, greater bank connectivity, aapid financial innovation. Even in the
absence of these developments, many observersstulggefinancial crises are
inevitable and it is unlikely that regulators carceessfully prevent future panics. At a
minimum, however, informed regulators can help oedilhe frequency and cost of such
crises as we learn from mistakes and experiene&xelDping a more robust early
warning system for large financial institutionsadtempted by this paper can serve as a
useful tool for regulators in the effort to achievenore stable and resilient banking

system.

81



CHAPTERYV

CONCLUSION

The preceding chapters have demonstrated thelnssfuof analyzing bank
balance sheets to better understand important pinema In the case of Chapter Il, |
show that the so-called “balance sheet channel'heae uneven impacts on large and
small borrowers. This study uses a unique strategyentify the balance sheet channel,
and provides evidence that the effect is in fastenir by the borrower (rather than lender)
profile. Furthermore, this study focuses on asagirig evidence of a financial
mechanism through which the balance sheet charmilsw In many previous studies,
evidence further downstream — such as spendingnaedtment decisions — is used to
demonstrate the existence of the channel whilaan@ial mechanism is assumed.

Separately, Chapter lll illustrates that a completderstanding of how monetary
policy works requires an evaluation of the finahc@ndition of banks. Specifically, |
show that the strength of monetary policy acticars depend on the capital adequacy of
the banking sector. Besides contributing to accampirical literature, this finding is
important for policy makers. Properly assessirgdfance of monetary policy at a given
point in time is essential, and Chapter 1l demmatst that bank-level capital concerns
can influence the availability of credit. Furthemrm, it is critical to understand the lag-
times and ultimate strength associated with patltgnges. This chapter finds that the

guantity and distribution of capital across thekiag sector can inform these issues.
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Finally, Chapter IV proposes a methodological dbation to an existing
literature that attempts to identify banks at $Kailure. | argue that it is useful for
policymakers and regulators to predict not judtfai, but also the degree of financial
stress a bank will experience in the future. Riviof severe financial stress —
particularly at large financial institutions — ciaad to many of the same adverse effects
of bank failure. 1 apply this method to producseaof bank-level characteristics
associated with greater difficulty during the heighthe subprime financial crisis.
Understanding the factors that signal a weakenard lcan potentially lead to a more
resilient financial system that is then less likieyexport disruptions to the real economy.

The importance of banks to developed economie®eammense. For many
individuals and businesses banks or thrifts maghbeonly source of credit. As such,
banks supply the financing necessary for a tremegmdmount of investment and
consumption that contributes to a higher growtk eatd quality of life. Among other
things, workers use these loans to acquire debrgthn capital and improve their
standard of living, while businesses depend onitctednake payrolls, carry inventory,
fund research projects, and launch new produdtalis,Tit is not appropriate to draw a
stark dichotomy between the financial and real@satf the economy. In fact, with
appropriate regulation and policy, the relationdfepwveen these sectors can be
incredibly positive and symbiotic. It is the airhtbis dissertation to help cultivate this
positive relationship by adding to the understagdifithe factors that can generate

disruptions in the supply of intermediated credit.
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APPENDIX A

ROBUSTNESS CONSIDERATIONS

Table A.1 presents results of robustness checksy t@e coefficient on the FFR
is reported for parsimony. Although results byugr@are not reported, patterns are very

similar to those in Table 2.2. A short descriptajreach panel follows:

Panel A considers loans to small firms to be those loass flean $250,000.

Panel B uses state-specific measures of real activity. cdiecident economic activity

index for each state and a state-specific unemptoymate were used.

Panel C replaces the FFR with the negative of the Bernadvikesv (1998) Index (so that

an increase indicates a monetary tightening).

Panel D replaces a time trend with time fixed effects.

Panel E assumes the Baa-Aaa spread is endogenous.

Panel F assumes exogenous bank liquidity.

Panel G constructs an alternate measure of inflation exgiects for construction of the

real FFR.

Panel H includes the spread between 10 year and 3 monthedJr8tates Treasury

Securities.

Panel | excludes the net interest margin from the vectaoofriates.
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Table A.1. Robustness checks for results reported in TaBle @nly the coefficient on

the measure of monetary policy is reported. Ropusilues are reported beneath the

corresponding coefficient in italics. Coefficietitst are significant at least at the 10%
level are in bold text.

Panel A - Loans to Small Firms <= $250,
C&l Loans C&l + CRE Loans

Coefficient to Small Firms to Small Firms
Fed Funds Rate -0.266 -0.219
0.000 0.000

Panel B - State-specific Measures of Real Act
C&l Loans C&l + CRE Loans

Coefficient to Small Firms to Small Firms
Fed Funds Rate -0.192 -0.211
0.005 0.001

Panel C - Negative of Bernanke-Mihov (1998) In
C&l Loans C&l + CRE Loans

Coefficient to Small Firms to Small Firms
Bernanke-Mihov -3.015 -3.640
0.002 0.000

Panel D - Allowing for Time Fixed Effec
C&l Loans C&l + CRE Loans

Coefficient to Small Firms to Small Firms
Fed Funds Rate -0.757 -0.660
0.000 0.000

Panel E - Endogenous Baa-Aaa Sp
C&l Loans C&l + CRE Loans

Coefficient to Small Firms to Small Firms
Fed Funds Rate -0.222 -0.215
0.000 0.000

Panel F - Assuming Exogenous Bank Liqui
C&l Loans C&l + CRE Loans

Coefficient to Small Firms to Small Firms
Fed Funds Rate -0.537 -0.406
0.005 0.018
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TableA.1l. (continued)

Panel G - Using the ex-ante Real Rate (Mishkin,88ihod
C&l Loans C&l + CRE Loans

Coefficient to Small Firms to Small Firms
Fed Funds Rate -0.064 -0.064
0.059 0.043

Panel H - Inclusion of Yield Curve Meas

C&l Loans C&l + CRE Loans

Coefficient to Small Firms to Small Firms
Fed Funds Rate -0.346 -0.287
0.000 0.002

Panel | - Excluding the Net Interest Margin Regresso

C&l Loans C&l + CRE Loans

Coefficient to Small Firms to Small Firms
Fed Funds Rate -0.229 -0.237
0.001 0.000
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APPENDIX B
EXAMINING BANK SIZE CLASSIFICATIONS

In the main text of the paper, size classes weosen for comparison with
existing credit channel literature. However, ipassible to search for size class

thresholds around which the valueof(from equation 2.6) achieves significantly

different values. The method employed is simitathiat described in Hansen (1999).
However, the method outlined by the Hansen threshmmldel does not accommodate
dynamic panels since standard transformations teseliminate fixed effects will still
lead to correlation between the error term ancetidogenous variables. Extending this
model, Kremer, Bick, and Nautz (2009) (henceforBiNi use forward orthogonal
deviations to eliminate fixed effects. The authgltew that this transformation produces
uncorrelated error terms. | should note that is plarticular case, employing the KBN
method presents several limitations. The mostifstgnt one is that it becomes

necessary to assign a single size class to eaghovanits lifetime.

Figure B.1 plots the estimate of the FFR coeffitigvith confidence intervals)
for a rolling size class "window" as indicated. rifeal lines are included at thresholds
identified by using the KBN threshold model. Adlirated, it appears that there is a
"very small" size class of banks that exhibit eabak sheet channel that is stronger than
the "small" banks between the*7and 8% percentiles. Applying these coefficient
estimates to the full sample, the impact on snirai €redit reported in the main text is

slightly reduced when taking into account these pasitional differences.
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FigureB.1. Coefficient on FFR from estimations of rollingeiclass windows up to the
ninetieth percentile. The values on the horizoakas represent size percentiles. Vertical
lines are positioned at KBN-style threshold estesat
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APPENDIX C

ASYMMETRY ACROSSTHE BUSINESSCYCLE

Does the balance sheet channel exhibit asymmettogsthe business cycle? The
answer to this question would be useful to policlkera concerned with the fortunes of
small businesses during recessions. Though ailadimge series would be ideal to test
such an asymmetry, strategies to investigate $bigei are at hand. The first - and
simplest - method is to include a dummy variabtidating a recession in the subset of
covariates and interacting that with the measumaaietary policy. In the sample period
covered, this amounts to a dummy taking the vafi@e in 2001 and 2008 only.
Unfortunately, this method of detecting businesdeegsymmetries yields insignificant
results, ompositive effects of monetary tightening on the SBL raticowéver, the
identification strategy described in the paperasideal for testing asymmetries over the
business cycle in this manner. The reason ighiea®BL likely receives upward pressure
from factors influencing loan demand similar todbaescribed in Section 3. To the
extent that GDP and unemployment regressors orpeiifactly control for the business
cycle (a plausible assumption since | use foredasties and there are timing issues
introduced by the annual measurement) the recedsimmy may be picking up noise
generated by the increased loan demand of smalé fielative to large firms during

recessioné’

As a second test, | include an interaction terténbaseline regressions that is

equal to averages of (actual) GDP growth multipbgdhe monetary policy indicator. A

" Further clouding the issue of whether this "reicesdummy” method is preferred for the purpose at
hand is the fact that the 2008 "financial crisigfrdny included in the baseline regressions is alralegtys
negative and significant.
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"stronger” balance sheet channel in recessionsdvmgly a positive coefficient on the
interaction term. That is, as GDP growth fallg sensitivity of the SBL ratio to
monetary actions is intensified. When this intécacterm is included in regressions
with the measure of monetary policy, its coefficisnnegative for small banks, but
significant only at the twelve percent level of fidance for SBL1 (C&I loans only}
The implication of this result is that the balasbeet channel is weakened during
recessions. However, several caveats remaint, &itlsough the magnitude of the
coefficient on the interaction term for SBL2 sedarge, considering the "total" effect of
a change in GDP wipes out any economic significamdeving from the highest to
lowest GDP reading in the sample alters the sertgitf the SBL ratio to FFR by less
than ten percent. Second, this interaction teseifits not robust to the considerations
outlined in Appendix A. This characteristic remmaven when the 2008 dummy is
removed. Finally - and most importantly - intenagtalternate measures of monetary
policy with GDP growth causes any previous statadtsignificance of this term to
completely evaporate. The results of this exeraisereported in Table C.1 in the first

line of panels A and B.

Alternatively, | consider interacting the FFR waldummy for both "slow
growth" regimes and “rapid growth" regimes. Slowwth years occur when measures
of GDP growth are below median, whereas rapid dnoxears are those in which
measures of GDP growth are above median. Thegkgese reported in the bottom of

each panel of Table C.1. This method providestaudil support for the notion that the

“*8 The average GDP growth over the prior two quamers used to better capture business cycle voyatili
Since the recessions in the sample were all relgtshort, four quarter averages smooth the rezessind
reduce the volatility of this measure.
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balance sheet channel is weaker during low-grotiibugh not necessarily recessionary)
periods. The results are highly significant foradirbanks when using either SBL1 or

SBL2 as the dependent variable.

Table C.1. Business cycle asymmetry investigations. Ongydbefficient on the
measure of monetary policy is reported. Robustlpes are reported beneath the
corresponding coefficient in italics. Coefficietist are significant at least at the 10%
level are in bold text. In the top portion of eg@nel is the coefficient of the monetary
policy measure interacted with trailing GDP growtfhe bottom rows of each panel
report coefficients on FFR for below-median GDPvgtoyears ("Slow Growth") and
above-median years ("Rapid Growth").

Panel A - Dependent Variable: SBL1 (Share of C&hhs to Small Firms)

< 90th 90th - 98th > 98th All
Coefficient percentile percentile percentile Banks
Interaction with GDP Growth
FFR*(GDP growth) -0.024 -0.013 0.027 -0.021
0.126 0.300 0.391 0.148
Dummies for Sow-Growth Regimes vs. Rapid-Growth Regimes
FFRsow Growth -0.257 0.085 -0.127 -0.203
0.002 0.060 0.617 0.007
FFRRapid Growth -0.307 0.069 -0.114 -0.241
0.000 0.085 0.612 0.000

Panel B - Dependent Variable: SBL2 (Share of C& &RE Loans to Small Firms)

< 90th 90th - 98th > 98th All
Coefficient percentile percentile percentile Banks
Interaction with GDP Growth
FFR*(GDP growth) -0.034 -0.003 0.033 -0.030
0.027 0.652 0.330 0.029

Dummies for Sow-Growth Regimes vs. Rapid-Growth Regimes

FFRsiow Growth -0.233 -0.018 -0.171 -0.189
0.002 0.590 0.339 0.006
FFRRapid Growth -0.316 -0.016 -0.143 -0.260
0.000 0.596 0.366 0.000
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In summary, the data appear to indicate that #t@nge sheet channel is weaker
during recessionary periods. However, the tegtsrted here indicate that this
interpretation is inconclusive, and there may besigaificant asymmetry present.
Primarily for this reason, the consideration oftimatter is excluded from the main text

of the paper.
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APPENDIX D
MATURITY GAP REGRESSIONS

In order to generate maturity gaps for each banéss all time periods, a
prediction approach must be used. Taking advargatiee maturity information
contained in the notes and memoranda from theR&dbrts beginning in 2006, | form
actual bank-level maturity gaps. Next, | regréeseé observed maturity gaps on broad
balance sheet characteristics to form "predictquegions” that can be used to generate
maturity gaps for banks in each time period. Tdgression summarized in Table D.1
was used to create the bank-level maturity gap3dbite 3.3. Though results are
reported for 2006Q4 only, | should note that theftaient estimates are very stable
throughout the period over which maturity gap regi@ns can be run. Finally, many
additional specifications (often with more covaegtwere used. These additional
maturity gap regressions produced an adjusfenf Between 0.31 and 0.38, and all yield

similar results to those presented in the paper.
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TableD.1. Maturity gap regression for 2006Q4. The follogveguation contains
estimates from a simple OLS regression of constudctual) maturity gap on balance
sheet characteristics. Size is measured as theahlig of total assets, and Mutual,
Cooperative, and Org. Type: Other are dummy valuaistake a value of one based on a
financial institution’s organization structure. éde coefficients are used to predict bank-
level maturity gaps for the entire sample.

Maturity gap regression

Dependent Variable:
Maturity Gap (2006:4)

Securities/Assets 5.517
0.000

Transaction Accts. -2.281
0.000

Non-Transaction Accts. -0.973
0.000

Personal/Assets 2.307
0.000

RE Loang/Assets 2.621
0.001

Sze 0.159
0.000

Mutual 3.293
0.000

Cooperative 2.791
0.001

Org. Type: Other -2.566
0.001

Observations 8,030
Adjusted R 0.31
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