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## CHAPTER I

## INTRODUCTION

## I.1. Background of Problem

One current strategy in noncommutative ring theory is to associate geometric objects to noncommutative algebras. Algebraists have been very successful analyzing primitive ideals by considering them as geometric objects. For example, a geometric focus was used in [1] to classify algebras with nice homological properties (similar to polynomial rings) in terms of the geometric structure of a collection of graded indecomposable modules. We refer to this geometric philosophy as noncommutative algebraic geometry. In this dissertation, we focus on a family of twists $B$ of the polynomial algebra $S=\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$. Our goal is to give a geometric description of the primitive spectrum of $B$.

We offer the following examples as motivation. The primitive ideals of the universal enveloping algebra of an algebraic solvable Lie algebra, $\mathfrak{g}$, are parametrized by the symplectic leaves in the Poisson manifold $\mathfrak{g}^{*},[2]$. Furthermore, these leaves are the orbits of the adjoint algebraic group of $\mathfrak{g}$. Hodges and Levasseur use the quantum group $\mathcal{O}_{q}\left(\mathrm{SL}_{n}\right)$ to define a Poisson structure on the manifold $\mathrm{SL}_{n}$. They then
demonstrate that the primitive ideals in $\mathcal{O}_{q}\left(\mathrm{SL}_{n}\right)$ are parametrized by the symplectic leaves, [7]. In [10] M. Vancliff describes the primitive spectra of a family of twists, $B(\mathfrak{m})$, of $S$, parametrized by the maximal ideals of an algebra $R$. Each twist $B(\mathfrak{m})$ of $S$ is determined by a semisimple automorphism $\sigma_{m}$ of $\mathbb{P}^{n-1}$. The multiplication in the twist induces a Poisson structure on $\mathbb{C}^{n}$. Vancliff restricts to the setting where the symplectic leaves for this Poisson structure are algebraic. She defines an associated algebraic group, $G$, whose orbits are the symplectic leaves. She then proves that the primitive ideals in $B(\mathfrak{m})$ are parametrized by the symplectic leaves for the Poisson structure if and only if $\sigma_{\mathrm{m}}$ has a representative in $G$.

In this dissertation we extend Vancliff's results to a family of twists $S^{\sigma}$ of $S$ in which the automorphism $\sigma$ is not semisimple. In particular, we consider the twist of $S$ by an automorphism that is represented by a single Jordan block. In this setting we find that the symplectic leaves of the associated Poisson structure are always algebraic. Furthermore, we find that as in Vancliff's case, the symplectic leaves are the orbits of an algebraic group, and that the primitive ideals are parametrized by these leaves.

Much of the work in Vancliff's analysis, is due to $\sigma$ having more than one eigenvalue. In her setting, the commutator of $x_{i}$ and $x_{j}$ is a difference of eigenvalues times $x_{i} x_{j}$, and this fact makes analyzing prime and primitive ideals straightforward. Problems only arise for certain bad combinations of eigenvalues (i.e. when ratios of differences of eigenvalues are roots of unity). We avoid these eigenvalue complications
in our setting, because 1 is the only eigenvalue. On the other hand, commutators of monomials are no longer monomials, and thus it is much more difficult to analyze the prime and primitive ideals. We are required to take a different approach to the problem, and are afforded a more intricate primitive spectrum.

In Vancliff's work, the Poisson geometry is relatively straightforward to analyze because the symplectic structure is evident. In our setting, some of the symplectic leaves are evident, but we must make a careful analysis of certain differential operators to find the others.

## I.2. Statement of Theorems

Let $\sigma$ be the automorphism of $\mathbb{P}^{n-1}$ which is represented by the matrix with ones on the diagonal and superdiagonal, and zeros everywhere else, and let $B$ be the twist of $S$ by $\sigma$. In section II.1.1 we will see that $B$ is isomorphic to a quotient of the free algebra $\mathbb{C}\left(y_{1}, \ldots, y_{n}\right)$ by a homogeneous quadratic ideal. We identify $B$ with this quotient, and retain the notation $y_{i}$ for the image of $y_{i}$ in $B$. The algebra $B$ is well understood as a projective object, [11], however, we are interested in understanding $B$ as an affine object.

This thesis is organized as follows. Chapter II gives background information pertaining to the problem. In Chapter III we investigate the primitive spectrum of the twisted algebra. Our main result is the description of the primitive ideals of $B$.

Theorem III.1.6. The maximal ideals in $B$ are the ideals $\left\langle y_{1}, \ldots, y_{n-1}, y_{n}-\lambda\right\rangle$, $\lambda \in \mathbb{C}$. The remaining primitive ideals are $\left\langle y_{1}, \ldots, y_{n-2}\right\rangle$, together with a family of homogeneous ideals. These homogeneous ideals are of the form

$$
\left\langle y_{1}, \ldots, y_{k}, f_{1}, \ldots f_{j}\right\rangle
$$

where $k=0, \ldots, n-3, j=\binom{n-k-2}{2}$, each $f_{i}$ is degree 2, and each collection $\left\{f_{1}, \ldots f_{j}\right\}$ is determined by a unique element of $\mathbb{C}^{n-k}$.

For notation necessary for the precise statement of Theorem III.1.6, please see Construction III.1.5. From Theorem III.1. 6 we see that the non-maximal primitive ideals are parametrized by the set

$$
\mathscr{P}:=\left\{\alpha \in \mathbb{C}^{n-k} \mid k=2, \ldots, n\right\},
$$

where $\mathbb{C}^{0}=1$.

In Chapter IV, we construct the Poisson structure associated to the twist. Here we define a differential operator $\omega$, which is the key to the symplectic structure. In fact, this operator represents the crucial difference between this case and the diagonal case. Each leaf is obtained by constructing a sequence of elements $f_{1}, \ldots, f_{j}$, such that $\omega f_{1}=0$, and $\omega f_{i}=f_{i-1}$. That is, we determine the symplectic leaves by integrating with respect to $\omega$. After a change in variables, we recognize the two dimensional symplectic leaves as open affine subsets of classical surfaces.

Proposition IV.2.1. The 0-dimensional symplectic leaves associated to the Poisson structure are the points $(0, \ldots, 0, \gamma) \in \mathbb{A}^{n}$. The remaining leaves are two dimensional, and each of these leaves is an open subset of the image in $\mathbb{A}^{n}$ of a Veronese surface.

For a precise statement of Propositions IV.2.1, the reader is refered to section IV.2. After describing the Poisson structure, we note that the primitive ideals are also parametrized by $\mathscr{P}$.

Corrolary IV.2.2. There is a natural one to one correspondence between the primitive ideals in $B=S^{\sigma}$ and the symplectic leaves for the symplectic structure induced by $\sigma$.

In Chapter V we realize the two-dimensional leaves as orbits of a unipotent subgroup of the general linear group.

Proposition V.1.1. The 2-dimensional symplectic leaves for $S^{\sigma}$ are the orbits in $\mathbb{A}^{n}$ of a regular unipotent algebraic subgroup $G$ of $\mathrm{GL}_{n}(\mathbb{C})$. Furthemore, $G$ acts transitively on the 0-dimensional leaves.

Finally, in Chapter VI, we give examples of our result, and a three dimensional twist example where the automorphism has two Jordan blocks.

## CHAPTER II

## PRELIMINARIES

## II.1. Non-Commutative Algebra

Our primary goal is to describe the ideal structure of the twist of a polynomial algebra by a degree zero automorphism. Such an algebra is a noncommutative analogue of a homogeneous coordinate ring [1]. It is defined more simply below.
II.1.1. Twisted Algebras. Given a commutative graded $k$-algebra $A=\oplus A_{d}$, and a degree 0 automorphism $\sigma$ of $A$, we form the twisted algebra $A^{\sigma}$, with multiplication defined on homogeneous elements by $a * b=a \cdot \sigma^{r}(b)$, where $r=\operatorname{deg} a$, and $\cdot$ denotes usual multiplication in $A$. This new algebra $A^{\sigma}$ retains many of the properties of the original algebra. For example, the properties of being a domain and of being Noetherian are invariant under twisting [11]. In fact, J. Zhang has shown that twisting defines an equivalence relation on the category of graded $k$-algebras that is analogous to Morita equivalence, in the following sense. Let $\mathrm{Gr}-A$ be the category of graded $A$-modules, with morphisms being graded degree 0 homomorphisms. Then a graded $k$-algebra $B$ is a twisted algebra of $A$ if and only if the categories $\mathrm{Gr}-A$ and $\mathrm{Gr}-B$ are equivalent if and only if the categories $\mathrm{Gr}-A$ and $\mathrm{Gr}-B$ are isomorphic.

Let $B=A^{\sigma}$. Since $B=A$ as sets, each element of $f \in B$ is also an element of $A$. We will write $f^{0} \in A$ when $f$ is viewed as an element of $A$. For an ideal $I$ in $B$, let $I^{0}=\left\{f^{0} \mid f \in I\right\}$. For homogeneous $F \in I_{i}^{0}$ and $G \in A, F G=F * \sigma^{-i}(G) \in I^{0}$. It follows that if $I$ is a homogeneous ideal in $B$, then $I^{0}$ is a homogeneous ideal in $A$. If in addition, $\left(I^{0}\right)^{\sigma}=I^{0}$, then $B / I$ is $A / I^{0}$ as a graded vector space, with multiplication inherited from $B$, so in fact, $B / I \cong\left(A / I^{0}\right)^{\bar{\sigma}}$, where $\bar{\sigma}$ is the automorphism induced by $\sigma$.

Let $f, g \in B$ be homogeneous of degrees $i$ and $j$ respectively. Write $F=f^{0} \in A_{i}$, and $G=g^{0} \in A_{j}$, and assume that $F^{\sigma}=F$. Define $\tau_{f}(g)$ by $\left[\tau_{f}(g)\right]^{0}=G^{\sigma^{i}}$. Then $\left[\tau_{f}(g) * f\right]^{0}=G^{\sigma^{i}} F^{\sigma^{j}}=F G^{\sigma^{i}}=(f * g)^{0}$, so that $\tau_{f}(g) * f=f * g$. From this we see that if $f$ is homogeneous with $\left(f^{0}\right)^{\sigma}=f^{0}$, then $f$ is normal in $B$. We will say that $f \in B$ is $\sigma$-invariant if $\left(f^{0}\right)^{\sigma}=f^{0}$.
II.1.2. Note. For homogeneous $\sigma$-invariant element $f \in B, \tau_{f}$ is an automorphism of $B$. Furthermore, homogeneous $\sigma$-invariant elements of the same degree are associated to the sarne automorphism.

We write $\left(F_{1}, \ldots, F_{d}\right)$ for the ideal generated by the elements $F_{1}, \ldots, F_{d}$ in the commutative algebra $A$, and write $\left\langle f_{1}, \ldots, f_{d}\right\rangle$ for the ideal generated by $f_{1}, \ldots, f_{d}$ in the noncommutative algebra $B$. Let $f \in B_{i}$ be homogeneous and $\sigma$-invariant, and let
$I=\langle f\rangle$. Since $f$ is normal, $I=f * B$, so

$$
\begin{aligned}
I^{0} & =\left\{(f * g)^{0} \mid g \in B\right\} \\
& =\left\{f^{0}\left(g^{0}\right)^{\sigma^{i}} \mid g \in B\right\} \\
& =f^{0} A
\end{aligned}
$$

For $G \in A,\left(f^{0} G\right)^{\sigma}=f^{0} G^{\sigma} \in I^{0}$, so $I^{0}$ is $\sigma$-invariant. It follows that $B /\langle f\rangle \cong$ $\left[A /\left(f^{0}\right)\right]^{\bar{\sigma}}$, where where $\bar{\sigma}$ is the automorphism induced by $\sigma$.

## II.1.3. Notes.

1. The preceding paragraph shows that if $f$ is $\sigma$-invariant and irreducible, then the ideal $\langle f\rangle$ is prime.
2. Let $f$ be $\sigma$-invariant, and let $P$ be a prime ideal in $B$ with $f \notin P$. Since $f$ is normal, $\langle f\rangle=B * f$. If $g \in B$, with $f * g \in P$, then $\langle f\rangle *\langle g\rangle=B * f * B * g * B=$ $B * f * g * B=\langle g * f\rangle \subseteq P$. But then $g \in P$. It follows that $f$ is regular modulo $P$.

Now, let $S=S^{n}=\mathbb{C}\left[x_{1}, \ldots x_{n}\right]$ be the polynomial algebra in $n$ variables over the complex numbers, with grading given by $\operatorname{deg}\left(x_{i}\right)=1$. A graded automorphism $\sigma$ of $S^{n}$ is determined by its restriction to the vector space $S_{1}^{n}$ of degree one elements, so $\sigma$ is represented by an upper-triangular $(n \times n)$-matrix. Furthermore, scalar multiples of this matrix give rise to isomorphic twisted algebras, so we can take $\sigma$ to be an automorphism of $\mathbb{P}^{n-1}$.
II.1.4. Primitive Ideals. Let $R$ be a ring. A module $M_{R}$ is faithful if $\operatorname{Ann}_{R}(M)=$ 0 , that is, if $r \in R$ with $M r=0$, then $r=0$. We say that $R$ is (left) right primitive
if $R$ has a simple faithful (left) right module. Although a right primitive ring need not be left primitive, we will usually omit the word 'right'. An ideal $P$ in $R$ is primitive if $R / P$ is a primitive ring. A primitive ideal is prime, and each maximal ideal is primitive [5]. Furthermore, in a commutative ring an ideal is primitive if and only if it is maximal. It is not surprising then that the primitive ideals in a non-commutative ring play a role analogous to that of maximal ideals in a commutative ring.

A ring $R$ has the endomorphism property if for every simple $R[z]$ module, $M, \operatorname{End}(M)$ is algebraic over $k$. If $k$ is an uncountable field, and $R$ is a countably generated $k$ algebra, then $R$ has the endomorphism property [9].

Proposition II.1.5. Let $k$ be an uncountable algebraically closed field, and let $R$ be a primitive $k$-algebra. Then the center of the quotient ring $\mathcal{Q}(R)$ is $k$.

Proof. Let $Z$ be the center of $\mathcal{Q}(R)$, and $z \in Z$. Write $z=r s^{-1}$, with $r, s \in R$, and $s$ regular. Since $z$ is central, it follows that for each $p=p(z) \in R[z], p s^{n} \in R$, where $n$ is the $z$ degree of $p$. Let $L$ be a simple faithful $R$-module, and let $\bar{L}=L \otimes_{R} R[z]$. We claim that $\bar{L}$ is a simple faithful $R[z]$-module. As an $R$-module, $\bar{L}=\sum_{i \in \mathbb{Z}} L$, is a sum of faithful modules, so $\operatorname{Ann}_{R[z]}(\bar{L}) \cap R=0$. But $R$ is essential in $R[z]$, so $\operatorname{Ann}_{R[z]}(\bar{L})=0$. Now, suppose that $A$ is a nonzero $R[z]$-submodule of $\bar{L}$, and let $u$ be nonzero in $A$. Write $u=x \otimes p$, where $p=\sum_{i=0}^{n} \alpha_{i} z^{i}$. The $R$-module $u R$ is contained is the module $\sum_{i=0}^{n} L z^{i}$, whose simple factors are all isomorphic to $L$. Since $L$ is faithful, $\operatorname{Ann}_{L}\left(s^{n}\right) \neq L$, so there is a nonzero element $v \in u R$ such that $v s^{n} \neq 0$. Write
$v=y \otimes q$ where $q \in R[z]$ has $z$ degree less than or equal to $n$. Then $v s^{n}=y q s^{n} \otimes 1$ is in $u R \subset A$ and generates $A$, so $\bar{L}$ is in fact simple. Now, $R[z]$ has the endomorphism property, so $\operatorname{End}(\bar{L})$ is algebraic over $k$, hetice equal to $k$. But multiplication by $z$ is an endomorphism on $\bar{L}$, so $z$ acts as $\lambda$ for some $\lambda \in k$. But $\bar{L}$ is faithful, so $z=\lambda \in k$, and we are done.
II.1.6. Note. In the proof of Proposition II.1.5, we actually showed that if $R$ and $R[z]$ are primitive algebras over an uncountable algebraically closed field, then $R[z]=$ $R$.
II.1.7. Remark. A regular normal element $r$ in a ring $R$ determines an automorphism $\varphi_{r}$ of $R$ by $x r=r \varphi_{r}(x)$. Suppose $R$ is a primitive $k$-algebra. If $r$ and $s$ are elements of $R$ that determine the same automorphism, then the element $r s^{-1}$ is central in the quotient ring $Q(R)$. Then by Proposition II.1.5, $r=c s$ for some $c \in k$.

## II.2. Poisson Geometry

II.2.1. Poisson Manifolds. Let $A$ be a $\mathbb{C}$-algebra. A Poisson bracket on $A$ is a Lie bracket $\{$,$\} on A$ that is a derivation in each variable. So $\{$,$\} is a skew-symmetric$ bilinear form that satisfies
(i) $\{x,\{y, z\}\}+\{y,\{z, x\}\}+\{z,\{x, y\}\}=0$; and
(ii) $\{x, y z\}=y\{x, z\}+\{x, y\} z$.

The pair $(A,\{\}$,$) is called a Poisson algebra. An ideal I$ in $A$ is a Poisson ideal if $\{I, A\} \subseteq I$, and an element $f \in A$ is a Poisson element if $(f)$ is a Poisson ideal in $A$. Let $M$ be a differentiable complex manifold. A Poisson structure on $M$ is determined by choosing a Poisson bracket $\{$,$\} from C^{\infty}(M, \mathbb{C}) \times C^{\infty}(M, \mathbb{C}) \rightarrow$ $C^{\infty}(M, \mathbb{C})$. The pair $(M,\{\}$,$) is called a Poisson manifold.$

For any Poisson manifold $(M,\{\}$,$) , there is a unique differentiable field \Lambda$ of twice contravariant, skew-symmetric tensors such that for any pair $f, g \in C^{\infty}(M, \mathbb{C})$,

$$
\{f, g\}=\Lambda(d f, d g)
$$

For a point $x \in M$, the rank of the 2-tensor $\Lambda(x)$ is called the rank of the Poisson structure at $x$. A symplectic leaf is a maximal connected Poisson submanifold $N$ of $M$ such that the rank of the Poisson structure at each point of $N$ is equal to the dimension of $N$. By standard theory, the symplectic leaves have even dimension, and $M$ is a disjoint union of symplectic leaves [8]. The collection of symplectic leaves is called a foliation of $M$, and we say that $M$ is foliated by its symplectic leaves. Suppose that $(M,\{\}$,$) is a Poisson manifold, with M=\mathbb{C}^{n}$. Then the bracket $\{$, is determined by its restriction to $S=\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$, [8]. If in fact the bracket maps $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right] \times \mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ into $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$, then we may determine the Poisson structure by studying the Poisson algebra ( $S,\{$,$\} ).$
II.2.2. Drinfel'd. Let $S$ be the polynomial algebra on $n$ generators over $\mathbb{C}$. The Poisson bracket due to Drinfel'd is defined as follows. Let $R$ be a commutative $k$ algebra which is a PID but not a field, and let $A$ be an $R$-algebra. Further assume
that $A$ is flat as an $R$-module, and that there exists a maximal ideal $\mathfrak{m}_{0}=(H)$ of $R$ which is unique with the property that $A /\left\langle\mathrm{m}_{0}\right\rangle \cong S$. For $F, G \in S$ choose preimages $\widetilde{F}, \widetilde{G} \in A$, and define the bracket of $F$ and $G$ to be

$$
\{F, G\}=\frac{\widetilde{F} \widetilde{G}-\widetilde{G} \widetilde{F}}{H} \bmod \langle H\rangle
$$

Then $\{$,$\} is a Poisson bracket on S$ [3].

## CHAPTER III

## THE TWISTED ALGEBRA

## III.1. Non-Semisimple Twists

III.1.1. The Twisted Algebra. In [10], Vancliff describes geometrically the primitive spectrum of the twist of a polynomial algebra by a diagonalizable automorphism. We are interested in the case where the automorphism is not diagonalizable. In particular, we present the case where the automorphism is represented by the Jordan block with ones on the diagonal and on the superdiagonal. Let $S=S^{n}$ be the polynomial algebra with $n$ variables over the complex numbers, and let

$$
\sigma=\left(\begin{array}{ccccc}
1 & 1 & & & \\
& 1 & 1 & & \\
& & \ddots & \ddots & \\
& & & 1 & 1 \\
& & & & 1
\end{array}\right)
$$

Then using the convention that $x_{0}=0$, and writing $F^{\sigma}$ for $\sigma(F)$, we have $x_{i}^{\sigma}=$ $x_{i}+x_{i-1}$. The twisted algebra $B^{n}=S^{\sigma}$ has multiplication

$$
x_{i} * x_{j}=x_{i} x_{j}+x_{i} x_{j-1} .
$$

Notice that for each $i \leq n$, we have an embedding $B^{i} \hookrightarrow B^{n}$ given by $x_{i} \mapsto x_{i}$.

To avoid the $*$ notation, we write $y_{i_{1}} y_{i_{2}} \cdots y_{i_{t}}$ for the element $x_{i_{1}} * x_{i_{2}} * \cdots * x_{i_{t}}$. Then $B^{n}$ is a quotient of the free algebra $\mathbb{C}\left(y_{1}, \ldots, y_{n}\right)$ by a homogeneous quadratic ideal. Recall that each $f \in B^{n}$ corresponds to a unique polynomial $f^{0} \in S$. For example, $y_{i}^{0}=x_{i}$, and $\left(y_{i} y_{j}\right)^{0}=x_{i} x_{j}^{\sigma}=x_{i} x_{j}+x_{i} x_{j-1}$.
III.1.2. Remark: The goal is to describe the primitive ideal structure of $B^{n}$. The element $y_{1}$ is homogeneous and $\sigma$-invariant, so by III.1.1, $B^{n} /\left\langle y_{1}\right\rangle \cong B^{n-1}$. By induction, we will understand the primitive ideal structure of $B^{n}$ once we describe the primitive ideals in each $B^{i}, i \leq n$, that do not contain $y_{1}$.
III.1.3. Example. Let $n=2$, so $B^{2}=\mathbb{C}\left\langle y_{1}, y_{2}\right\rangle /\left\langle y_{1} y_{2}-y_{2} y_{1}-y_{1}^{2}\right\rangle$. We will show in Lemma III. 2.3 that every primitive ideal in $B^{n}$ contains a homogeneous, $\sigma$-invariant element. Suppose $F=\sum_{j=0}^{d} \alpha_{j} x_{1}^{d-j} x_{2}^{j} \in S^{2}$ is $\sigma$-invariant.

$$
\begin{aligned}
F^{\sigma}-F & =\sum_{j=1}^{d} \alpha_{j} x_{1}^{d-j}\left[\left(x_{2}^{j}\right)^{\sigma}-x_{2}^{j}\right] \\
& =\sum_{j=1}^{d} \alpha_{j} x_{1}^{d-j} \sum_{i=0}^{j-1}\binom{j}{i} x_{1}^{j-i} x_{2}^{i} \\
& =\sum_{j=1}^{d} \sum_{i=0}^{j-1} \alpha_{j}\binom{j}{i} x_{1}^{d-i} x_{2}^{i} \\
& =\sum_{i=0}^{d-1} \sum_{j=i+1}^{d} \alpha_{j}\binom{j}{i} x_{1}^{d-i} x_{2}^{i} .
\end{aligned}
$$

Then for each $i, \sum_{j=i+1}^{d} \alpha_{j}\binom{j}{i}=0$, and it follows that $\alpha_{j}=0$ for $j=1, \ldots, d$. This means that the only homogeneous $\sigma$-invariant elements of $B^{2}$ are powers of $y_{1}$. But $y_{1}$ is normal, so every non-zero primitive ideal contains $y_{1}$. The primitive ideals in
the commutative algebra $B^{2} /\left\langle y_{1}\right\rangle=\mathbb{C}\left[y_{2}\right]$ are the maximal ideals $\left\langle y_{2}-\gamma\right\rangle, \gamma \in \mathbb{C}$, so the non-zero primitive ideals in $B^{2}$ are the ideals $\left\langle y_{1}, y_{2}-\gamma\right\rangle, \gamma \in \mathbb{C}$. Finally, 0 is a prime ideal which is not the intersection of strictly larger primitive ideals, so 0 itself must be primitive [9]. Thus the primitive ideals in $B^{2}$ are $\langle 0\rangle$, and $\left\langle y_{1}, y_{2}-\gamma\right\rangle \gamma \in \mathbb{C}$.
III.1.4. Note. From Example IIL.1.3, we see that for each $n$, the primitive ideals in $B^{n}$ that contain $y_{1}, \ldots y_{n-2}$ are $\left(y_{1}, \ldots, y_{n-2}\right\rangle$, and $\left\langle y_{1}, \ldots, y_{n-1}, y_{n}-\gamma\right\rangle, \gamma \in \mathbb{C}$. Moreover, the ideal $\left\langle y_{1}, \ldots, y_{n-1}\right\rangle$ is prime but not primitive.

## III.1.5. Construction.

Let $n>2$, and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n-2}\right) \in \mathbb{C}^{n-2}$. For each $j=1, \ldots, n-2$, let

$$
f_{\alpha}^{j}=\left[\sum_{i=1}^{j} \alpha_{j-i+1} y_{1} y_{i}\right]+(j-1) y_{1} y_{j+1}+(j+1) y_{1} y_{j+2}-y_{2} y_{j+1}
$$

and let $I_{\alpha}=\left\langle f_{\alpha}^{1}, \ldots, f_{\alpha}^{n-2}\right\rangle$. We want to show that every primitive ideal in $B^{n}$ that does not contain $y_{1}$, contains $I_{\alpha}$, for some $\alpha \in \mathbb{C}^{n-2}$. In fact, we will show that if $P$ is primitive with $y_{1} \notin P$ then there is a unique $\alpha \in \mathbb{C}^{n-2}$ so that $i_{\alpha} \subset P$. Let $g_{\alpha}^{1}=\alpha_{1} y_{1}^{2}+2 y_{1} y_{3}-y_{2}^{2}$, and for $j \geq 2$, let

$$
\begin{aligned}
g_{\alpha}^{j}=\left[\sum_{k=1}^{j} \sum_{i=1}^{k}(-1)^{k-i} \alpha_{i} y_{1} y_{j-k+1}\right]+ & {\left[\sum_{i=3}^{j+1}(-1)^{j-i} y_{1} y_{i}\right] } \\
+(j+1) y_{1} y_{j+2}+ & {\left[\sum_{i=2}^{j+1}(-1)^{j-i} y_{2} y_{i}\right] . }
\end{aligned}
$$

Then $g_{\alpha}^{1}=f_{\alpha}^{1}$, and

$$
\begin{aligned}
g_{\alpha}^{j}+g_{\alpha}^{j-1}= & \sum_{k=1}^{j} \sum_{i=1}^{k}(-1)^{k-i} \alpha_{i} y_{1} y_{j-k+1}+\sum_{k=1}^{j-1} \sum_{i=1}^{k}(-1)^{k-i} \alpha_{i} y_{1} y_{j-k} \\
& -y_{1} y_{j+1}+(j+1) y_{1} y_{j+2}+j y_{1} y_{j+1}-y_{2} y_{j+1} \\
= & \sum_{k=1}^{j} \sum_{i=1}^{k}(-1)^{k-i} \alpha_{i} y_{1} y_{j-k+1}+\sum_{k=2}^{j} \sum_{i=1}^{k-1}(-1)^{k-i-1} \alpha_{i} y_{1} y_{j-k+1} \\
& (j-1) y_{1} y_{j+1}+(j+1) y_{1} y_{j+2}-y_{2} y_{j+1} \\
= & \alpha_{1} y_{1} y_{j}+\sum_{k=2}^{j} \alpha_{k} y_{1} y_{j-k+1}+(j-1) y_{1} y_{j+1}+(j+1) y_{1} y_{j+2}-y_{2} y_{j+1} \\
= & \sum_{k=1}^{j} \alpha_{k} y_{1} y_{j-k+1}+(j-1) y_{1} y_{j+1}+(j+1) y_{1} y_{j+2}-y_{2} y_{j+1} \\
= & f_{\alpha}^{j}
\end{aligned}
$$

Then $\left\langle f_{\alpha}^{1}, \ldots, f_{\alpha}^{n-2}\right\rangle=\left\langle g_{\alpha}^{1}, \ldots, g_{\alpha}^{n-2}\right\rangle$. Let $G_{\alpha}^{0}=0$, and for $j=1, \ldots n-2$, let $G_{\alpha}^{j}=\left(g_{\alpha}^{j}\right)^{0} \in S$. Then $G_{\alpha}^{1}=\alpha_{1} x_{1}^{2}+x_{1} x_{2}+2 x_{1} x_{3}-x_{2}^{2}$, and for $j \geq 2$,

$$
\begin{aligned}
G_{\alpha}^{j}=\left[\sum_{k=1}^{j} \sum_{i=1}^{k}(-1)^{k-i} \alpha_{i} x_{1} x_{j-k+1}^{\sigma}\right]+ & {\left[\sum_{i=3}^{j+1}(-1)^{j-i} x_{1} x_{i}^{\sigma}\right] } \\
& +(j+1) x_{1} x_{j+2}^{\sigma}\left[\sum_{i=2}^{j+1}(-1)^{j-i} x_{2} x_{i}^{\sigma}\right] .
\end{aligned}
$$

We have

$$
\begin{aligned}
G_{\alpha}^{j}= & {\left[\sum_{k=1}^{j} \sum_{i=1}^{k}(-1)^{k-i} \alpha_{i} x_{1}\left(x_{j-k+1}+x_{j-k}\right)\right] } \\
& +\left[\sum_{i=3}^{j+1}(-1)^{j-i} x_{1}\left(x_{i}+x_{i-1}\right)\right]+(j+1) x_{1}\left(x_{j+2}+x_{j+1}\right) \\
& +\left[\sum_{i=2}^{j+1}(-1)^{j-i} x_{2}\left(x_{i}+x_{i-1}\right)\right] \\
= & {\left[\sum_{k=1}^{j} \sum_{i=1}^{k}(-1)^{k-i} \alpha_{i} x_{1} x_{j-k+1}\right]+\left[\sum_{k=1}^{j-1} \sum_{i=1}^{k}(-1)^{k-i} \alpha_{i} x_{1} x_{j-k}\right] } \\
& \left.+\left[\sum_{i=3}^{j+1}(-1)^{j-i} x_{1} x_{i}\right]+\left[\sum_{i=3}^{j+1}(-1)^{j-i} x_{1} x_{i-1}\right)\right]+(j+1) x_{1} x_{j+2} \\
= & +(j+1) x_{1} x_{j+1}+\left[\sum_{i=2}^{j+1}(-1)^{j-i} x_{2} x_{i}\right]+\left[\sum_{i=2}^{j+1}(-1)^{j-i} x_{2} x_{i-1}\right] \\
& \left.+\left[\sum_{i=1}^{j+1}(-1)^{k-i+1} \alpha_{i} x_{1} x_{j-k}\right]+\left[\sum_{k=1}^{j-1} \sum_{i=1}^{k}(-1)^{k-i} \alpha_{i} x_{1} x_{j-k} x_{1} x_{i}\right]+\left[\sum_{i=2}^{j}(-1)^{j-i-1} x_{1} x_{i}\right)\right]+(j+1) x_{1} x_{j+2} \\
& +(j+1) x_{1} x_{j+1}+\left[\sum_{i=2}^{j+1}(-1)^{j-i} x_{2} x_{i}\right]+\left[\sum_{i=1}^{j}(-1)^{j-i-1} x_{2} x_{i}\right] \\
= & \sum_{k=1}^{j-1}\left[\sum_{i=1}^{k+1}(-1)^{k-i+1} \alpha_{i} x_{1} x_{j-k}+\sum_{i=1}^{k}(-1)^{k-i} \alpha_{i} x_{1} x_{j-k}\right]+\alpha_{1} x_{1} x_{j} \\
= & -x_{1} x_{j+1}+(-1)^{j-1} x_{1} x_{2}+(j+1) x_{1} x_{j+2}+(j+1) x_{1} x_{j+1} \\
& \left.-\sum_{i=1}^{j-1} \sum_{k=1}^{j} \alpha_{j+1} \alpha_{j+1} x_{j+1} x_{1} x_{1} x_{i}\right]+(-1)^{j-2} x_{2} x_{1} \\
& +\alpha_{1} x_{1} x_{j+1}+(j+1) x_{1} x_{j+2}-x_{2} x_{j+1} .
\end{aligned}
$$

Now,

$$
\begin{aligned}
&\left(G_{\alpha}^{j}\right)^{\sigma}-G_{\alpha}^{j}= \sum_{i=1}^{j} \alpha_{j-i+1} x_{1}\left(x_{i}^{\sigma}-x_{i}\right)+j x_{1}\left(x_{j+1}^{\sigma}-x_{j+1}\right) \\
& \quad+(j+1) x_{1}\left(x_{j+2}^{\sigma}-x_{j+2}\right)-\left(x_{2}^{\sigma} x_{j+1}^{\sigma}-x_{2} x_{j+1}\right) \\
&= \sum_{i=1}^{j} \alpha_{j-i+1} x_{1} x_{i-1}+j x_{1} x_{j}+(j+1) x_{1} x_{j+1} \\
& \quad-\left(x_{1}+x_{2}\right)\left(x_{j}+x_{j+1}\right)+x_{2} x_{j+1} \\
&= \sum_{i=1}^{j} \alpha_{j-i+1} x_{1} x_{i-1}+j x_{1} x_{j}+(j+1) x_{1} x_{j+1}-x_{1} x_{j}-x_{1} x_{j+1} \\
& \quad-x_{2} x_{j}-x_{2} x_{j+1}+x_{2} x_{j+1} \\
&= \sum_{i=2}^{j} \alpha_{j-i+1} x_{1} x_{i-1}+(j-1) x_{1} x_{j}+j x_{1} x_{j+1}-x_{2} x_{j} \\
&= \sum_{i=1}^{j-1} \alpha_{j-i} x_{1} x_{i}+(j-1) x_{1} x_{j}+j x_{1} x_{j+1}-x_{2} x_{j} \\
&= G_{\alpha}^{j-1} .
\end{aligned}
$$

It follows that the ideal $\left(G_{\alpha}^{1}, \ldots, G_{\alpha}^{n-2}\right)$ is $\sigma$-invariant, and we claim that $I_{\alpha}^{0}=$ $\left(G_{\alpha}^{1}, \ldots, G_{\alpha}^{n-2}\right)$. Since $I_{\alpha}$ is homogeneous, $I_{\alpha}^{0}$ is homogeneous, so it suffices to show that every homogeneous element in $I_{\alpha}^{0}$ lies in $\left(G_{\alpha}^{1}, \ldots, G_{\alpha}^{n-2}\right)$. Suppose $F \in I_{\alpha}^{0}$ is homogeneous of degree $t$. Then $F=f^{0}$, with $f^{0} \in I_{\alpha}$, and $\operatorname{deg}(f)=t$. Since each $g_{\alpha}^{i}$ is normal modulo $\left\langle g_{\alpha}^{1}, \ldots g_{\alpha}^{i-1}\right\rangle$, we can write $f=g_{\alpha}^{1} f_{1}+\cdots+g_{\alpha}^{n-2} f_{n-2}$, with $f_{i} \in B_{t-2}$. Then $F=G_{\alpha}^{1}\left(f_{1}^{0}\right)^{\sigma^{2}}+\cdots+G_{\alpha}^{n-2}\left(f_{n-2}^{0}\right)^{\sigma^{2}} \in\left(G_{\alpha}^{1}, \ldots, G_{\alpha}^{n-2}\right)$, so in fact $\left(G_{\alpha}^{1}, \ldots, G_{\alpha}^{n-2}\right)=I_{\alpha}^{0}$. This means that $B / I_{\alpha} \cong\left[S /\left(G_{\alpha}^{1}, \ldots, G_{\alpha}^{n-2}\right)\right]^{\sigma}$.

Let $v_{1}=x_{1}, v_{2}=x_{2}$, and $v_{3}=\alpha_{1} x_{1}+x_{2}+x_{3}$, so $G_{\alpha}^{1}=v_{1} v_{3}-v_{2}^{2}$. Assume that we have defined $v_{k}=\sum_{i=1}^{k} a_{k i} x_{i}, a_{k k} \neq 0$ for each $k=1, \ldots, j+2$, and that the ideal $\left(G_{\alpha}^{1}, \ldots, G_{\alpha}^{j}\right)$ is equal to the ideal $\left(v_{1} v_{i}-v_{2} v_{i-1}, i=3, \ldots, j+2\right)$. Note that this
means that there are $b_{i k}, b_{k k} \neq 0$ so that $x_{i}=\sum_{k=1}^{i} b_{i k} v_{k}$. We have

$$
\begin{aligned}
G_{\alpha}^{j+1} & =\sum_{i=1}^{j+1} \alpha_{j-i+2} x_{1} x_{i}+(j+1) x_{1} x_{j+2}+(j+2) x_{1} x_{j+3}-x_{2} x_{j+2} \\
& =v_{1}\left[\left(\sum_{i=1}^{j+1} \alpha_{j+i+2} x_{i}\right)+(j+1) x_{j+2}+(j+2) x_{j+3}\right]-v_{2} x_{j+2} \\
& =v_{1}\left[\left(\sum_{i=1}^{j+1} \alpha_{j-i+2} x_{i}\right)+(j+1) x_{j+2}+(j+2) x_{j+3}\right]-v_{2}\left(\sum_{k=1}^{j+2} b_{j+2, k} v_{k}\right)
\end{aligned}
$$

so

$$
\begin{aligned}
& G_{\alpha}^{j+1}-\sum_{k=1}^{j+1} b_{j+2, k}\left(v_{1} v_{k+1}-v_{2} v_{k}\right) \\
& =v_{1}\left[\left(\sum_{i=1}^{j+1} \alpha_{j-i+2} x_{i}\right)+(j+1) x_{j+2}+(j+2) x_{j+3}\right] \\
& -\left(\sum_{k=1}^{j+1} b_{j+2, k} v_{1} v_{k+1}\right)-b_{j+2, j+2} v_{2} v_{j+2} \\
& =v_{1}\left[\left(\sum_{i=1}^{j+1} \alpha_{j-i+2} x_{i}\right)+(j+1) x_{j+2}+(j+2) x_{j+3}-\sum_{k=1}^{j+1} b_{j+2, k} v_{k+1}\right] \\
& -b_{j+2, j+2} v_{2} v_{j+2} . \\
& =v_{1}\left[\left(\sum_{i=1}^{j+1} \alpha_{j-i+2} x_{i}\right)+(j+1) x_{j+2}+(j+2) x_{j+3}-\sum_{k=1}^{j+1} b_{j+2, k} \sum_{i=1}^{k+1} a_{k+1, i} x_{i}\right] \\
& -b_{j+2, j+2} v_{2} v_{j+2} .
\end{aligned}
$$

Set

$$
v_{j+3}=\frac{1}{b_{j+2, j+2}}\left[\sum_{i=1}^{j+1} \alpha_{i} x_{j-i+1}+(j+1) x_{j+2}+(j+2) x_{j+3}-\sum_{k=1}^{j+1} \sum_{i=1}^{k+1} b_{j+2, k} a_{k+1, i} x_{i}\right]
$$

Then $G_{\alpha}^{j+1}=\left[\sum_{k=1}^{j+1} b_{j+2, k}\left(v_{1} v_{k+1}-v_{2} v_{k}\right)\right]+b_{j+2, j+2}\left(v_{1} v_{j+3}-v_{2} v_{j+2}\right)$. By induction, we have a change of variables so that

$$
I_{\alpha}^{0}=\left(G_{\alpha}^{1}, \ldots, G_{\alpha}^{n-2}\right)=\left(v_{1} v_{j}-v_{2} v_{j-1}, j==3, \ldots n\right)
$$

We claim that

$$
\left(v_{1} v_{j}-v_{2} v_{j-1}, j=3, \ldots n\right)=\left(v_{1}, v_{2}\right) \cap\left(v_{i} v_{j+1}-v_{i+1} v_{j}, i, j=1, \ldots, n-1\right)
$$

Set $P_{1}=\left(v_{1}, v_{2}\right)$, and $P_{2}=\left(v_{i} v_{j+1}-v_{i+1} v_{j}, i, j=1, \ldots, n-1\right)$. It is clear that $\left(v_{1} v_{j}-v_{2} v_{j-1}, j=3, \ldots n\right) \subset P_{1} \cap P_{2}$, so it suffices to show that $\cap_{j=3}^{n-1} \mathcal{V}\left(v_{1} v_{j}-v_{2} v_{j+1}\right) \subset$ $\mathcal{V}\left(P_{1} \cap P_{2}\right)=\mathcal{V}\left(P_{1}\right) \cup \mathcal{V}\left(P_{2}\right)$. Take $p=\left(p_{1}, \ldots, p_{n}\right) \in \cap_{j=3}^{n-1} \mathcal{V}\left(v_{1} v_{j}-v_{2} v_{j+1}\right)$, and assume $p \notin \mathcal{V}\left(P_{1}\right)$. If $p_{1}=0$, then since $p_{1} p_{3}-p_{2}^{2}=0$, we must have $p_{2}=0$, contradicting that $p \notin \mathcal{V}\left(P_{1}\right)$. Then $p_{1} \neq 0$. Write $p_{1}=t^{n-1}$, and $p_{2}=t^{n-2} u . p_{1} p_{3}=p_{2}^{2}$, so $t^{n-1} p_{3}=t^{2 n-4} u^{2}$, and $p_{3}=t^{n-3} u^{2}$. Assume $p_{j}=t^{n-j} u^{j-1}$. Then $p_{1} p_{j+1}=p_{2} p_{j}$, so $t^{n-1} p_{j+1}=t^{n-2} u t^{n-j} u^{j-1}=t^{2 n-j-2} u^{j}$. It follows that $p_{j+1}=t^{n-j-1} u^{j}$. By induction, $p=\left(t^{n-1}, t^{n-2} u, \ldots, t u^{n-2}, u^{n-1}\right) \in \mathcal{V}\left(v_{i} v_{j+1}-v_{i+1} v_{j}\right)$ for all $i$ and $j$.

Now, $P_{2}$ is the kernel of the map $\mathbb{C}\left[v_{1}, \ldots, v_{n}\right] \rightarrow \mathbb{C}[t, u]$ that sends $v_{i}$ to $t^{n-i} u^{i-1}$, so $P_{2}$ is prime. Then $I_{\alpha}^{0}$ has primary decomposition $I_{\alpha}^{0}=P_{1} \cap P_{2}$, with $P_{i}$ prime, $P_{1}^{\sigma}=P_{1}$, and we claim that $P_{2}$ is also $\sigma$-invariant. First we note that $P_{2}^{\sigma}$ is an ideal in $S$. In fact, since $P_{2}$ is a prime ideal, $P_{2}^{\sigma}$ is also prime. Then we have

$$
\begin{aligned}
I_{\alpha}^{0} & =\left(I_{\alpha}^{0}\right)^{\sigma} \\
& =\left(P_{1} \cap P_{2}\right)^{\sigma} \\
& =P_{1}^{\sigma} \cap P_{2}^{\sigma} \\
& =P_{1} \cap P_{2}^{\sigma} .
\end{aligned}
$$

But $I_{\alpha}^{0}=P_{1} \cap P_{2}$, so by the uniqueness part of primary decomposition, [4], we must have $P_{2}^{\sigma}=P_{2}$.

For $i=2, \ldots n-2$, and $j=i+1, \ldots, n-1$, let $H_{\alpha}^{i j}=v_{i} v_{j+1}-v_{i+1} v_{j}$, and define $h_{\alpha}^{i j} \in B$ by $\left(h_{\alpha}^{i j}\right)^{0}=H_{\alpha}^{i j}$. Set

$$
P_{\alpha}=\left\langle f_{\alpha}^{1}, \ldots, f_{\alpha}^{n-2}, h_{\alpha}^{i j}, i=2, \ldots, n, j=i+2, \ldots, n\right\rangle
$$

so

$$
P_{\alpha}^{0}=P_{2}=\left(G_{\alpha}^{1}, \ldots, G_{\alpha}^{n-2}, H_{\alpha}^{i j}, i=2, \ldots, n, j=i+2, \ldots, n\right) .
$$

Then

$$
B / P_{\alpha} \cong\left[S /\left(P_{\alpha}^{0}\right)\right]^{\sigma}
$$

is a twist of the algebra

$$
S /\left(P_{\alpha}^{0}\right) \cong \mathbb{C}\left[t^{n-1}, u t^{n-2}, \ldots, u^{n-2} t, u^{n-1}\right]
$$

so $P_{\alpha}$ is prime.
For $f=f\left(y_{1}, \ldots, y_{n-k}\right) \in B^{n-k} \subset B^{n}$, define $\mathscr{S}_{k} f$ to be $f\left(y_{k+1}, \ldots, y_{n}\right)$. We want to show:

Theorem III.1.6. If $P$ is a primitive ideal in $B^{n}$ that does not contain $y_{1}$, then $P=P_{\alpha}$ for some $\alpha \in \mathbb{C}^{n-2}$. By induction, the primitive ideals in $B^{n}$ are

$$
\begin{aligned}
& \left\langle y_{1}, \ldots, y_{n-1}, y_{n}-\lambda\right\rangle, \lambda \in \mathbb{C} ; \\
& \left\langle y_{1}, \ldots, y_{n-2}\right\rangle ; \text { and } \\
& \begin{aligned}
\left\langle y_{1}, \ldots, y_{k}, \mathscr{S}_{k} f_{\alpha}^{1}, \ldots, \mathscr{S}_{k} f_{\alpha}^{n-k-2}, \mathscr{S}_{k} h_{\alpha}^{i j} \mid i=2, \ldots, n-k-2, j=i+2, \ldots, n-k\right\rangle
\end{aligned} \\
& \qquad k=0,1, \ldots, n-3 ; \alpha \in \mathbb{C}^{n-k-2} .
\end{aligned}
$$

In the next section we establish some preliminary results, and then complete the proof of Theorem III.1.6.

## III.2. Formulas

Let $\varphi=\operatorname{ad}\left(y_{1}\right) \in \operatorname{Aut}(B)$. Let $f \in B_{d}$ and $F=f^{0} \in S$. Then $[\varphi(f)]^{0}=$ $x_{1} F^{\sigma}-F x_{1}^{\sigma^{d}}=x_{1}\left(F^{\sigma}-F\right)$, so $\varphi(f)=0$ if and only if $f$ is $\sigma$-invariant. We have the following formulas.

## Lemma III.2.1.

(i) $\varphi\left(y_{d}\right)=y_{d-1} y_{1}$.
(ii) $\varphi^{d-1}\left(y_{d}\right)=y_{1}^{d}$.
(iii) If $f \in \mathcal{B}_{d}$ is $\sigma$-invariant and $F=f^{0}$, then $\left[f, y_{2}\right]=d y_{1} f$. In particular, $\left[y_{1}^{d}, y_{2}\right]=$ $d y_{1}^{d+1}$.
(iv) $\varphi^{N}(f g)=\sum_{j=0}^{N}\binom{N}{j} \varphi^{j}(f) \varphi^{N-j}(g)$.

Proof. (i) $\left(\varphi\left(y_{d}\right)\right)^{0}=\left(y_{1} y_{d}-y_{d} y_{1}\right)^{0}=x_{1} x_{d}^{\sigma}-x_{d} x_{1}^{\sigma}=x_{1}\left(x_{d}+x_{d-1}\right)-x_{d} x_{1}=x_{1} x_{d-1}=$ $\left(y_{a-1} y_{1}\right)^{0}$ (ii) Induct. If $\varphi^{d-1}\left(y_{d}\right)=y_{1}^{d}$, then $\varphi^{d}\left(y_{d+1}\right)=\varphi^{d-1}\left(\varphi_{( }\left(y_{d+1}\right)\right)=\varphi^{d-1}\left(y_{d} y_{1}\right)=$ $\varphi^{d-1}\left(y_{d}\right) y_{1}=y_{1}^{d+1}$. (iii) $\left[f, y_{2}\right]^{0}=F\left(x_{2}^{\sigma^{d}}\right)-x_{2} F^{\sigma}=F\left(x_{2}+d x_{1}\right)-x_{2} F^{\sigma}=d x_{1} F=$ $\left(d y_{1} f\right)^{0}$. (iv) This is the product rule for derivations.

## III.2.2. Notes.

1. Lemma III.2.1(ii) implies that $\varphi^{d}\left(y_{d}\right)=0$, so (iv) implies that for each $f \in B$ there exists $N$ such that $\varphi^{N}(f)=0$.
2. If $P$ is an ideal containing $a=\lambda_{0}+\sum_{i=1}^{t} \lambda_{i} y_{i}, \lambda_{t} \neq 0$, then Lemma III.2.1(ii) implies that $P$ contains $\varphi^{t-1}(a)=y_{1}^{t}$. Thus if $P$ is a prime ideal, and $P$ contains a linear element, then $P$ contains $y_{1}$.
3. If $I$ is a $\sigma$-invariant ideal in $B$ and $g \in B$, we will say that $g$ is $\sigma$-invariant modulo $I$ if $\left(g^{0}\right)^{\sigma}-g^{0} \in I^{0}$. We can use the argument used in the proof of Lemma III.2.1(iii) to show that if $f \in B_{j}$ is $\sigma$-invariant modulo $I$, with $F=f^{0}$, then $\left[f, y_{2}\right] \equiv j y_{1} f$ modulo $I$.

Lemma III.2.3. Let $I$ and $P$ be prime ideals in $B$, such that $I \varsubsetneqq P, I^{0}$ is $\sigma$ invariant, and $y_{1} \notin P$. Then $P$ contains an element that is nonzero, homogeneous, irreducible, and $\sigma$-invariant modulo $I$.

Proof. Let $g \in P \backslash I$. Choose $N$ minimal with $\varphi^{N}(g) \in I$, and set $f=\varphi^{N-1}(g)$. Then $\varphi(f)^{0}=x_{1}\left[\left(f^{0}\right)^{\sigma}-f^{0}\right] \in I^{0}$, with $x_{1} \notin I^{0}$ so $f$ is $\sigma$-invariant modulo $I$. Write $f=\sum_{i=0}^{d} f_{i}$ with $f_{i}$ homogeneous of degree $i$. Each $f_{i}$ is $\sigma$-invariant modulo $I$, so by III.2.2.3, $\left[f, y_{2}\right]-\sum_{i=0}^{d} i f_{i} y_{1} \in I$. Then $d f y_{1}-\left[f, y_{2}\right] \in P$ with

$$
\begin{aligned}
d f y_{1}-\left[f, y_{2}\right] & \equiv d f y_{1}-\sum_{i=0}^{d} i f_{i} y_{1} \text { modulo } I \\
& \equiv \sum_{i=0}^{d-1}(d-i) f_{i} y_{1} \text { modulo } I
\end{aligned}
$$

By induction on $d$, we may assume that $f$ is homogeneous. Finally, suppose $f^{0}=$ $F_{1} F_{2} \cdots F_{t}$, with $F_{i}$ irreducible. Since $\left(f^{0}\right)^{\sigma}=f^{0}, \sigma$ permutes $\left\{F_{1}, \ldots, F_{t}\right\}$, so there
exists $s$ so that $F_{i}^{\sigma^{s}}=F_{i}$ for each $i$. But $\sigma$ is a unipotent automorphism of each of the vector spaces $S_{j}$, so we must have $F_{i}^{\sigma}=F_{i}$.

Theorem III.2.4. Every prime ideal in $B$ that does not contain $y_{1}$ is of the form $\left\langle g_{1}, g_{2}, \ldots, g_{t}\right\rangle$, where $g_{1}, g_{2}, \ldots, g_{t}$ is a regular sequence with $g_{i}$ homogeneous irreducible and $\sigma$-invariant modulo $\left\langle g_{1}, \ldots g_{i-1}\right\rangle$.

Proof. Let $P$ be a primitive ideal. The ring $B$ is prime Noetherian, so by Lemma III.2.3 it suffices to show that if $I$ is a prime ideal in $P$, and $g$ is nonzero, homogeneous, irreducible, and $\sigma$-invariant element modulo $I$, then $g$ is regular, and the ideal $I+\langle g\rangle$ is prime. These follow from Notes II.1.3.

## III.3. Primitive Ideals

Lemma III.3.1. Every primitive ideal that does not contain $y_{1}$ contains $I_{\alpha}$ for some $\alpha \in \mathbb{C}^{n-2}$.

Proof. Let $P$ be primitive, with $y_{1} \notin P$ and let $\alpha, \beta \in \mathbb{C}^{n-2}$ with $\alpha_{1} \neq \beta_{1}$. We want to find $\gamma$ so that $f_{\gamma}^{1} \in P$, so assume $f_{\alpha}^{1}, f_{\beta}^{1} \notin P$. The elements $f_{\alpha}^{1}$ and $f_{\beta}^{1}$ are regular and normal in $B$, hence regular and normal modulo the prime ideal $P$, (Note II.1.3.2). By Remark II.1.2, $f_{\alpha}^{1}$ and $f_{\beta}^{1}$ determine the same automorphism of $B / P$. Then by Remark II.1.7 there exists $c \in \mathbb{C}$ so that $f_{\alpha}^{1}-c f_{\beta}^{1} \in P$. But $f_{\alpha}^{1}-c f_{\beta}^{1}=$ $\alpha_{1} y_{1}^{2}+2 y_{1} y_{3}-y_{2}^{2}-c \beta_{1} y_{1}^{2}-2 c y_{1} y_{3}-c y_{2}^{2}=\left(\alpha_{1}-c \beta_{1}\right) y_{1}^{2}+2(1-c) y_{1} y_{3}-(1-c) y_{2}^{2}$. If
$c=1$, then since $\alpha_{1} \neq \beta_{1}, P$ contains $y_{1}^{2}$ which would imply that $y_{1} \in P$. Thus $c \neq 1$, and $P$ contains $f_{\gamma}^{1}$ for every $\gamma \in \mathbb{C}^{n-2}$ with $\gamma_{1}=\frac{\alpha_{1}-c \beta_{1}}{1-c}$. Assume we have $\gamma_{1}, \ldots, \gamma_{j}$, such that if $\zeta \in \mathbb{C}^{n-2}$ with $\zeta_{i}=\gamma_{i}$, for $i=1, \ldots j$, then $f_{\zeta}^{i} \in P$ for each $i=1, \ldots, j$. Let $\alpha=\left(\gamma_{1}, \ldots, \gamma_{j}, \alpha_{j+1}, \ldots, \alpha_{n-2}\right)$, and $\beta=\left(\gamma_{1}, \ldots, \gamma_{j}, \beta_{j+1}, \ldots, \beta_{n-2}\right)$, with $\alpha_{j+1} \neq$ $\beta_{j+1}$, and assume $f_{\alpha}^{j+1}, f_{\beta}^{j+1} \notin P . f_{\alpha}^{j+1}$ and $f_{\beta}^{j+1}$ are $\sigma$-invariant modulo $P$, hence regular and normal modulo $P$. As above, there exists $b \neq 1$ so that $f_{\alpha}^{j+1}-b f_{\beta}^{j+1} \in P$. Set $\gamma_{j+1}=\frac{\alpha_{j+1}-b \beta_{j+1}}{1-b}$, so $f_{\gamma}^{j+1} \in P$. By induction, we can thus construct $\gamma$ so that $I_{\gamma} \subseteq P$.

We are now ready to prove Theorem III.1. 6
Proof of Theorem III.1.6. Let $P$ be primitive in $B$, and assume $y_{1} \notin P$. By Lemma III.3.1, $P$ contains $I_{\alpha}$ for some $\alpha$, so by Lemma III.2.3, $P=\left\langle I_{\alpha}, q_{1}, \ldots, q_{s}\right\rangle$, with $q_{i}$ homogeneous, $\sigma$-invariant and irreducible modulo $\left\langle I_{\alpha}, q_{1}, \ldots, q_{i-1}\right\rangle$. Thus $P$ corresponds to a prime ideal $P^{0}$ in $S$ containing

$$
\left(G_{\alpha}^{1}, \ldots, G_{\alpha}^{n-2}\right)=\left(v_{1}, v_{2}\right) \cap\left(v_{i} v_{j+1}-v_{i+1} v_{j}, i, j=1, \ldots, n-1\right)
$$

Then $P^{0}$ contains either $\left(v_{1}, v_{2}\right)$ or $P_{\alpha}^{0}=\left(v_{i} v_{j+1}-v_{i+1} v_{j}, i, j=1, \ldots, n-1\right)$ but since $y_{1} \notin P$, we must have $P_{\alpha}^{0} \subseteq P^{0}$. Now $P_{\alpha}^{0}$ is coheight two, so if $P^{0} \neq P_{\alpha}^{0}$, then $P^{0}$ is coheight one or zero. In either case, $P^{0}$ contains a linear polynomial. But then by Note III.2.2.2, $P^{0}$ contains $x_{1}$, contradicting that $y_{1} \notin P$. We have then shown that the primitive ideals in $B$ that do not contain $y_{1}$ are of the form

$$
P_{\alpha}=\left\langle f_{\alpha}^{1}, \ldots, f_{\alpha}^{n-2}, h_{\alpha}^{i j}, i=2, \ldots, n, j=i+2, \ldots, n\right\rangle
$$

Now suppose $P$ is primitive, and $P$ contains $y_{1}, \ldots, y_{k}$, but $y_{k+1} \notin P$. Then $P$ corresponds to a primitive ideal $\bar{P}$ in $B /\left\langle y_{1}, \ldots, y_{k}\right\rangle \cong B^{n-k}$. Under this isomorphism, image of $y_{k+1}$ is $y_{1}$, so $P$ corresponds to a primitive ideal in $B^{n-k}$ that does not contain $y_{1}$. By the above, the image of $P$ in $B^{n-k}$ is $P_{\alpha}$ for some $\alpha$. Since the preimage of $f \in B^{n-k}$ is $\mathscr{F}_{k} f$, we have
$P=\left\langle y_{1}, \ldots, y_{k}, \mathscr{S}_{k} f_{\alpha}^{1}, \ldots, \mathscr{S}_{k} f_{\alpha}^{n-k-2}, \mathscr{S}_{k} h_{\alpha}^{i j}, i=2, \ldots, n-k-2, j=i+2, \ldots, n-k\right\rangle$.

## CHAPTER IV

## THE POISSON MANIFOLD

Here we describe the Poisson manifold associated to the twisted algebra $B^{n}$.

## IV.1. The Poisson Bracket

Let $R=\mathbb{C}[h]$. Grade the polynomial ring $R\left[x_{1}, \ldots, x_{n}\right]$ by $\operatorname{deg}\left(x_{i}\right)=1$, and $\operatorname{deg}(h)=0$. Let $A=R\left[x_{1}, \ldots, x_{n}\right]^{\sigma_{h}}$, where $\sigma_{h}$ is given on degree one elements in coordinates $x_{1}, \ldots, x_{n}$, by right multiplication by

$$
\sigma_{h}=\left(\begin{array}{ccccc}
1 & h & & & \\
& 1 & h & & \\
& & \ddots & \ddots & \\
& & & 1 & h \\
& & & & 1
\end{array}\right)
$$

Each element $f \in A$ corresponds to a unique polynomial $f^{+} \in \mathbb{C}\left[h, x_{1}, \ldots, x_{n}\right]$. Evaluating $f^{+}$at $h=0$ gives a polynomial in $S$. The map from $A$ to $S$ that takes $f$ to $f^{+}\left(0, x_{1}, \ldots, x_{n}\right)$ is a ring epimorphism, whose kernel is $\langle h\rangle$, so $A /\langle h\rangle \cong S$. Similarly, the map from $A$ to $B$ that takes $f$ to the unique element $\widetilde{f} \in B$ with $f^{+}\left(1, x_{1}, \ldots, x_{n}\right)=\left(\widetilde{f}^{0}\right.$, is an epimorphism with kernel $\langle h-1\rangle$, so $A /\langle h-1\rangle \cong B^{n}$. The Drinfel'd Poisson bracket (II.2.2) on $S$ is given by

$$
\left\{x_{i}, x_{j}\right\}=\frac{x_{i} * x_{j}-x_{j} * x_{i}}{h} \quad \bmod \langle h\rangle
$$

where $*$ is multiplication in $A$. Again, using the convention that $x_{0}=0$, we have

$$
\begin{aligned}
\left\{x_{i}, x_{j}\right\} & =\frac{x_{i} x_{j}+h x_{i} x_{j-1}-x_{j} x_{i}-h x_{j} x_{i-1}}{h} \bmod \langle h\rangle \\
& =x_{i} x_{j-1}-x_{j} x_{i-1} \bmod \langle h\rangle
\end{aligned}
$$

This yields the following formulas:

$$
\begin{aligned}
& \left\{x_{1}, x_{j}\right\}=x_{1} x_{j-1}, j>1 \\
& \left\{x_{i}, x_{j}\right\}=x_{i} x_{j-1}-x_{i-1} x_{j}, \quad i, j>1
\end{aligned}
$$

We define differential operators $\omega=\sum_{j=2}^{n} x_{j-1} \frac{\partial}{\partial x_{j}}$, and $\theta=\sum_{j=1}^{n} x_{j} \frac{\partial}{\partial x_{j}}$, and observe that

$$
\left\{x_{i},-\right\}=x_{i} \omega-x_{i-1} \theta .
$$

Note that for homogeneous $f \in S_{j}, \theta f=j f$. It follows that if $I$ is a homogeneous ideal of $S$, with $\omega I \subseteq I$, then $I$ is Poisson. In particular, the ideal $\left(x_{1}\right)$ in $S$ is Poisson, and the variety of $x_{1}, \mathcal{V}\left(x_{1}\right)$, is a Poisson submanifold of $\left(\mathbb{A}^{n}, S,\{\},\right)$ which is isomorphic to ( $\mathbb{A}^{n-1}, S^{n-1},\{$,$\} ). This means that as in the analysis of the primitive$ ideal structure, we can concentrate on describing the symplectic leaves that are not contained in $\mathcal{V}\left(x_{1}\right)$.
IV.1.1. Example. Let $n=2$, so $S=\mathbb{C}\left[x_{1}, x_{2}\right]$. The Poisson bracket is given by $\left\{x_{1}, x_{2}\right\}=x_{1}^{2}$. A 0-dimensional symplectic leaf is the variety of a maximal ideal $\boldsymbol{m}$, with $\{\mathfrak{m}, S\} \subset \mathfrak{m}$. These are the ideals $\left(x_{1}, x_{2}-\gamma\right), \gamma \in \mathbb{C}$. The form determined by $\{$,$\} has rank 2$ at each $p \in \mathbb{A}^{2} \backslash \mathcal{V}\left(x_{1}\right)$. It follows that the symplectic leaves are the points $\{(0, \gamma)\}, \gamma \in \mathbb{C}$ and the 2-dimensional leaf $\mathbb{A}^{2} \backslash \mathcal{V}\left(x_{1}\right)$.
IV.1.2. Construction. Let $n>2$. For each $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n-2}\right) \in \mathbb{C}^{n-2}$, let

$$
F_{\alpha}^{j}=\left[\sum_{i=1}^{j} \alpha_{j-i+1} x_{1} x_{i}\right]+(j+1) x_{1} x_{j+2}-x_{2} x_{j+1}
$$

and let $Q_{\alpha}$ be the ideal $\left(F_{\alpha}^{1}, \ldots, F_{\alpha}^{n-2}\right)$. We have

$$
\begin{aligned}
\omega F_{\alpha}^{1} & =\omega\left(\alpha_{1} x_{1}^{2}+2 x_{1} x_{3}-x_{2}^{2}\right) \\
& =2 x_{1} x_{2}-2 x_{1} x_{2} \\
& =0
\end{aligned}
$$

For $j>1$,

$$
\begin{aligned}
\omega\left(F_{\alpha}^{j}\right) & =\left[\sum_{i=1}^{j} \alpha_{j-i+1} x_{1} \omega\left(x_{i}\right)\right]+(j+1) x_{1} \omega\left(x_{j+2}\right)-\omega\left(x_{2}\right) x_{j+1}-x_{2} \omega\left(x_{j+1}\right) \\
& =\left[\sum_{i=2}^{j} \alpha_{j-i+1} x_{1} x_{i-1}\right]+(j+1) x_{1} x_{j+1}-x_{1} x_{j+1}-x_{2} x_{j} \\
& =\left[\sum_{i=1}^{j-1} \alpha_{j-i} x_{1} x_{i}\right]+j x_{1} x_{j+1}-x_{2} x_{j} \\
& =F_{\alpha}^{j-1}
\end{aligned}
$$

Thus each $Q_{\alpha}$ is a Poisson ideal. Furthermore, for $p=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{A}^{n} \backslash \mathcal{V}\left(x_{1}\right)$ there is a unique $\alpha$ so that $p \in \mathcal{V}\left(Q_{\alpha}\right)$ : indeed, set

$$
\begin{aligned}
& \alpha_{1}=\frac{-2 p_{1} p_{3}+p_{2}^{2}}{p_{1}^{2}}, \text { and } \\
& \alpha_{j}=\frac{-\sum_{i=1}^{j-1} \alpha_{j-i} p_{1} p_{i+1}-(j+1) p_{1} p_{j+2}+p_{2} p_{j+1}}{p_{1}^{2}}, j>1 .
\end{aligned}
$$

Since $F_{\alpha}^{j}=\alpha_{j} x_{1}^{2}+\left[\sum_{i=2}^{j} \alpha_{j-i+1} x_{1} x_{i+1}\right]+(j+1) x_{1} x_{j+2}-x_{2} x_{j+1}, \alpha=\left(\alpha_{1}, \ldots, \alpha_{n-2}\right)$ is the unique element of $\mathbb{C}^{n-2}$ with $p \in \mathcal{V}\left(Q_{\alpha}\right)$. We will show that each symplectic leaf for $\{$,$\} , that is not contained in \mathcal{V}\left(x_{1}\right)$, is an open subvariety of $\mathcal{V}\left(Q_{\alpha}\right)$ for some $\alpha$.

## IV.2. Symplectic Leaves

Let $V_{\alpha}=\mathcal{V}\left(Q_{\alpha}\right) \backslash \mathcal{V}\left(x_{1}\right)$. Then $\mathbb{A}^{n} \backslash \mathcal{V}\left(x_{1}\right)$ is the disjoint union of $V_{\alpha}, \alpha \in \mathbb{C}^{n-2}$. For $f=f\left(x_{1}, \ldots, x_{n-k}\right) \in S^{n-k} \subset S^{n}$, let $\mathscr{F}_{k} f=f\left(x_{k+1}, x_{k+2}, \ldots, x_{n}\right)$. Then for each $\alpha \in \mathbb{C}^{n-k-2}$, let $\mathscr{S}_{k} Q_{\alpha}=\left(x_{1}, \ldots, x_{k}, \mathscr{S}_{k} F_{\alpha}^{1}, \ldots, \mathscr{S}_{k} F_{\alpha}^{n-2}\right)$, and let $\mathscr{S}_{k} V_{\alpha}=$ $\mathcal{V}\left(\mathscr{S}_{k} Q_{\alpha}\right) \backslash \mathcal{V}\left(x_{1}, \ldots x_{n-1}\right)$. We want to show:

Proposition IV.2.1. The symplectic foliation of $\mathbb{A}^{n}$ associated to $\{$,$\} consists of$ the O-dimensional leaves $\{(0, \ldots, 0, \gamma)\}, \gamma \in \mathbb{C}$, and the two dimensional leaves $\mathcal{V}\left(x_{1}, \ldots, x_{n-2}\right)$ and $\mathscr{S}_{k} V_{\alpha}=\mathcal{V}\left(x_{1}, \ldots, x_{k}, \mathscr{S}_{k} F_{\alpha}^{1}, \ldots, \mathscr{S}_{k} F_{\alpha}^{n-k-2}\right) \backslash \mathcal{V}\left(x_{1}, \ldots, x_{n-1}\right)$, $k=0,1, \ldots, n-3, \alpha \in \mathbb{C}^{n-k-2}$.

As an immediate corollary, we have

Corollary IV.2.2. There is a one to one correspondence between primitive ideals in the twisted algebra $B=S^{\sigma}$ and the symplectic leaves for the Poisson structure induced $b y \sigma$.

To prove Proposition IV.2.1 inductively, it suffices to show that the symplectic leaves for $\{$,$\} that are not contained in \mathcal{V}\left(x_{1}\right)$ are the varieties $V_{\alpha}=\mathcal{V}\left(F_{\alpha}^{l}, \ldots, F_{\alpha}^{n-2}\right) \backslash$ $\mathcal{V}\left(x_{1}, \ldots, x_{n-1}\right), \alpha \in \mathbb{C}^{n-2}$. We start by showing that each $V_{\alpha}$ is an irreducible 2dimensional variety.

Lemma IV.2.3. For each $\alpha$, there is a change of coordinates so that

$$
V_{\alpha}=\left\{\left(t^{n-1}, t^{n-2} u, \ldots, t u^{n-2}, u^{n-1}\right) \mid t, u \in \mathbb{C}, t \neq 0\right\}
$$

Proof. Let $v_{1}=x_{1}, v_{2}=x_{2}$, and $v_{3}=\alpha_{1} x_{1}+2 x_{3}$. Then $F_{\alpha}^{1}=v_{1} v_{3}-v_{2}^{2}$. Assume that for for $k=3, \ldots, d+2$, we have defined $v_{j}=\sum_{i=1}^{j} c_{j i} x_{i}, c_{j i} \in \mathbb{C}, c_{j j} \neq 0$ so that the ideal $\left(F_{\alpha}^{1}, \ldots, F_{\alpha}^{d}\right)$ is equal to the ideal $\left(v_{1} v_{j}-v_{2} v_{j-1}, j=3, \ldots, d+2\right)$. Note that this means that for each $i$, there exist $e_{i j}$ so that $x_{i}=\sum_{j=1}^{i} e_{i j} v_{j}$. We have

$$
\begin{aligned}
F_{\alpha}^{d+1} & =\left(\sum_{i=1}^{d+1} \alpha_{d-i+2} x_{1} x_{i}\right)+(d+2) x_{1} x_{d+3}-x_{2} x_{d+2} \\
& =v_{1}\left[\left(\sum_{i=1}^{d+1} \alpha_{d-i+2} x_{i}\right)+(d+2) x_{d+3}\right]-v_{2} \sum_{j=1}^{d+2} e_{d+2, j} v_{j} \\
& =v_{1}\left[\left(\sum_{i=1}^{d+1} \alpha_{d-i+2} x_{i}\right)+(d+2) x_{d+3}\right]-\sum_{j=1}^{d+2} e_{d+2, j} v_{2} v_{j}
\end{aligned}
$$

Then

$$
\begin{aligned}
F_{\alpha}^{d+1}= & \sum_{j=1}^{d+1} e_{d+2, j}\left(v_{1} v_{j-1}-v_{2} v_{j}\right) \\
= & v_{1}\left[\left(\sum_{i=1}^{d+1} \alpha_{d-i+2} x_{i}\right)+(d+2) x_{d+3}\right] \\
& -\left[\sum_{j=1}^{d+1} e_{d+2, j} v_{1} v_{j-1}\right]-e_{d+2, d+2} v_{2} v_{d+2} \\
= & v_{1}\left[\left(\sum_{i=1}^{d+1} \alpha_{d-i+2} x_{i}\right)+(d+2) x_{d+3}\right] \\
& \quad-\sum_{j=1}^{d+2} e_{d+2, j} v_{1}\left(\sum_{i=1}^{j-1} c_{j-1, i} x_{i}\right)-e_{d+2, d+2} v_{2} v_{d+2} \\
= & v_{1}\left[\left(\sum_{i=1}^{d+1} \alpha_{d-i+2} x_{i}\right)+(d+2) x_{d+3}\right. \\
& \left.-\sum_{j=1}^{d+2} \sum_{i=1}^{j-1} e_{d+2, j} c_{j-1, i} x_{i}\right]-e_{d+2, d+2} v_{2} v_{d+2}
\end{aligned}
$$

Set $v_{d+3}=\frac{1}{e_{d+2, d+2}}\left[\left(\sum_{i=1}^{d+1} \alpha_{d-i+2} x_{i}\right)+(d+2) x_{d+3}-\sum_{j=1}^{d+2} \sum_{i=1}^{j-1} e_{d+2, j} c_{j-1, i} x_{i}\right]$, so

$$
\begin{gathered}
F_{\alpha}^{d+1}=e_{d+2, d+2}\left(v_{1} v_{d+3}-v_{2} v_{d+2}\right)+\sum_{j=1}^{d+1} e_{d+2, j}\left(v_{1} v_{j-1}-v_{2} v_{j}\right) . \text { By induction, } \\
Q_{\alpha}=\left(v_{1} v_{i}-v_{2} v_{i \sim 1}, i=3, \ldots, n\right) \\
=\left(v_{1}, v_{2}\right) \cap\left(v_{i} v_{j}-v_{i+1} v_{j-1} \mid i+1<j\right)
\end{gathered}
$$

The variety of $Q_{\alpha}$, with respect to coordinates $\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ is

$$
\mathcal{V}\left(Q_{\alpha}\right)=\mathcal{V}\left(v_{1}, v_{2}\right) \cup\left\{\left(t^{n-1}, t^{n-2} u, \ldots, t u^{n-2}, u^{n-1}\right) \mid t, u \in \mathbb{C}\right\}
$$

so that $V_{\alpha}=\left\{\left(t^{n-1}, t^{n-2} u, \ldots, t u^{n-2}, u^{n-1}\right) \mid t, u \in \mathbb{C}, t \neq 0\right\}$.

We have shown that $\mathbb{A}^{n} \backslash \mathcal{V}\left(x_{1}\right)$ is a disjoint union of the 2-dimensional submanifolds $V_{\alpha}$. To show that $V_{\alpha}$ are symplectic leaves, it remains to check that the form determined by $\{$,$\} has rank 2$ on each $V_{\alpha}$.

Consider the matrix $m=\left(\left\{x_{i}, x_{j}\right\}\right)$ :

$$
\left(\begin{array}{cccccc}
0 & x_{1}^{2} & x_{1} x_{2} & & \cdots & x_{1} x_{n-1} \\
-x_{1}^{2} & 0 & x_{2}^{2}-x_{1} x_{3} & & \cdots & x_{2} x_{n-1}-x_{1} x_{n} \\
-x_{1} x_{2} & -x_{2}^{2}+x_{1} x_{3} & 0 & & \cdots & x_{3} x_{n-1}-x_{2} x_{n} \\
\vdots & & & \ddots & & \vdots \\
-x_{1} x_{n-2} & & \cdots & & 0 & x_{n-1}^{2}-x_{n-2} x_{n} \\
-x_{1} x_{n-1} & & \cdots & & -x_{n-1}^{2}+x_{n-2} & 0
\end{array}\right)
$$

This matrix has rank 0 if and only if $x_{i}=0$, for $i=1, \ldots, n-1$, and it follows that the 0 -dimensional leaves are the points of the form $(0, \ldots, 0, \gamma)$. Furthermore,

$$
m=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right)\left(0, x_{1}, x_{2}, \ldots, x_{n-1}\right)-\left(\begin{array}{c}
0 \\
x_{1} \\
\vdots \\
x_{n-1}
\end{array}\right)\left(x_{1}, \ldots, x_{n}\right)
$$

At the points not of the form $(0, \ldots, 0, \gamma)$, we see that $m$ is a sum of rank 1 matrices, so has rank at most 2. Since the form is skew symmetric it must have even rank, 2. This completes the proof of Proposition IV.2.1.

## CHAPTER V

## ALGEBRAIC GROUP

## V.1. Orbits in $\mathbb{A}^{n}$

In this section we will show that the symplectic leaves are the orbits of an algebraic subgroup of $G L_{n}(\mathbb{C})$. Let

$$
N=\left(\begin{array}{ccccc}
0 & 1 & & & 0 \\
& 0 & 1 & & \\
& & \ddots & \ddots & \\
& & & 0 & 1 \\
0 & & & & 0
\end{array}\right) \in M_{n}(\mathbb{C})
$$

and let $G$ be the regular solvable subgroup of $G L_{n}(\mathbb{C})$ given by

$$
G=\left\{M(u, t)=u e^{t N} \mid u \in \mathbb{C}^{\times}, t \in \mathbb{C}\right\}
$$

Then $G$ acts by right multiplication on $\mathbb{A}^{n}$. It is easily seen that $G$ acts transitively on the set $C$ of 0 -dimensional leaves: $C=\{(0, \ldots, 0, \gamma) \mid \gamma \in \mathbb{C}\}$. We want to show:

Proposition V.1.1. The orbits in $\mathbb{A}^{n}$ of $G$ are the two dimensional symplectic leaves and $C$.
V.1.2. Example. Let $n=2$, so that

$$
G=\left\{\left.\left(\begin{array}{cc}
u & u t \\
0 & u
\end{array}\right) \right\rvert\, u \in \mathbb{C}^{\times}, t \in \mathbb{C}\right\} .
$$

Then the orbits of $G$ are $\mathbb{A}^{2} \backslash \mathcal{V}\left(x_{1}\right)$, and $\mathcal{V}\left(x_{1}\right)$ which are the the two-dimensional leaf and the union of the zero-dimensional leaves, respectively.

Proof of Proposition V.1.1. It suffices to prove that $G$ acts transitively on each of the symplectic leaves not contained in $\mathcal{V}\left(x_{1}\right)$. Recall that these leaves are $V_{\alpha}=$ $\mathcal{V}\left(F_{\alpha}^{1}, \ldots, F_{\alpha}^{n-1}\right) \backslash \mathcal{V}\left(x_{1}\right)$, where $F_{\alpha}^{j}=\sum_{i=1}^{j} \alpha_{j-i+1} x_{1} x_{i}+(j+1) x_{1} x_{j+2}-x_{2} x_{j+1}$. Let $p=\left(p_{1}, p_{2}, \ldots, p_{n}\right) \in V_{\alpha}$, and $M=M(u, t) \in G$.

$$
\begin{aligned}
M=M(u, t) & =u e^{t N} \\
& =u \sum_{i=0}^{n-1} \frac{1}{i!}(t N)^{i} \\
& =u \sum_{i=0}^{n-1} \frac{t^{i}}{i!}(N)^{i},
\end{aligned}
$$

and $p N^{i}=\left(0, \ldots, 0, p_{1}, \ldots, p_{n-i}\right)$. Then

$$
\begin{aligned}
p M & =u \sum_{i=0}^{n-1} \frac{t^{i}}{i!} p(N)^{i} \\
& =u \sum_{i=0}^{n-1} \frac{t^{i}}{i!}\left(0, \ldots, 0, p_{1}, \ldots, p_{n-i}\right)
\end{aligned}
$$

so the $i^{\text {th }}$ coordinate of $p M$ is $u \sum_{k=0}^{i-1} \frac{t^{k}}{k!} p_{i-k}$.
Evaluating $F_{\alpha}^{1}$ at $p M$ gives

$$
\begin{aligned}
F_{\alpha}^{1}(p M) & =\alpha_{1} u_{1}^{2} p_{1}^{2}+2 u p_{1}\left(\frac{1}{2} u t^{2} p_{1}+u t p_{2}+u p_{3}\right)-\left(u t p_{1}+u p_{2}\right)^{2} \\
& =u^{2}\left[\alpha_{1} p_{1}^{2}+2 p_{1}\left(\frac{1}{2} t^{2} p_{1}+t p_{2}+p_{3}\right)-\left(t p_{1}+p_{2}\right)^{2}\right] \\
& =u^{2}\left[\alpha_{1} p_{1}^{2}+2 p_{1} p_{3}-p_{2}^{2}\right] \\
& =0
\end{aligned}
$$

so $p M \in \mathcal{V}\left(F_{\alpha}^{1}\right)$. Assume that $p M \in \mathcal{V}\left(F_{\alpha}^{1}, \ldots, F_{\alpha}^{j-1}\right)$. Note that to check that $p M \in$ $\mathcal{V}\left(F_{\alpha}^{1}, \ldots, F_{\alpha}^{j}\right)$ it suffices to check that $b=p M(1, t) \in \mathcal{V}\left(F_{\alpha}^{1}, \ldots, F_{\alpha}^{j}\right)$. Evaluating $F_{\alpha}^{j}$
at, $b$ gives

$$
\begin{aligned}
& F_{\alpha}^{j}(b)=\sum_{i=1}^{j} \alpha_{j-i+1} p_{1} \sum_{k=0}^{i-1} \frac{t^{k}}{k!} p_{i-k}+(j+1) p_{1} \sum_{k=0}^{j+1} \frac{t^{k}}{k!} p_{j-k+2}-\left(t p_{1}+p_{2}\right) \sum_{k=0}^{j} \frac{t^{k}}{k!} p_{j-k+1} \\
& =\sum_{i=1}^{j} \sum_{k=0}^{i-1} \frac{t^{k}}{k!} \alpha_{j-i+1} p_{1} p_{i-k}+\sum_{k=0}^{j+1} \frac{t^{k}}{k!}(j+1) p_{1} p_{j-k+2}-\sum_{k=0}^{j} \frac{t^{k+1}}{k!} p_{1} p_{j-k+1} \\
& -\sum_{k=0}^{j} \frac{t^{k}}{k!} p_{2} p_{j-k+1} \\
& =\sum_{i=1}^{j} \sum_{k=0}^{i-1} \frac{t^{k}}{k!} \alpha_{j-i+1} p_{1} p_{i-k}+\sum_{k=0}^{j+1} \frac{t^{k}}{k!}(j+1) p_{1} p_{j-k+2}-\sum_{k=1}^{j+1} \frac{t^{k}}{(k-1)!} p_{1} p_{j-k+2} \\
& -\sum_{k=0}^{j} \frac{t^{k}}{k!} p_{2} p_{j-k+1} \\
& =\sum_{i=1}^{j} \sum_{k=0}^{i-1} \frac{t^{k}}{k!} \alpha_{j-i+1} p_{1} p_{i-k}+\sum_{k=0}^{j+1} \frac{t^{k}}{k!}(j+1) p_{1} p_{j-k+2}-\sum_{k=1}^{j+1} \frac{t^{k}}{k!} k p_{1} p_{j-k+2} \\
& -\sum_{k=0}^{j} \frac{t^{k}}{k!} p_{2} p_{j-k+1} \\
& =\sum_{i=1}^{j} \sum_{k=0}^{i-1} \frac{t^{k}}{k!} \alpha_{j-i+1} p_{1} p_{i-k}+\sum_{k=1}^{j+1} \frac{t^{k}}{k!}(j+1-k) p_{1} p_{j-k+2}+(j+1) p_{1} p_{j+2} \\
& -\sum_{k=0}^{j} \frac{t^{k}}{k!} p_{2} p_{j-k+1} \\
& =\sum_{i=0}^{j-1} \sum_{k=0}^{i} \frac{t^{k}}{k!} \alpha_{j-i} p_{1} p_{i-k+1}+\sum_{k=1}^{j+1} \frac{t^{k}}{k!}(j+1-k) p_{1} p_{j-k+2}+(j+1) p_{1} p_{j+2} \\
& -\sum_{k=0}^{j} \frac{t^{k}}{k!} p_{2} p_{j-k+1} \\
& =\sum_{i=1}^{j-1} \sum_{k=1}^{i} \frac{t^{k}}{k!} \alpha_{j-i} p_{1} p_{i-k+1}+\sum_{k=1}^{j-1} \frac{t^{k}}{k!}(j+1-k) p_{1} p_{j-k+2}+(j+1) p_{1} p_{j+2} \\
& -\sum_{k=1}^{j-1} \frac{t^{k}}{k!} p_{2} p_{j-k+1}+\sum_{i=0}^{j-1} \alpha_{j-i} p_{1} p_{i+1}+\frac{t^{j}}{j!} p_{1} p_{2}+(j+1) p_{1} p_{j+2} \\
& -\frac{t^{j}}{j!} p_{2} p_{1}-p_{2} p_{j+1} \\
& =\sum_{i=1}^{j-1} \sum_{k=1}^{i} \frac{t^{k}}{k!} \alpha_{j-i} p_{1} p_{i-k+1}+\sum_{k=1}^{j-1} \frac{t^{k}}{k!}(j+1-k) p_{1} p_{j-k+2}+(j+1) p_{1} p_{j+2},
\end{aligned}
$$

$$
\begin{gathered}
\text { since }\left(\sum_{i=0}^{j-1} \alpha_{j} p_{1} p_{i+1}\right)+(j+1) p_{1} p_{j+2}-p_{2} p_{j+1}=F_{\alpha}^{j}(p)=0 . \text { Now, } \\
\sum_{i=1}^{j-1} \sum_{k=1}^{i} \frac{t^{k}}{k!} \alpha_{j-i} p_{1} p_{i-k+1}=\sum_{k=1}^{j-1} \sum_{i=1}^{j-k} \frac{t^{k}}{k!} \alpha_{j-k} p_{\mathbf{l}} p_{i}
\end{gathered}
$$

so

$$
\begin{aligned}
F_{\alpha}^{j}(b) & =\sum_{k=1}^{j-1} \frac{t^{k}}{k!}\left[\left(\sum_{i=1}^{j-k} \alpha_{j-k} p_{1} p_{i}\right)+(j-k+1) p_{1} p_{j-k+2}-p_{2} p_{j-k+1}\right] \\
& =\sum_{k=1}^{j-1} \frac{t^{k}}{k!} F_{\alpha}^{j-k}(p) \\
& =0
\end{aligned}
$$

so $G$ acts on each $V_{\alpha}$. Now, suppose $q=\left(q_{1}, q_{2}, \ldots, q_{n}\right) \in V_{\alpha}$. We want to find $u$ and $t$ such that $p M(u, t)=q$. Set $u=\frac{q_{1}}{p_{1}}$, and $t=\frac{q_{2}}{q_{1}}-\frac{p_{2}}{p_{1}}$, and let $c=\left(c_{1}, \ldots, c_{n}\right)=$ $p M(u, t)$. We have $c_{1}=u p_{1}=q_{1}$, and

$$
\begin{aligned}
c_{2} & =u t p_{1}+u p_{2} \\
& =\frac{q_{1}}{p_{1}}\left(\frac{q_{2}}{q_{1}}-\frac{p_{2}}{p_{1}}\right) p_{1}+\left(\frac{q_{1}}{p_{1}}\right) p_{2} \\
& =q_{2}-\frac{q_{1} p_{2}}{p_{1}}+\frac{q_{1} p_{2}}{p_{1}} \\
& =q_{2} .
\end{aligned}
$$

Thus $p M(u, t)$ is an element of $V_{\alpha}$ whose first two coordinates are $q_{1}$ and $q_{2}$. Since each element of $V_{\alpha}$ is determined by its first two coordinates, $p M(u, t)$ must be $q$.

## V.2. Momentum Map

Let $(M, \Omega)$ be a symplectic manifold.

For each $f \in C^{\infty}(M, \mathbb{C})$, there is a differentiable vector field $X_{f}$ on $M$ such that for all $g \in C^{\infty}(M, \mathbb{C})$

$$
X_{f}(g)=\{f, g\}
$$

The vector field $X_{f}$ is called the Hamiltonian vector field associated with $f$, or admitting $f$ as a Hamiltonian. Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$, and let $\Phi$ be a right action of $G$ on $M$

$$
\Phi(x, g)=\Phi_{g}(x)=x . g, x \in M, g \in G
$$

The action of $G$ is symplectic if $G$ acts by symplectomorphisms, that is, for each $g \in G$,

$$
\Phi_{g}^{*} \Omega=\Omega .
$$

For $X \in G$, the fundamental vector field associated with $X$ is the vector field $X_{M}$ on $M$ defined by

$$
X_{M}(x)=\left.\frac{d}{d s}(x \cdot \exp (-s X))\right|_{s=0}
$$

A symplectic action $\Phi$ of a Lie group $G$ on $M$ is Hamiltonian if and only if there exists a differentiable map $J: M \rightarrow \mathfrak{g}^{*}$ such that for every $X \in \mathfrak{g}$, the associated fundamental vector field $X_{M}$ admits the function $J_{X}$

$$
J_{X}(x)=\langle J(x), X\rangle, x \in M
$$

as a Hamiltonian, [8]. Such a map $J: M \rightarrow \mathfrak{g}^{*}$ is called a momentum map of the

## Hamiltonian action $\Phi$.

V.2.1. Example. Consider the Poisson manifold $\left(A^{3},\{\},\right)$ determined by the twist

$$
B^{3}=\mathbb{C}\left(y_{1}, y_{2}, y_{3}\right\rangle / J
$$

where $J$ is the ideal

$$
J=\left\langle y_{1} y_{2}-y_{2} y_{1}-y_{1}^{2}, y_{1} y_{3}-y_{3} y_{1}-y_{1} y_{2}+y_{1}^{2}, y_{2} y_{3}-y_{3} y_{2}-y_{2}^{2}+y_{1} y_{3}\right\rangle
$$

Recall that the symplectic leaves are the orbits in $\mathbb{A}^{3}$ of the algebraic group

$$
G=\left\{\left.M(u, t)=\left(\begin{array}{ccc}
u & u t & \frac{1}{2} u t^{2} \\
0 & u & u t \\
0 & 0 & u
\end{array}\right) \right\rvert\, u \in \mathbb{C}^{\times}, t \in \mathbb{C}\right\}
$$

Let $\mathfrak{g}$ be the Lie algebra of $G$, and let

$$
X=\left(\begin{array}{ccc}
a & t & 0 \\
0 & a & t \\
0 & 0 & a
\end{array}\right) \in \mathfrak{g}
$$

Then

$$
\exp (-s X)=\left(\begin{array}{ccc}
e^{-s u} & -e^{-s u} s t & \frac{e^{-s u}(s t)^{2}}{2} \\
0 & e^{-s u} & -e^{-s u} s t \\
0 & 0 & e^{-s u}
\end{array}\right)
$$

The fundamental vector field $X_{\mathbb{A}^{3}}$ is given by

$$
X_{\mathbb{R}^{3}, x}(f)=\left.\frac{d}{d s}(x \cdot \exp (-s X))\right|_{s=0}
$$

In particular,

$$
\begin{aligned}
X_{\mathbb{A}^{3}}\left(x_{1}\right) & =\left.\frac{d}{d s}\left(e^{-s u} x_{1}\right)\right|_{s=0} \\
& =-\left.u e^{-s u} x_{1}\right|_{s=0} \\
& =-u x_{1} \\
X_{\mathrm{A}^{3}}\left(x_{2}\right) & =\left.\frac{d}{d s}\left(-e^{-s u} s t x_{1}+e^{-s u} x_{2}\right)\right|_{s=0} \\
& =u e^{-s u} s t x_{1}-e^{-s u} t x_{1}-\left.u e^{-s u} x_{2}\right|_{s=0} \\
& =-t x_{1}-u x_{2}
\end{aligned}
$$

Now, suppose that $J$ is a momentum map for the action of $G$. Then there is an element $g \in S$ such that $X_{g}=X_{\mathrm{A}^{3}}$. But,

$$
\begin{aligned}
X_{g}\left(x_{1}\right) & =\left\{g, x_{1}\right\} \\
& =-\left\{x_{1}, g\right\} \\
& =-x_{1} \omega g
\end{aligned}
$$

and

$$
\begin{aligned}
X_{g}\left(x_{2}\right) & =\left\{g, x_{2}\right\} \\
& =-\left\{x_{2}, g\right\} \\
& =-x_{2} \omega g+x_{1} \theta g .
\end{aligned}
$$

This implies that $\omega g=u$, and $\theta g=t$. This only holds for $g=0$ and $u=t=0$, and we conclude that there is no momentum map for the action of $G$.

## CHAPTER VI

## EXAMPLES

## VI.1. Standard Examples

VI.1.1. Three Dimensional Example. Let $S=\mathbb{C}\left[x_{1}, x_{2}, x_{3}\right]$, and

$$
\sigma=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right)
$$

Then $S^{\sigma} \cong B=\mathbb{C}\left\langle y_{1}, y_{2}, y_{3}\right\rangle / J$ where

$$
J=\left\langle y_{1} y_{2}-y_{2} y_{1}-y_{1}^{2}, y_{1} y_{3}-y_{3} y_{1}-y_{1} y_{2}+y_{1}^{2}, y_{2} y_{3}-y_{3} y_{2}-y_{2}^{2}+y_{1} y_{3}\right\rangle .
$$

The primitive ideals of $B$ are

$$
\begin{aligned}
& \left\langle y_{1}, y_{2}, y_{3}-\gamma\right\rangle, \gamma \in \mathbb{C} \\
& \left\langle y_{1}\right\rangle ; \text { and } \\
& \left\langle f_{\alpha}=\alpha y_{1}^{2}+2 y_{1} y_{3}-y_{2}^{2}\right\rangle, \alpha \in \mathbb{C} .
\end{aligned}
$$

The Poisson bracket on $S$ induced by $\sigma$ is given by

$$
\left\{x_{1}, x_{2}\right\}=x_{1}^{2}, \quad\left\{x_{1}, x_{3}\right\}=x_{1} x_{2}, \quad\left\{x_{2}, x_{3}\right\}=x_{2}^{2}-x_{1} x_{3} .
$$

The symplectic leaves associated to the bracket are
the points

$$
\{(0,0, \gamma)\}, \gamma \in \mathbb{C}
$$

the plane:

$$
\mathcal{V}\left(x_{1}\right) \backslash \mathcal{V}\left(x_{1}, x_{2}\right)
$$

and the quadratic surfaces: $V_{\alpha}=\mathcal{V}\left(F_{\alpha}=\alpha x_{1}^{2}+2 x_{1} x_{3}-x_{2}^{2}\right) \backslash \mathcal{V}\left(x_{1}, x_{2}\right), \alpha \in \mathbb{C}$.

Let $G$ be the algebraic group consisting of matrices of the form

$$
M(u, t)=u e^{t N}=\left(\begin{array}{ccc}
u & u t & \frac{1}{2} u t^{2} \\
0 & u & u t \\
0 & 0 & u
\end{array}\right)
$$

$G$ acts by right multiplication on $\mathbb{A}^{3}$. and it is easy to see that $G$ acts transitively on the 0-dimensional leaves $P_{\gamma}$. The remaining orbits are the 2-dimensional leaves, $V_{\alpha}$, $\dot{\alpha} \in \mathbb{C}$.
VI.1.2. Four Dimensional Example. Let $S=\mathbb{C}\left[x_{1}, x_{2}, x_{3}, x_{4}\right]$, and

$$
\sigma=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

Then $B=S^{\sigma}$ is isomorphic to $\mathbb{C}\left\langle y_{1}, y_{2}, y_{3}, y_{4}\right\rangle / J$, where $J$ is the ideal

$$
\left.J=\left\langle\begin{array}{l}
y_{1} y_{2}-y_{2} y_{1}-y_{1}^{2}, \\
\\
y_{1} y_{3}-y_{3} y_{1}-y_{1} y_{2}+y_{1}^{2}, \\
\\
\tilde{y}_{1} y_{4}-y_{4} y_{1}-y_{1} y_{3}+y_{1} y_{2}-y_{1}^{2} \\
\\
y_{2} y_{3}-y_{3} y_{2}-y_{2}^{2}+y_{1} y_{3} \\
\\
y_{2} y_{4}-y_{4} y_{2}-y_{2} y_{3}+y_{2}^{2}-y_{1} y_{4}+y_{1} y_{3} \\
\\
y_{3} y_{4}-y_{4} y_{3}-y_{3}^{2}+y_{2} y_{4}
\end{array}\right\rangle\right)
$$

From the 2-dimensional example, we know that the primitive ideals in $B$ that contain $y_{1}$ are

$$
\begin{aligned}
& \left\langle y_{1}, y_{2}, y_{3}, y_{4}-\gamma\right\rangle ; \\
& \left\langle y_{1}, y_{2}\right\rangle ; \text { and } \\
& \left\langle y_{1}, \mathscr{S}_{1} f_{\alpha}=\alpha y_{2}^{2}+2 y_{2} y_{4}-y_{3}^{2}\right\rangle, \alpha \in \mathbb{C} .
\end{aligned}
$$

We now compute the primitive ideals that do not contain $y_{1}$. Let

$$
G_{\alpha}^{1}=\alpha_{1} x_{1}^{2}+x_{1} x_{2}+2 x_{1} x_{3}-x_{2}^{2}
$$

Set $v_{1}=x_{1}, v_{2}=x_{2}$, and $v_{3}=\alpha_{1} x_{1}+x_{2}+2 x_{3}$, so $G_{\alpha}^{1}=v_{1} v_{3}-v_{2}^{2}$. Now let $G_{\alpha}^{2}=\alpha_{2} x_{1}^{2}+\alpha_{1} x_{1} x_{2}+2 x_{1} x_{3}+3 x_{1} x_{4}-x_{2} x_{3}$. Then

$$
\begin{aligned}
2 G_{\alpha}^{2} & =x_{1}\left(2 \alpha_{2} x_{1}+2 \alpha_{1} x_{2}+4 x_{3}+6 x_{4}\right)-x_{2}\left(v_{3}-\alpha x_{1}-x_{2}\right) \\
& =x_{1}\left(2 \alpha_{2} x_{1}+3 \alpha_{1} x_{2}+4 x_{3}+6 x_{4}\right)-x_{2} v_{3}+x_{2}^{2}
\end{aligned}
$$

and

$$
2 G_{\alpha}^{2}+G_{\alpha}^{1}=x_{1}\left[\left(\alpha_{1}+2 \alpha_{2}\right) x_{1}+\left(3 \alpha_{1}+1\right) x_{2}+6 x_{3}+6 x_{4}\right]-x_{2} v_{3} .
$$

Set $v_{4}=\left(\alpha_{1}+2 \alpha_{2}\right) x_{1}+\left(3 \alpha_{1}+1\right) x_{2}+6 x_{3}+6 x_{4}$. Then $G_{\alpha}^{2}=v_{1} v_{3}-v_{2} v_{3}$. Let $H_{\alpha}^{23}=v_{2} v_{4}-v_{3}^{2}$. We have

$$
\begin{aligned}
H_{\alpha}^{23} & =v_{2} v_{4}-v_{3}^{2} \\
& =x_{2}\left[\left(\alpha_{1}+2 \alpha_{2}\right) x_{1}+\left(3 \alpha_{1}+1\right) x_{2}+6 x_{3}+6 x_{4}\right]-\left(\alpha_{1} x_{1}+x_{2}+2 x_{3}\right)^{2} \\
& =-\alpha_{1}^{2} x_{1}^{2}+\left(2 \alpha_{2}-\alpha_{1}\right) x_{1} x_{2}-4 \alpha_{1} x_{1} x_{3}+3 \alpha_{1} x_{2}^{2}+2 x_{2} x_{3}+6 x_{2} x_{4}-4 x_{3}^{2}
\end{aligned}
$$

Then

$$
\frac{1}{2}\left(H_{\alpha}^{23}+\alpha_{1} G_{\alpha}^{1}\right)=\alpha_{2} x_{1} x_{2}-\alpha_{1} x_{1} x_{3}+\alpha_{1} x_{2}^{2}+x_{2} x_{3}+3 x_{2} x_{4}-2 x_{3}^{2}
$$

Let

$$
\widetilde{h_{\alpha}^{23}}=\alpha_{2} y_{1}^{2}-\alpha_{2} y_{1} y_{2}+\alpha_{1} y_{1} y_{3}-\alpha_{1} y_{2}^{2}-3 y_{2} y_{4}+2 y_{3}^{2}
$$

Then $\left(\widetilde{h_{\alpha}^{23}}\right)^{0}=-\frac{1}{2}\left(H_{\alpha}^{23}+\alpha_{1} G^{\mathrm{I}}\right)$, and the primitive ideals in $B$ that do not contain $y_{1}$ are

$$
\left\langle f_{\alpha}^{1}=\alpha_{1} y_{1}^{2}+2 y_{1} y_{3}-y_{2}^{2}, f_{\alpha}^{2}=\alpha_{2} y_{1}^{2}+\alpha_{1} y_{1} y_{2}+y_{1} y_{3}+3 y_{1} y_{4}-y_{2} y_{3}, \widetilde{h_{\alpha}^{23}}\right\rangle, \alpha \in \mathbb{C}^{2}
$$

The bracket on $S=\mathbb{C}\left[x_{1}, x_{2}, x_{3}, x_{4}\right]$ induced by $\sigma$ is given by

$$
\begin{array}{lll}
\left\{x_{1}, x_{2}\right\}=x_{1}^{2} & \left\{x_{1}, x_{4}\right\}=x_{1} x_{3} & \left\{x_{2}, x_{4}\right\}=x_{2} x_{3}-x_{1} x_{4} \\
\left\{x_{1}, x_{3}\right\}=x_{1} x_{2} & \left\{x_{2}, x_{3}\right\}=x_{2}^{2}-x_{1} x_{3} & \left\{x_{3}, x_{4}\right\}=x_{3}^{2}-x_{2} x_{4}
\end{array}
$$

From the two dimensional example, we know that the symplectic leaves contained in $\mathcal{V}\left(x_{1}\right)$ are:

$$
\begin{aligned}
& P_{\gamma}=\{(0,0,0, \gamma)\}, \gamma \in \mathbb{C} \\
& \mathcal{V}\left(x_{1}, x_{2}\right) \backslash \mathcal{V}\left(x_{1}, x_{2}, x_{3}\right) ; \text { and } \\
& \mathscr{S}_{1} V_{\alpha}=\mathcal{V}\left(\mathscr{S}_{1} F_{\alpha}=\alpha x_{2}^{2}+2 x_{2} x_{4}-x_{3}^{2}\right) \backslash \mathcal{V}\left(x_{1}, x_{2}, x_{3}\right), \alpha \in \mathbb{C}
\end{aligned}
$$

Let $\alpha \in \mathbb{C}^{2}$, and let

$$
\begin{aligned}
& F_{\alpha}^{1}=\alpha_{1} x_{1}^{2}+2 x_{1} x_{3}-x_{2}^{2}, \text { and } \\
& F_{\alpha}^{2}=\alpha_{2} x_{1}^{2}+\alpha_{1} x_{1} x_{2}+3 x_{1} x_{4}-x_{2} x_{3}
\end{aligned}
$$

Then $\omega F_{\alpha}^{2}=F_{\alpha}^{1}$, and $\omega F_{\alpha}^{1}=0$, so the ideal $\left(F_{\alpha}^{1}, F_{\alpha}^{2}\right)$ is Poisson. The two dimensional leaves not contained in $\mathcal{V}\left(x_{1}\right)$ are

$$
\mathcal{V}\left(F_{\alpha}^{1}, F_{\alpha}^{2}\right) \backslash \mathcal{V}\left(x_{1}, x_{2}, x_{3}\right), \alpha \in \mathbb{C}^{2}
$$

## VI.2. More Examples

Here we consider the case where the automorphism $\sigma$ is not represented by a Jordan block.

## VI.2.1. Example Let

$$
\sigma=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & q
\end{array}\right)
$$

where $q \in \mathbb{C}$, and let $A=S^{\sigma}$. First we consider the case where $q=1$. One can check that every primitive ideal contains an element of the form $\alpha x_{1}+\beta x_{3}$. It follows that the primitive ideals are

$$
\left\langle y_{3}\right\rangle,\left\langle y_{1}, y_{2}-\lambda_{2}, y_{3}-\lambda_{3}\right\rangle,\left\langle y_{1}+\beta y_{3}\right\rangle,
$$

The bracket induced by $\sigma$ is

$$
\left\{x_{1}, x_{2}\right\}=x_{1}^{2}, \quad\left\{x_{1}, x_{3}\right\}=0, \quad\left\{x_{2}, x_{3}\right\}=-x_{1} x_{3}
$$

The form determined by $\{$,$\} has rank zero if and only if x_{1}=0$, and rank 2 otherwise. It follows that the zero dimensional leaves are the points $\left(0, \lambda_{2}, \lambda_{3}\right)$. It is easily seen that $x_{3}$ is a Poisson element, so that $\mathcal{V}\left(x_{3}\right) \backslash \mathcal{V}\left(x_{1}\right)$ is a 2-dimensional symplectic leaf. Let $\beta \in \mathbb{C}$, and set $p=x_{1}+\beta x_{3}$. Then $\left\{x_{1}, p\right\}=0=\left\{x_{3}, p\right\}$, and $\left\{x_{2}, p\right\}=$ $-x_{1}^{2}-\beta x_{1} x_{3}=-x_{1} p$, so $p$ is Poisson. It follows that the two dimensional symplectic leaves are

$$
\begin{aligned}
& \mathcal{V}\left(x_{3}\right) \backslash \mathcal{V}\left(x_{1}\right), \text { and } \\
& \mathcal{V}\left(\alpha x_{1}+\beta x_{2}\right) \backslash \mathcal{V}\left(x_{1}\right), \quad \alpha, \beta \in \mathbb{C}
\end{aligned}
$$

We see that the symplectic leaves are algebraic, and are in one to one correspondence with the primitive ideals in the twisted algebra.

Now suppose that $q$ is not a root of unity. Then $A=\mathbb{C}\left\langle y_{1}, y_{2}, y_{3}\right\rangle / J$ where

$$
J=\left\langle y_{1} y_{2}-y_{2} y_{1}-y_{1}^{2}, y_{1} y_{3}-q y_{3} y_{1}, y_{2} y_{3}-q y_{3} y_{2}-y_{1} y_{2}\right\rangle
$$

We want to show that the primitive ideals of $A$ are

$$
0,\left\langle y_{1}\right\rangle,\left\langle y_{3}\right\rangle,\left\langle y_{1}, y_{2}, y_{3}-\lambda\right\rangle, \text { and }\left\langle y_{1}, y_{2}-\lambda, y_{3}\right\rangle
$$

It suffices to show that every primitive ideal contains either $y_{1}$ or $y_{3}$. Note that the subalgebra spanned by $y_{1}$ and $y_{2}$ is isomorphic to $B^{2}$. We will retain the notation $B^{2}$ for this subalgebra. Let $\varphi=\operatorname{ad}\left(y_{1}\right)$. Then $\varphi\left(y_{2}\right)=y_{1}^{2}$ and $\varphi^{j}\left(y_{3}^{i}\right)=\left(q-\frac{1}{q^{2}}\right)^{j} y_{1} y_{3}$. From Note III.2.2.1, we know that for each element $f$ in $B^{2}$ there exists $N$ so that $\varphi^{N}(f)=0$. Let $P$ be primitive. If $P$ contains neither $y_{1}$ nor $y_{3}$, then $P$ contains an element $f=\sum_{i=0}^{d} f_{i} y_{3}^{i}$, with $f_{i} \in B^{2} \subset B$, and $f_{0} \neq 0, f_{d} \neq 0$, i.e. $f \notin B^{2}$ and $f \neq \alpha y_{3}^{d}$. Then $P$ contains $g=\varphi(f)-\left(1-\frac{1}{q^{d}}\right) y_{1} f$. We have

$$
g=\left(\sum_{i=0}^{d-1}\left[\frac{1}{q^{i}} \varphi\left(f_{i}\right)+\left(\frac{1}{q^{d}}-\frac{1}{q^{i}}\right) y_{1} f_{i}\right] y_{3}^{i}\right)+\frac{1}{q^{d}} \varphi\left(f_{d}\right) y_{3}^{d}
$$

Now, if $\varphi\left(f_{i}\right)=\lambda y_{1} f_{i}$, with $\lambda \neq 0$, then $\varphi^{N}\left(f_{i}\right)=\lambda^{N} y_{1} f_{i} \neq 0$ for all $N$. This is a contradiction since $\varphi$ is locally nilpotent. Then since $1-\frac{1}{q^{d-i}} \neq 0$, it follows that $\frac{1}{q^{i}} \varphi\left(f_{i}\right)+\left(\frac{1}{q^{d}}-\frac{1}{q^{i}}\right) y_{1} f_{i} \neq 0$ for $f_{i} \neq 0$. By induction $P$ contains an element

$$
h=\sum_{i=0}^{d-1} h_{i} y_{3}^{i}+\varphi^{N}\left(f_{d}\right) y_{3}^{d}
$$

with $\varphi^{N}\left(f_{d}\right)=0$, and $\sum_{i=0}^{i-\overline{1}} h_{i} y_{3}^{i} \neq 0$. By induction on $d, P$ contains an element in $B^{2}$, so by Example III.1.3, $P$ contains $y_{1}$. We now have shown that every primitive ideal contains either $y_{1}$ or $y_{3}$. This means that the nonzero primitive ideals in $A$ are

$$
\left\langle y_{1}\right\rangle,\left\langle y_{3}\right\rangle,\left\langle y_{1}, y_{2}, y_{3}-\lambda\right\rangle,\left\langle y_{1}, y_{2}-\lambda, y_{3}\right\rangle .
$$

The ideal 0 is prime, but not an intersection of strictly larger primitives, so must itself be primitive.

Next we construct the Poisson structure associated to $A$. Set

$$
\bar{\sigma}=\left(\begin{array}{ccc}
1 & h & 0 \\
0 & 1 & 0 \\
0 & 0 & 1+h(q-1)
\end{array}\right)
$$

We see that $S^{\bar{\sigma}} /\langle h\rangle \cong S$, and $S^{\bar{\sigma}} /\langle h-1\rangle \cong A$. Let $\gamma=1-q$. The Drinfel'd bracket is given by

$$
\left\{x_{1}, x_{2}\right\}=\gamma x_{1}^{2}, \quad\left\{x_{1}, x_{3}\right\}=\gamma x_{1} x_{3} \quad\left\{x_{2}, x_{3}\right\}=\gamma x_{2} x_{3}-x_{1} x_{3}
$$

It is easily seen that the form induced by $\{$,$\} has rank zero if and only if x_{1}=0$ and either $x_{2}=0$ or $x_{3}=0$. The form has rank two otherwise. It follows that the zero dimensional leaves are the points $(0,0, \lambda)$ and $(0, \lambda, 0), \lambda \in \mathbb{C}$. Let $C$ be the set of zero dimensional leaves. It is easily seen that the ideals $\left(x_{1}\right)$ and $\left(x_{3}\right)$ are Poisson, and it follows that $\mathcal{V}\left(x_{1}\right) \backslash C$ and $\mathcal{V}\left(x_{2}\right) \backslash C$ are symplectic leaves. In fact, we will show that $x_{1}$ and $x_{3}$ are the only irreducible Poisson elements. This means that the algebraic symplectic leaves are

$$
\begin{gathered}
(0,0, \lambda),(0, \lambda, 0), \lambda \in \mathbb{C} ;\left\{\left(0, \lambda_{2}, \lambda_{3}\right) \mid \lambda_{2}, \lambda_{3} \neq 0\right\} ; \text { and }\left\{\left(\lambda_{1}, 0, \lambda_{3}\right) \mid \lambda_{1} \neq 0\right\} \\
\text { Set } \omega=x_{1} \frac{\partial}{\partial x_{2}}, \theta_{1}=x_{1} \frac{\partial}{\partial x_{1}}+x_{2} \frac{\partial}{\partial x_{2}}, \theta_{2}=x_{3} \frac{\partial}{\partial x_{3}}, \text { and } \theta=\theta_{1}+\theta_{2} \text {. Then } \\
\left\{x_{1},-\right\}=x_{1} \omega+\alpha x_{1} \theta_{2} \\
\left\{x_{1},-\right\}=\alpha x_{2} \theta_{2}-x_{1} \theta+x_{2} \omega \\
\left\{x_{2},-\right\}=x_{3} \omega-\alpha x_{3} \theta_{1}
\end{gathered}
$$

Suppose $p \in S$ is a Poisson element with $p \neq x_{1}, x_{3}$. Since $x_{1} \omega p+\alpha x_{1} \theta_{2} p \in(p)$, $\omega p+\alpha \theta_{2} p \in(p)$. Also $x_{3} \omega p-\alpha x_{3} \theta_{1} p \in(p)$, so $\omega p-\alpha \theta_{1} p \in(p)$. Then

$$
\alpha\left(\theta_{1}+\theta_{2}\right) p=\alpha \theta p \in(p)
$$

so $p$ is homogeneous. Write $p=\sum p_{i} x_{3}^{i}$, with $p_{i} \in k\left[x_{1}, x_{2}\right]$, and $\operatorname{deg}\left(p_{i}\right)=d-i$. $\omega p+\alpha \theta_{2} p \in(p)$, so there exists $\lambda \in \mathbb{C}$ so that

$$
\sum\left(\omega p_{i}\right) x_{3}^{i}+\sum \alpha i p_{i} x_{3}^{i}=\sum \lambda p_{i} x_{3}^{i} .
$$

Then for each $i$ there exists $\mu_{i}$ with $\omega p_{i}=\mu_{i} p_{i}$. We claim that $\mu_{i}=0$ for all $i$. If so, then $\lambda p_{i}=\alpha i p_{i}$ for all $i$, so $p=\alpha x_{1}^{d-i} x_{3}^{i}$, and we are done. To prove the claim, suppose $g \in A$ with $\omega g=\lambda g$. Write $g=\sum_{i=0}^{t} x_{2}^{i} p_{i}$, with $p_{i} \in k\left[x_{1}, x_{3}\right] \subset S$. Then

$$
\omega p=\sum_{i=1}^{t} i x_{1} x_{2}^{i-1} p_{i}=\sum_{i=0}^{t-1}(i+1) x_{1} x_{2}^{i} p_{i+1} .
$$

Then $\lambda x_{2}^{d} p_{d}=0$, and $\lambda p_{i}=(i+1) x_{1} p_{i+1}$ for each $i$. If $\lambda \neq 0$, then $p=0$, so we are done.
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