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CHAPTER I
INTRODUCTION

The discovery of slow slip phenomena has revealed that the majority of fault zones worldwide are capable of accommodating deformation through multiple mechanisms that occur over a range of timescales, with different sensitivities to local conditions and properties (Beroza and Ide, 2011). These events have broadened the spectrum of fault slip observed by geodetic and seismic instruments, and introduced a new set of research questions for the scientific community to pursue. As a testament to the ubiquitous nature of the underlying processes, slow transient events have now been documented on most subduction zones around the world, as well as in other tectonic settings, including segments along the San Andreas fault and in Hawaii (Schwartz and Rokosky, 2007).

Episodic tremor and slip (ETS) occurs as large scale (∼10s of kilometers) aseismic deformation, accompanied by much smaller scale (∼100s of meters) low frequency earthquakes (LFEs). These events typically have slip velocities 10-100 times larger than the plate convergence rate, durations of days to months, and recurrence intervals of months to years. Slip and tremor in subduction zone environments typically propagate along the plate interface at velocities of ∼10 km/day and are largely confined to the region known as the transition zone, located down-dip of the locked subduction thrust (Beroza and Ide, 2011).

In Cascadia, the transition zone is immediately down-dip of the area that is known to have ruptured in past ∼M9 earthquakes. It is currently unclear whether slip in future M9 events can penetrate into the region that regularly hosts slow slip events (SSEs). The depth extent of coseismic slip is of fundamental importance for ground
motion prediction and earthquake hazard because the transition zone is the part of the megathrust closest to the major population centers in the Pacific Northwest, such as Seattle and Portland, and will profoundly influence the ground motion that those regions experience (Petersen et al., 2014). The existence of ETS indicates that brittle behavior extends into the transition zone. Additionally, both observational and theoretical evidence suggest that slow slip may play a role in triggering large megathrust earthquakes (Segall and Bradley, 2012; Ito et al., 2013). Hence, a better understanding of the rheology and in-situ properties of the transition zone will lead to improved ground motion estimates and earthquake resilience in the Pacific Northwest.

Recent field (e.g. Collettini et al., 2011; Fagereng et al., 2011) and modeling studies (e.g. Ando et al., 2010; Nakata et al., 2011; Skarbek et al., 2012) suggest that fault heterogeneity (e.g. a mixture of frictional velocity-weakening and velocity-strengthening materials, or similarly, a mixture of seismic and aseismic materials) along plate interfaces may be crucial to the generation of slow slip transients and tectonic tremor. In Chapter II, I model the effect of such heterogeneous features on slow slip by considering an idealized one-dimensional, elastic fault surface along the plate displacement direction, with spatially variable rate-and-state friction properties. This model represents a first-order, one-dimensional test of the dynamic implications of geologic heterogeneity in three-dimensional fault systems.

The model differs from previous studies by incorporating mixed frictional parameters along the fault surface that are manifest as alternating sections of VW and VS materials in the zone that hosts transient slip events. Linear analysis of a spring-slider system composed of two blocks in parallel, one with velocity-weakening (VW) and one with velocity-strengthening (VS) properties, provides an approximate prediction for the sliding stability of the elastic model. The results demonstrate how
different combinations of geological materials produce the full range of sliding styles that are observed along plate-bounding faults.

Slow slip phenomena are sensitive to extremely small stress changes. A number of studies have shown that tremor and LFEs respond to stress fluctuations on the order of 10 kPa associated with passing surface waves (Rubinstein et al., 2007), 1 kPa loading from ocean tides (Rubinstein et al., 2008), and < 1 kPa perturbations from solid earth tides (Thomas et al., 2009). Thomas et al. (2009) showed that the tremor or LFE rate increases systematically with the magnitude of tidal shear stress that is aligned in the direction of slip. Royer et al. (2015) has also reported a significant correlation with tidally induced normal stress. Since tidal stress changes are extremely small relative to the expected lithostatic stress at the depths in question, a number of authors have proposed that tremor/LFE source regions are characterized by low effective stress (i.e. high pore pressure). Low effective stress is also implied by seismic data (e.g. Audet et al., 2009), consistent with expected pore pressure changes produced by dehydration reactions (e.g. Fagereng and Diener, 2011), and is required by most models that successfully reproduce the first-order characteristics of slow slip behavior (e.g. Segall et al., 2010; Skarbek et al., 2012).

Despite the abundance of evidence for high fluid pressures in the slow slip zone, only a few studies have attempted to quantify the responsible processes (e.g. Peacock, 2009; Fagereng and Diener, 2011; Katayama et al., 2012; Poulet et al., 2014). In Chapter III, I attempt to quantify these processes by constructing a model for compaction of porous media in the presence of pressure and temperature-dependent dehydration reactions. There are two goals: 1) to test the feasibility of generating lithostatic pore pressures in a realistic model that includes hydration reactions in a physical way, and 2) to examine the possibility that the observed periodicity of slow
slip and tremor can be explained by the wave-like migration of pressure and porosity in the plate interface. In this scenario, excess fluid pressure induced by dehydrating rocks propagates as a porosity wavetrain. I test the hypothesis that increased pressure at the plate interface, corresponding to a peak in a traveling porosity wave, triggers a slow slip or tremor event.

Recent observations in Japan have documented the occurrence of tremor and slow slip in subduction zone accretionary prisms and along the plate interface at depths <10 km, above the seismogenically locked zone (Ito and Obara, 2006a,b; Ando et al., 2012; Sugioka et al., 2012). As with the occurrence of ETS at depths below the locked zone, this shallow behavior has been associated with high fluid pressures and mechanical heterogeneity (Kitajima and Saffer, 2012; Sugioka et al., 2012; Saito et al., 2013). The stress state and properties of accretionary prisms define the background against which shallow tremor and slow slip take place, and so are of primary importance to understanding ETS behavior overall.

In Chapter IV, I employ a mechanical model of a submarine accretionary wedge to investigate how internal heterogeneity affects calculations of basal shear stress, taper angle, and internal slip surface geometry (i.e. faults that step-up from the basal surface). These are all key unknown parameters in areas where shallow slow slip and tremor are known to occur. There is now a large amount of data that characterizes the internal state and geometry of the Nankai accretionary prism in southwest Japan (e.g. Tobin and Kinoshita, 2006). Additionally, a large-scale scientific drilling project is being planned for the Hikurangi margin in New Zealand (Wallace et al., 2011). The model that I develop in Chapter IV is designed to exploit the data sets associated with these projects.
Together, these chapters represent an effort to develop geophysical theories that can explain the characteristics of slow slip and tremor in subduction zones. Care has been taken to ground these theories in geologic reality by making use of observations from assemblages of rocks that represent fossilized subduction zones. My intent has been to contribute towards the understanding of subduction zone plate boundaries in as useful a fashion as possible.

Each chapter has reached a different stage in the publication process. Chapter II was published in *Geophysical Research Letters* in 2012 and was co-authored by my advisor, Alan Rempel and my co-advisor at the time, David Schmidt (now at the University of Washington). Alan and David provided me with scientific and philosophical, as well as editorial, guidance. Chapters III and IV are in preparation for submission to the *Journal of Geophysical Research* and are also co-authored by Alan. Finally, a very preliminary form of the work described in Chapter III was published in the *Proceedings of the Fifth Biot Conference on Poromechanics* in 2013, again co-authored by Alan and myself.
CHAPTER II

GEOLOGIC HETEROGENEITY CAN PRODUCE ASEISMIC SLIP TRANSIENTS

This chapter was published in volume 39 of Geophysical Research Letters in November, 2012. I performed all of the calculations and wrote the manuscript. Alan Rempel and David Schmidt provided scientific and philosophical guidance and helped with the manuscript.

2.1. Introduction

In subduction zones, there is abundant evidence from laboratory experiments (Hirth and Tullis, 1992; Dimanov and Dresen, 2005; Mehl and Hirth, 2008), seismic data (Eberhart-Phillips and Reyners, 1999; Martin and Rietbrock, 2006; Tsuji et al., 2008), and field observations (Bebout and Barton, 2002; Meneghini et al., 2009) suggesting that, under in situ conditions, shear is distributed over broad zones (~10–10³ m) composed of rocks with marked differences in mechanical properties. Prior to the discovery of slow-slip events, a considerable body of work had documented the structure of the deformation zone beneath seismogenic depths. Shreve and Cloos (1986) developed a model that predicts the fate of subducted sediments and the formation of a heterogeneous mélange along the plate interface. Cloos and Shreve (1988) further expanded upon these ideas to discuss how such a “subduction channel” might act as a lubricant and facilitate motion of the down-going plate. Fagereng and Sibson (2010) give a concise summary of evidence for a “subduction channel shear zone” (defined here as a shear zone within subducted sediments) in which the style of deformation is determined by the relative abundance and distribution
of competent (i.e. brittle or non-compliant) and incompetent (ductile or compliant) material. Efforts to understand the physical interactions that produce aseismic transients (slow slip) must account for the effects of this geological heterogeneity.

Here, we model the features of such subduction channel shear zones by considering an idealized one-dimensional fault surface along the displacement direction, with spatially variable rate-and-state friction properties. Field observations suggest that two- and three-dimensional variations in the shapes of brittle phacoids have a significant effect on the style of deformation (Fagereng, 2011). Our model represents a first-order, one-dimensional test of the dynamic implications of geologic heterogeneity in three-dimensional fault systems.

Sustaining aseismic transients over fault lengths comparable to those inferred for subduction zones (tens of kilometers) has been a central challenge for models of slow slip and tremor. Recent studies have achieved this goal by using features of rate-and-state friction near neutral stability (Liu and Rice, 2005; Rubin, 2008), by incorporating dilatancy (Liu and Rubin, 2010; Segall et al., 2010), and by modifying the frictional parameterization to incorporate transitions from velocity-weakening (VW) to velocity-strengthening (VS) behavior at high slip speeds (Shibazaki and Iio, 2003; Shibazaki and Shimamoto, 2007). Discriminating between these modeling strategies is difficult with currently available external constraints. However, the ubiquitous presence of mixed brittle and ductile deformation features along faults exhumed from relevant depths suggests a basic mechanism for sustaining aseismic transients that is grounded in field interpretations of varying deformation styles (Fagereng and Sibson, 2010; Fagereng, 2011; Fagereng et al., 2011; Bebout and Barton, 2002; Meneghini et al., 2009).
Our model differs from previous studies by incorporating mixed frictional parameters along the fault surface that are manifest as alternating sections of VW and VS materials in the zone that hosts transient slip events. Linear analysis of a spring-slider system composed of two blocks in series, one with VW and one with VS properties, provides an approximate prediction for the sliding stability of the elastic model. Our results demonstrate how different combinations of geological materials produce the full range of sliding styles that are observed along plate-bounding faults.

2.2. Methods

The governing equations are solved on a one-dimensional fault segment, referred to simply as “the fault”, with an up-dip boundary corresponding to a seismogenic zone that is locked on the timescale of transient events, and made to slip at the plate convergence velocity $v_{\text{plate}}$ at a down-dip boundary corresponding to depths well below (80 km) those of tremor activity and slow slip (e.g. Rubin, 2008). Directly down-dip of the locked boundary the fault contains a variable mixture of VW ($a/b < 1$) and VS ($a/b > 1$) material. To describe the mixture, we define a parameter $\eta$ as the ratio of the combined length of VW material in the fault, to the total length of the mixed region. Strongly VS material extends between the mixed region and the down-dip, forced-slip boundary; this region corresponds to a long transition zone from frictional sliding to distributed deformation below.

Friction on the fault is described using the single state variable rate-and-state law

$$\mu (v, \theta) = \mu_0 + a \ln \left( \frac{v}{v_0} \right) + b \ln \left( \frac{v_0 \theta}{d_c} \right), \quad (2.1)$$

where $\mu_0$ is the friction coefficient at reference speed $v_0$, $\theta$ is a state variable, $a$ and $b$ characterize whether $\mu$ evolves to a higher or lower value with sliding rate $v$, and $d_c$
is the characteristic distance over which this evolution takes place according to

\[ \dot{\theta} = -\frac{v\theta}{d_c} \ln \left( \frac{v\theta}{d_c} \right) . \]  

(2.2)

Stress balance requires that

\[ \frac{G}{2\pi (1-\nu)} \int_{-\infty}^{\infty} \frac{\partial\delta / \partial \xi}{\xi - x} d\xi = \sigma \mu (v, \theta) + \frac{G}{2v_s} v , \]  

(2.3)

where \( \partial\delta / \partial \xi \) represents displacement gradients along the fault, with local coordinate \( x \). The term on the left is derived from plane strain solutions for stress due to displacements on a fault embedded in an elastic medium with shear modulus \( G \) and Poisson ratio \( \nu \). The first term on the right is the stress due to friction, which is proportional to the effective normal stress \( \sigma \). The remaining term describes stresses due to inertia, which scale with the ratio of the slip rate to the shear-wave speed \( v_s \) (Rice, 1993). Equations (1), (2), and (3) are cast as coupled first order differential equations in \( v \) and \( \theta \) and integrated using ODE solver routines in MATLAB.

We characterize three modes of fault slip (Rubin, 2008): 1) dynamic sliding, with maximum slip speeds limited by inertia; 2) slow sliding, characterized by repeating transient slip events with slip speeds limited by friction; and 3) stable sliding, with slip speeds approaching a steady-state. Slip speeds and dip-parallel (assuming perfectly dip-slip motion) fault lengths \( W \) are normalized, respectively, by the plate convergence rate \( v_{\text{plate}} \), and the critical nucleation length

\[ h^* = \frac{G d_c}{\sigma (b_{vw} - a_{vw})} \]  

(2.4)
FIGURE 2.1. (a) Model geometry for a simplified two-dimensional subduction zone, the free surface is not included in the model. (b) Boundary conditions along the subduction plate-boundary fault. (c) Frictional parameters along the fault.
TABLE 2.1. Nominal parameter values used in model simulations. Ranges are given for those parameters that are varied to explore the different regimes of model behavior.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{vs}$</td>
<td>friction parameter</td>
<td>0.0105</td>
</tr>
<tr>
<td>$a_{vw}$</td>
<td>friction parameter</td>
<td>0.001–0.095</td>
</tr>
<tr>
<td>$b_{vs}$</td>
<td>friction parameter</td>
<td>0.01</td>
</tr>
<tr>
<td>$b_{vw}$</td>
<td>friction parameter</td>
<td>0.01</td>
</tr>
<tr>
<td>$d_c$</td>
<td>characteristic slip distance</td>
<td>40 $\mu$m</td>
</tr>
<tr>
<td>$v_{plate}$</td>
<td>plate convergence velocity</td>
<td>$\sim 3$ cm yr$^{-1}$</td>
</tr>
<tr>
<td>$v_s$</td>
<td>shear wave velocity</td>
<td>3 km s$^{-1}$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson’s ratio</td>
<td>0.25</td>
</tr>
<tr>
<td>$G$</td>
<td>shear modulus</td>
<td>30 GPa</td>
</tr>
<tr>
<td>$W$</td>
<td>fault length</td>
<td>20 km</td>
</tr>
<tr>
<td>$W/h^*$</td>
<td>scaled fault length</td>
<td>6–48</td>
</tr>
<tr>
<td>$\eta$</td>
<td>fraction VW on fault</td>
<td>0.35–0.9</td>
</tr>
<tr>
<td>$h^*$</td>
<td>nucleation distance</td>
<td>0.4–3.3 km</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>effective stress</td>
<td>0.04–5.8 MPa</td>
</tr>
</tbody>
</table>

that must slip to nucleate dynamic events along a homogeneous fault (parameter definitions and nominal values in Table 2.1). By choosing the ratio of fault length $W$ to $h^*$, the effective normal stress $\sigma$ on the fault is set by equation (4) and does not exceed 6 MPa for any reported simulations. Parameters are chosen to maintain consistency with previous models (e.g. Rubin, 2008; Liu and Rubin, 2010; Segall et al., 2010) and to reflect the hypothesis that slow slip and tremor are made possible by a combination of temperature dependent frictional behavior and low effective stress.

A schematic diagram of the model domain is given in Figure 2.1. The length of the locked and forced-slip section is set to $8W$ (see Figure 2.1b). The fault has mixed frictional properties within the interval $0 < x < W$ and is strictly velocity-strengthening along $W < x < W'$. For all simulations, we set $W = 20$ km and $W'/W = 4$; the value of this ratio has a slight affect on the location of sliding behavior transitions (i.e. steady to slow sliding, or slow to dynamic sliding), as well as the maximum velocity during slow events (Rubin, 2008; Liu and Rubin, 2010). We
use a grid spacing $dx = L_b/20$ for all simulations reported here, where

$$L_b = \frac{Gd_c}{\sigma_b} = \frac{h^*}{1 - \left(\frac{a}{b}\right)_{vw}} \tag{2.5}$$

is the nucleation length scale introduced by Dieterich (1992).

We control the volume fraction $\eta$ of VW material by changing the length of VW patches. The length of individual VS patches is set to five grid points, or $5dx = L_b/4$. This length was chosen primarily for numerical stability. For any given simulation, the value of the grid spacing $dx$ depends on the value of $(a/b)_{vw}$, so $\eta$ is controlled essentially by changing the number of VS patches. Our discretization introduces more numerical error as $(a/b)_{vw}$ decreases because of the increase in grid spacing that results. The effect can be seen in Figure 2.2, where the transition to dynamic sliding becomes less well defined for $\eta = 0.35$ than for other values of $\eta$. If the grid spacing were decreased this effect would not be seen.

Rubin and Ampuero (2005) showed that rupture nucleation on faults obeying rate-and-state friction is controlled by the behavior when conditions are well above steady state (i.e. $v\theta/d_c \gg 1$); in this limit, experimental observations (Nakatani, 2001) are well described by the slip law, equation (2). Accordingly, we employ the slip law form of state evolution to calculate frictional stresses along the fault. For the grid spacing defined above, use of the slip law introduces small but detectable errors near the transition to dynamic sliding. The slip-weakening zone at the nucleation front sets the lower limit on numerical resolution. Ampuero and Rubin (2008) showed that the size of the slip-weakening zone is well approximated by $0.75 \ln(v_{\text{max}}\theta_i/d_c)L_b$ where $v_{\text{max}}$ is the maximum slip velocity in the slip-weakening zone and $\theta_i$ is the state value ahead of the nucleation front. During slow events this quantity remains large enough that a grid spacing of $dx = L_b/20$ is adequate to resolve the nucleation front;
FIGURE 2.2. Normalized maximum sliding velocities from simulations with $W/h^* = 6$ and $(a/b)_{vw} = 1.05$. Each point on the graph represents an individual simulation; with different symbols referring to the values of $\eta$ indicated in the legend. Vertical bars show the onset of dynamic sliding for each $\eta$. Horizontal bars along the $x$-axis delineate values of $(a/b)_{vw}$ that produce periodic slow events, which are shown in the lower panel. Higher values of $(a/b)_{vw}$, relative to horizontal bars for a given value of $\eta$, produce steady sliding and are not shown. In order to illustrate the model behavior, maximum slip velocities are included in the upper panel from simulations that produced dynamic sliding events; however, we note that the absolute magnitude (but not the dynamic behavior) of dynamic slip velocities is only approximated by our modeling procedure.

it is only when sliding becomes dynamic that the slip-weakening zone of the nucleation front becomes small enough that our grid spacing causes detectable numerical errors. Since our focus here is on slow events, we consider the presence of such errors to be acceptable; however, to further test our intuition we conducted a limited number of simulations with $dx = L_b/200$ and confirmed that they did not show marked
changes in maximum slip velocities or the location of the stable-unstable transition from equivalent simulations with \( dx = L_b/20 \).

Movies 1 and 2 illustrate typical simulations for each of the sliding behaviors (stable, slow, and dynamic) defined in the main text. Each movie shows the time evolution of sliding velocity, normalized by the plate convergence velocity \( v_{\text{plate}} \), within the region of the fault containing mixed frictional parameters (i.e. \( 0 < x < W \), see Figure 2.1). For the three simulations shown, \( W/h^* = 6 \) and \( \eta = 0.7 \) (orange circles in Figures 2.2, 2.7, and 2.3), other parameter values are shown in the movie frames. In general, sliding events nucleate near the down-dip boundary of the mixed region, and propagate up-dip. Movie 1 shows a stable simulation; slow sliding events occur at the start due to the initial conditions. However, the maximum sliding velocity decreases with each subsequent event until the fault reaches a steady-state. A simulation producing slow sliding events is shown in Movie 2. Here, events nucleate down-dip and propagate up-dip periodically, maintaining an essentially constant maximum sliding velocity for each event. In these slow events, there is some down-dip propagation as the fault relaxes after the initial up-dip propagating event reaches the up-dip, locked boundary. In Movie 2 the alternating sections of VW and VS material manifest themselves as the saw-tooth pattern seen in the velocity profile during sliding events.

### 2.3. Results and Discussion

We ran simulations at constant fault length \( W/h^* = 6 \), for \( 0.35 < \eta < 1 \), keeping frictional parameters that characterize VS material constant and varying the rate sensitivity of VW material by changing the ratio \( (a/b)_{vw} \) (Figure 2.2) (note: \( a/b = 1 \) is velocity neutral; ratios further from unity are more rate sensitive). As \( (a/b)_{vw} \) decreases, fault behavior evolves smoothly from stable (not shown) to slow sliding,
FIGURE 2.3. (a) Static stress drop $\Delta \tau$ and (b) propagation velocity $v_{\text{prop}}$ for slow events from simulations with scaled fault length $W/h^* = 6$ and velocity-strengthening component characterized by $(a/b)_{vs} = 1.05$, with the values of $\eta$ noted in the legend. Each point represents an individual event from the simulations presented in Figure 2.2 of the main text. Note that multiple events occurred during each simulation (i.e. points with identical $(a/b)_{vw}$).

and switches abruptly from slow to dynamic sliding. With less VW material (lower $\eta$), the value of $(a/b)_{vw}$ that marks the transition to dynamic sliding decreases. Whereas
previous models (Liu and Rice, 2005; Rubin, 2008; Liu and Rubin, 2010; Segall et al., 2010) have generated similar behavior using faults entirely composed of VW material, our results demonstrate that areas of the plate interface that host tremor and slow slip can also contain sizeable fractions of VS material. The VS material that is required to stabilize slow slip in our model is consistent with expected changes in frictional properties at higher ambient temperatures beneath the seismogenic zone, and field evidence in exhumed fault rocks for ductile deformation (Fagereng and Sibson, 2010; Fagereng, 2011; Fagereng et al., 2011; Bebout and Barton, 2002; Meneghini et al., 2009), which may continue to take place in the time between transient events that this treatment is designed to capture.

In Cascadia, tremor epicenters correlate with locations of high slip-rate during ETS events (Wech and Creager, 2008; Bartlow et al., 2011). Such findings support the hypothesis that tremor occurs as locally accelerated slip on heterogeneities within the slipping region. Accordingly, we interpret tremor propagation velocities as corresponding with modeled dip-parallel slip propagation velocities \( v_{\text{prop}} \). Tremor events in Cascadia propagate along dip at 30–200 km/hr (Ghosh et al., 2010), similar to rates (25–150 km/hr) observed in southwest Japan (Shelly et al., 2007a). These values compare well with \( v_{\text{prop}} \) for our simulations. Figure 2.3 shows the static stress drops \( \Delta \tau \) and propagation velocities \( v_{\text{prop}} \) for the slow events from the simulations shown in Figure 2.2. Propagation velocities range from \( \sim 3.6 – 360 \) km hr\(^{-1} \) and decrease as the amount \( \eta \) of velocity weakening material increases. This is due to the fact that lower values of \( (a/b)_{\text{vw}} \) are required to stabilize slow sliding events for lower values of \( \eta \).

Tectonic tremor has been found to consist of numerous low (LFE) and very low (VLFE) frequency earthquakes (Shelly et al., 2006; Wech and Creager, 2007).
Estimating the source parameters of tremor events remains a significant challenge. However, sparse estimates of static stress drop $\Delta \tau_s$ can be compared to our model results. In southwest Japan, $\Delta \tau_s$ for tremor events has been estimated at $< 10$ kPa to $\sim 100$ kPa (Obara, 2010). Also in southwest Japan, more precise determinations of $\Delta \tau_s$ in the range $0.1$–$10$ kPa have been made for VLFEs in the accretionary wedge (Ito and Obara, 2006a). Similar static stress drops have been inferred for large slow-slip events (Gao et al., 2012). Our simulations predict static stress drops that are insensitive to $\eta$, but increase from $\sim 0.1$–$1.8$ kPa with decreasing $(a/b)_{vw}$ (Figure 2.3b).

The presence of VS material in the fault produces slow sliding behavior over a larger range of fault lengths than is expected for strictly VW faults. We ran simulations with $(a/b)_{vw} = 0.8$ for a range of $W/h^*$ (Figure 2.4). For each scaled fault length, as $\eta$ increases the behavior evolves smoothly from stable to slow sliding, and abruptly from slow slip to dynamic sliding. The results illustrate the persistence of slow sliding events on faults that are much longer than the critical nucleation length (e.g. $W/h^* = 48$). For these calculations, VS material is characterized by frictional parameters that are almost velocity-neutral. Larger values of $(a/b)_{vs}$ would lead to slow sliding behavior for $W/h^* > 48$, corresponding to longer faults, or to smaller values of $h^*$ associated with higher effective normal stresses.

### 2.4. Double Spring-Slider System

Validation and insight into the model behavior is gained by considering a simplified spring-slider system consisting of two rigid blocks held in frictional contact with a rigid surface at a constant normal stress $\sigma$ and connected to each other by a spring with stiffness $k_2$ (Figure 2.5). The first block has $(a/b)_{vw} < 1$ and base
FIGURE 2.4. Normalized maximum sliding velocities from simulations with $(a/b)_{vw} = 0.8$ and $(a/b)_{vs} = 1.05$. Each point represents a different simulation, using values of $\eta$ chosen to search for the sliding behavior transitions, with the onset of dynamic events marked by the vertical colored lines. The corresponding colored symbols mark simulations run with the different values of $W/h^*$ that are noted in the legend. Bars along the $x$-axis delineate ranges of $\eta$ that produce periodic slow events.

area $\eta$, while the second has $(a/b)_{vs} > 1$ with base area $1 - \eta$. A spring with stiffness $k_1$ connects the VW block to a load point that moves at constant velocity. Elastic compliance is accommodated by the stiffness of the springs, while inelastic deformation is accommodated by the slip displacement of the blocks. Linear stability analysis shows that two overlapping conditions determine the sliding stability (Figure 2.6). Each condition yields a critical value of $k_1$ that depends on $k_2$. In the limit $k_2 \to \infty$, with the characteristic distance for state evolution $d_c$ assumed constant,
FIGURE 2.5. Schematic illustration of a double, spring-block slider system, with spring constants $k_1$ and $k_2$ and load-point velocity $v_0$.

one stability condition vanishes and the remaining one takes the compact form

$$k_{1\text{crit}} = \frac{\sigma \left[ \eta (b_{vw} - a_{vw}) + (1 - \eta)(b_{vs} - a_{vs}) \right]}{d_c}. \quad (2.6)$$

Recognizing that $k_{1\text{crit}} = G/h_{\text{mixed}}^*$, the critical length scale for rupture nucleation is

$$h_{\text{mixed}}^* = \frac{Gd_c}{\sigma \left[ \eta (b_{vw} - a_{vw}) + (1 - \eta)(b_{vs} - a_{vs}) \right]} . \quad (2.7)$$

which recovers equation (4) when $\eta \to 1$. Comparison with $h^*$ from equation (2.4) reveals how VS material effectively increases the critical slip length for instability of a spring-slider system (since $b_{vs} - a_{vs} < 0$). This underlies the predictions of our elastic model, which demonstrate that longer fault segments are required to slip simultaneously in order to nucleate transient slip events, relative to strictly VW faults. That is, by effectively increasing the critical nucleation length, geologic heterogeneity allows for slow slip to occur over larger sections of fault before slip becomes dynamic.

Figure 2.7 compares the double slider results against the numerically determined field in which slow slip is observed for the model calculations summarized in Figure 2.2. Within the context of the double slider system, the value of $k_2$ represents the degree of elastic coupling between the VW and VS materials. When $k_2 \to \infty$, the spring connecting the blocks is rigid, so VW and VS materials act as one block and slide at equal velocity. Hence, the stability condition predicted by equation (2.7) is more
FIGURE 2.6. Stability field for double spring-slider system. The solid line indicates the stable-unstable boundary; the dashed line indicates this boundary for $k_2 \to \infty$ from equation (5). The motion of the blocks is stable when $k_1$ is greater than the critical value shown by the solid black line. The discontinuity where the two stability conditions overlap marks the minimum stability condition that is plotted with the solid curve on Figure 2.7; the dotted lines show the extension of each stability condition to stiffnesses that are beneath the critical stability predicted by the other condition. $\sigma = 240$ kPa, $(a/b)_vw = 0.83$, $(a/b)_vs = 1.05$, $d_c = 40 \mu$m, and $\eta = 0.6$.

restrictive than the behavior expected from the elastic model, which can accommodate significant velocity gradients along the fault. When $k_2$ is finite, the separation of the two blocks varies and the connecting spring stores elastic strain energy so that they slide at different rates – a situation akin to the elastic model. In natural shear zones, the degree of coupling between VW and VS elements scales with the degree of interconnectivity between brittle VW phacoids within a mélange matrix, represented
FIGURE 2.7. Stability field for elastic model. For the elastic model, slow sliding events occur within the gray shaded region, unstable (stable) sliding occurs below (above) this region. The dashed black line marks the stability boundary predicted by equation (6) (i.e. $k_{1\text{crit}}$) and corresponds to the dashed line in Figure 2.6. The solid black line marks the theoretical stability boundary calculated by methods discussed in the text and the auxiliary information. The red cross marks the location of the point $(k_{2\text{crit}}^{\text{min}}, k_{1\text{crit}}^{\text{min}})$ from Figure 2.6.

in our model by the VS component. With this interpretation, $k_2 \rightarrow \infty$ corresponds to larger and/or more phacoids (either would increase the degree of interconnectivity), and decreasing values of $k_2$ correspond with decreasing size and/or fewer phacoids. As $k_2$ decreases, the critical stiffness of $k_1$ decreases, reducing the size of the unstable domain. The elastic model stability corresponds approximately with the minimum critical stiffness. For example, the location of the minimum stiffness point $(k_{2\text{crit}}^{\text{min}}, k_{1\text{crit}}^{\text{min}})$ from Figure 2.6 is shown on Figure 2.7.
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The stability boundary is found by tracking the point \((k_{2\text{crit}}^{\text{min}}, k_{1\text{crit}}^{\text{min}})\) (i.e. the intersection, in \(k_2-k_1\) space, of the stability boundaries defined by (2.27) and (2.28), see Figure 2.6) through \(\eta-(a/b)_{\text{vw}}\) space. What is desired are the coordinates \((\eta, (a/b)_{\text{vw}})\) of this point for given values of \(k_1\) and \(k_2\); the set of these points will describe the minimum stability boundary. The stiffness \(k_1\) is set by the fault length and shear modulus, so \(k_2\) is allowed varied and decreases from 2.6 to 0.02 MPa along the path of the solid black line in Figure 2.7. Thus the procedure consists of calculating the stability boundaries and finding their intersection in \(\eta-(a/b)_{\text{vw}}\) space by numerically evaluating (2.27) and (2.28) for different values of \(k_2\), with \(k_1, (a/b)_{\text{vs}},\) and other parameters constant.

2.5. Conclusions

Recent field (Fagereng and Sibson, 2010; Collettini, 2011; Fagereng, 2011; Fagereng et al., 2011) and modeling studies (Ando et al., 2010; Daub et al., 2011; Nakata et al., 2011) suggest that fault heterogeneity (e.g. a mixture of VW and VS materials, or similarly, a mixture of brittle and ductile materials) along plate interfaces may be required for the generation of slow sliding transients and tectonic tremor. Matching observed recurrence intervals for tremor along the San Andreas fault at Parkfield, CA with a model based on a single block-spring-slider system, suggests that 40–70% of the frictional contacts at depth must be brittle, the remainder deforming in a ductile manner (Daub et al., 2011). Additionally, models (Ando et al., 2010; Nakata et al., 2011) that include fault heterogeneity as unstable patches on a stable background fault can reproduce migration speeds (dip- and strike-parallel) and source spectra of LFE/tremor events; including viscous effects (Nakata et al., 2011) produces a transition in rupture behavior from dynamic to slow sliding, similar to the
model presented here. Field studies present compelling evidence for these types of fault heterogeneity, notably at the Chrystalls Beach Complex, New Zealand (Fagereng and Sibson, 2010; Fagereng, 2011; Fagereng et al., 2011), where correlations are found between the volume fraction of competent material and inferred mechanisms of deformation (e.g. continuous, discontinuous). Competent volume fractions of \( \sim 0.3 - 0.85 \) produce structural markers of mixed continuous-discontinuous sliding behavior that may record LFEs.

Our results demonstrate that aseismic transients arise naturally along geologically heterogeneous faults, without requiring finely tuned rheological properties. All of our calculations are made assuming \( \sigma < 6 \text{ MPa} \), implying that fluid pressures on the fault approach lithostatic values (Shelly et al., 2006; Audet et al., 2009; Matsubara et al., 2009). We emphasize that further efforts to characterize fault rock properties are necessary to better constrain future modeling efforts. The presence of velocity-strengthening material mixed with velocity-weakening material increases the fault length capable of simultaneous, aseismic sliding. Our numerical results are well described by a double spring-block-slider system, suggesting that further study of such simple models may shed additional light on the physical mechanisms behind aseismic transients on plate boundary faults.

### 2.6. Linear Stability of a Two Block Spring-Slider System

For the system depicted in Figure 2.5, the equations of motion are

\[
\eta \tau_1 = k_1(v_0 t - \delta_1) - k_2(\delta_1 - \delta_2) ,
\]

and

\[
(1 - \eta) \tau_2 = k_2(\delta_1 - \delta_2) ,
\]
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where $\delta_i$ ($i = 1, 2$) are the displacements of each block relative to the reference position at time $t = 0$. The shear stress $\tau_i$ along the base of each block is proportional to the normal stress $\sigma$ and depends on the frictional constitutive behavior, which is a function of the sliding velocity $v_i$, and the state of the sliding surface $\theta_i$, so that

$$\tau_i = \sigma F(\theta_i, v_i).$$

(2.10)

Additionally, for each block the rate of change of the state variable is assumed to depend only on its sliding velocity and the instantaneous state of the sliding surface, so that

$$\dot{\theta}_i = G(\theta_i, v_i).$$

(2.11)

To simplify the notation, we drop the arguments of $F(\theta_i, v_i)$ and $G(\theta_i, v_i)$ and write them more compactly as $F_i$ and $G_i$. At steady-state, both blocks move at the load-point velocity $v_i = v_0$, and we write that $\tau_i = \tau_i^{ss}$ and $\theta_i = \theta_i^{ss}$. Since we are interested in infinitesimal perturbations from steady-state, we linearize by requiring $q_i \approx q_i^{ss} + q_i^*$, so that the perturbations satisfy

$$\tau_i^* \approx \sigma (F_{iv} v_i^* + F_{i\theta} \theta_i^*),$$

(2.12)

and

$$\dot{\theta}_i^* \approx G_{iv} v_i^* + G_{i\theta} \theta_i^*,$$

(2.13)

where subscripted $v$ and $\theta$ indicate derivatives with respect to that variable (i.e. $F_{iv} = \frac{\partial F_i}{\partial v}$).

We now proceed to rewrite the system of linear equations solely in terms of the velocities $v_i$. First we eliminate the terms in $\theta_i^*$ by taking the time derivative of (2.12)
and substituting for $\theta^*_i$ and $\dot{\theta}^*_i$ into the result to obtain

$$
\dot{\tau}^*_i = \sigma F_{iv} \dot{v}^*_i + \sigma (F_{i\theta} G_{iv} - F_{iv} G_{i\theta}) v^*_i + G_{i\theta} \tau^*_i .
$$

(2.14)

Next we differentiate (2.14) with respect to time and use (2.8) and (2.9) and their time derivatives to eliminate the terms in $\tau^*_i$, and write

$$
0 = \sigma F_{1v} \ddot{v}^*_1 + \left( \sigma F_{1\theta} G_{1v} - F_{1v} G_{1\theta} + \frac{k_1 + k_2}{\eta} \right) \dot{v}^*_1 - \frac{k_2}{\eta} \dot{v}^*_2 \\
+ \frac{G_{1\theta}}{\eta} [- (k_1 + k_2) v^*_1 + k_2 v^*_2] , \text{ and }
$$

$$
0 = \sigma F_{2v} \ddot{v}^*_2 + (\sigma F_{2\theta} G_{2v} - \sigma F_{2v} G_{2\theta} + k_2) \dot{v}^*_2 - k_2 \dot{v}^*_1 + G_{2\theta} k_2 (v^*_1 - v^*_2) .
$$

(2.15)

Equations (2.15) are a coupled system of ordinary differential equations in $v^*_1$ and $v^*_2$ that can be rewritten using matrix notation as

$$
M \ddot{v} + C \dot{v} + K v = 0 .
$$

(2.16)

We look for solutions to (2.16) in the form $v = v_0 e^{\lambda t}$, so that

$$
Q(\lambda) v = 0 ,
$$

(2.17)

where $Q(\lambda) = M(\lambda^2) + C(\lambda) + K$. Equation (2.17) represents an eigenvalue problem with eigenvalues $\lambda$ and corresponding eigenvectors $v$. The stability of the linearized system depends on the signs of the real parts of the eigenvalues. When they are all negative, small perturbations to steady-state sliding decay in time, but if any one of the eigenvalues has a positive real component, then small perturbations are expected to grow exponentially. To find the eigenvalues we set $\det(Q) = 0$, and solve for $\lambda$.  
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The determinant of $Q$ is a fourth-order polynomial in $\lambda$ that can be written in the form
\[
\det(Q) = s_4 \lambda^4 + s_3 \lambda^3 + s_2 \lambda^2 + s_1 \lambda + s_0 ,
\]
(2.18)
with coefficients
\[
s_4 = \sigma^2 F_{1v} F_{2v} , \\
s_3 = \frac{\sigma (k_1 + k_2)}{\eta} F_{2v} T_1 + \frac{\sigma k_2 F_{1v} T_2}{1 - \eta} , \\
s_2 = \frac{k_2 (k_1 + k_2)}{\eta(1 - \eta)} T_1 T_2 - \frac{\sigma k_2 F_{1v} G_{2\theta}}{1 - \eta} - \frac{\sigma (k_1 + k_2)}{\eta} F_{2v} G_{1\theta} - \frac{k_2^2}{\eta(1 - \eta)} , \\
s_1 = \frac{k_2^2}{\eta(1 - \eta)} (G_{1\theta} + G_{2\theta}) - \frac{k_2 (k_1 + k_2)}{\eta(1 - \eta)} (T_2 G_{1\theta} + T_1 G_{2\theta}), \text{ and} \\
s_0 = \frac{k_1 k_2}{\eta(1 - \eta)} G_{1\theta} G_{2\theta} , \text{ where} \\
T_1 = 1 - \frac{\eta \sigma}{k_1 + k_2} (F_{1v} G_{1\theta} - F_{1\theta} G_{1v}) , \text{ and} \\
T_2 = 1 - \frac{\sigma (1 - \eta)}{k_2} (F_{2v} G_{2\theta} - F_{2\theta} G_{2v}) .
\]

Formulas exist for the exact solution of a quartic equation, but the general case yields roots that contain hundreds of terms. Therefore, we look for approximate solutions to (2.17) and begin by examining the neutral stability case. If we assume that equation (2.17) has at least one pair of complex conjugate eigenvalues $\lambda = c \pm di$, then its characteristic polynomial can be written as
\[
\lambda^4 + \frac{s_3}{s_4} \lambda^3 + \frac{s_2}{s_4} \lambda^2 + \frac{s_1}{s_4} \lambda + \frac{s_0}{s_4} = (\lambda - \lambda_1)(\lambda - \lambda_2)[\lambda - (c + di)][\lambda - (c - di)] .
\]
At neutral stability $c = 0$ and we can solve for $\lambda_1$ and $\lambda_2$ as

$$\lambda_1 = \frac{1}{2} \left\{ \frac{-s_3}{s_4} + \left[ \frac{s_3}{s_4} \right]^2 - 4 \frac{s_2 s_3 - s_1 s_4}{s_3 s_4} \right\}^{1/2},$$

(2.20)

and $\lambda_2 = \frac{1}{2} \left\{ \frac{-s_3}{s_4} \pm \left[ \frac{s_3}{s_4} \right]^2 - 4 \frac{s_0 s_3}{s_1 s_4} \right\}^{1/2}.$

(2.21)

Solving the equations of motion (2.8) and (2.9) numerically shows that the system has two pairs of complex conjugate eigenvalues and that (2.20) above is a good approximation of one of those pairs, while (2.21) is not a good approximation for either pair. We now repeat the above procedure assuming that there are two complex conjugate eigenvalue pairs $\lambda = m \pm ni$ and $\lambda = c \pm di$, in which case (2.19) is rewritten as

$$\lambda^4 + \frac{s_3}{s_4} \lambda^3 + \frac{s_2}{s_4} \lambda^2 + \frac{s_1}{s_4} \lambda + \frac{s_0}{s_4} = [\lambda - (m+ni)][\lambda - (m-ni)][\lambda - (c+di)][\lambda - (c-di)].$$

(2.22)

At neutral stability (i.e. $c = m = 0$) we find

$$n = \pm \sqrt{\frac{1}{2s_4} \left[ s_2 + (s_2^2 - 4s_0 s_4)^{1/2} \right]^{1/2}},$$

(2.23)

and $d = \pm \sqrt{\frac{1}{2s_4} \left[ s_2 - (s_2^2 - 4s_0 s_4)^{1/2} \right]^{1/2}}.$

(2.24)

Comparisons with numerical solutions of the equations of motion show that (2.23) is not a good approximation for the imaginary part of either eigenvalue pair, but that (2.24) adequately reproduces the imaginary part of the eigenvalue pair that is not associated with (2.20). We now have expressions for one eigenvalue pair (2.20) and
the imaginary part of the second pair (2.24), so

\[
\lambda^4 + \frac{s_3}{s_4} \lambda^3 + \frac{s_2}{s_4} \lambda^2 + \frac{s_1}{s_4} \lambda + \frac{s_0}{s_4} = (\lambda - \lambda_1)(\lambda - \lambda_2)[\lambda - (c + di)][\lambda - (c - di)] \tag{2.25}
\]

where now $\lambda_2 = \bar{\lambda}_1$ from (2.20), and the over-bar indicates the complex conjugate. Solving for $c$ leads to

\[
c = \frac{-2\lambda_1 \lambda_2 \pm \{(2\lambda_1 \lambda_2)^2 - 4(\lambda_1 + \lambda_2) [d^2(\lambda_1 + \lambda_2) + s_1/s_4]\}^{1/2}}{2(\lambda_1 + \lambda_2)}. \tag{2.26}
\]

Numerical comparisons show that choosing the positive sign in the numerator gives a good approximation to the real part of the eigenvalue pair whose imaginary part is given by (2.24).

### 2.6.1. Stability Conditions

We can now examine the eigenvalues for stability conditions. To summarize, the final approximate solutions are

\[
\lambda_1 = \frac{1}{2} \left\{ - \frac{s_3}{s_4} + \left[ \left( \frac{s_3}{s_4} \right)^2 - 4 \frac{s_2 s_3 - s_1 s_4}{s_3 s_4} \right]^{1/2} \right\},
\]

\[
\lambda_2 = \frac{1}{2} \left\{ - \frac{s_3}{s_4} - \left[ \left( \frac{s_3}{s_4} \right)^2 - 4 \frac{s_2 s_3 - s_1 s_4}{s_3 s_4} \right]^{1/2} \right\},
\]

and $\lambda_3 = \bar{\lambda}_4 = c + di$, where

\[
c = \frac{-2\lambda_1 \lambda_2 \pm \{(2\lambda_1 \lambda_2)^2 - 4(\lambda_1 + \lambda_2) [d^2(\lambda_1 + \lambda_2) + s_1/s_4]\}^{1/2}}{2(\lambda_1 + \lambda_2)},
\]

28
and $d = \sqrt{\frac{1}{2s_4} \left[ s_2 - (s_2^2 - 4s_0s_4)^{1/2} \right]^{1/2}}$.

From the definitions above it can be seen that both $\lambda_1$ and $\lambda_2$ will be positive when

$$s_2s_3 - s_1s_4 < 0. \quad (2.27)$$

Setting $\lambda_1, \lambda_2 < 0$, the real part $c$ of the second pair of eigenvalues will be positive when $d^2(\lambda_1 + \lambda_2) + s_1/s_4 < 0$. If we assume from (2.20) that the real part of $\lambda_1$ and $\lambda_2$ is $-s_3/2s_4$, then the condition $c > 0$ becomes

$$\frac{s_1}{s_3} - \frac{s_2 - (s_2^2 - 4s_0s_4)^{1/2}}{2s_4} < 0. \quad (2.28)$$

Evaluating (2.27) and (2.28) using the definitions of the coefficients $s_i$ leads to quite complicated expressions; however, numerical evaluation of the two conditions is straightforward after making use of the definitions (Ruina, 1983)

\[
\begin{align*}
F_{iv} &= \frac{a_i}{v_0}, & F_{i\theta} &= \frac{b_i}{\theta^{ss}}, \\
G_{iv} &= -\frac{\theta^{ss}}{d_i}, & G_{i\theta} &= -\frac{v_0}{d_i}, \\
T_1 &= 1 - \frac{\sigma \eta}{k_1 + k_2} \frac{d\tau^{ss}}{dv_1}, \\
\text{and } T_2 &= 1 - \frac{\sigma (1 - \eta)}{k_2} \frac{d\tau^{ss}}{dv_2}.
\end{align*}
\]
Equation (5) is found by taking the limit \( k_2 \to \infty \) and setting \( d_1 = d_2 = d_c \), in which case (2.27) vanishes and (2.28) yields

\[
k_1^\infty = \frac{\sigma \left[ \eta (b_1 - a_1) + (1 - \eta)(b_2 - a_2) \right]}{d_c}.
\]  

(2.29)

2.7. Bridge

In this chapter I examined the frictional mechanics of subduction zone slow slip in the context of a subduction channel shear zone. In this model, slow slip is stabilized by a heterogeneous mixture of VW and VS materials within the plate interface. Such a mixture is motivated by a large body of work documenting the existence of a subduction channel at depths where slow slip occurs.

In Chapter III, I make further use of the subduction channel concept and examine mechanisms for the generation of large fluid pressures in the slow slip zone due to chemical dehydration reactions. Two separate reactions are considered, dehydration of 1) basalt within the subducting oceanic crust and 2) serpentinite within the subduction channel itself. The mechanics of a poro-elastic medium that includes these reactions, as well as a viscous component of deformation, are examined in detail.
CHAPTER III

GENERATION AND TRANSPORT OF EXCESS FLUID PRESSURE BY DEHYDRATION REACTIONS IN THE SLOW SLIP REGION OF SUBDUCTION ZONES

This chapter presents both published and unpublished material that I developed with Alan Rempel. I performed all of the calculations; Alan provided scientific and philosophical guidance. A preliminary version of the calculations done in the elastic limit was published in *Proceedings of the Fifth Biot Conference on Poromechanics* in July, 2013.

3.1. Introduction

In subduction zones, fluids escaping from down-going oceanic crust and sediment play an important role in governing the mode of fault behavior (e.g. seismic, creeping, slow slip) by controlling the effective stress along the plate interface. Episodic tremor and slow slip (ETS) occur at depths (∼30 km) where the main source of fluids to the plate interface must be attributed to chemical dehydration reactions in the subducting fault material and underlying oceanic crust, rather than from porosity loss due to compaction (e.g. Obara, 2002; Shelly et al., 2006; Liu and Rice, 2007; Peacock, 2009; Audet et al., 2009; Fagereng and Diener, 2011). While oceanic sediments may have porosities of ∼50% near the trench, by ∼10 km depth the porosity of subducted sediments is reduced by an order of magnitude, to the point where mechanical compaction no longer provides a significant fluid source (Moore and Vrolijk, 1992). Therefore, the only significant mechanism for increasing pore pressure at relevant depths is attributed to fluid supply from chemical dehydration reactions.
Multiple lines of evidence indicate that pore pressure along subduction plate interfaces is near lithostatic at depths where slow slip and tremor are observed (Kodiara et al., 2004). Several studies have argued for the triggering of slow slip by small stress perturbations from climatic loading, a mechanism that would require a low effective stress (Shen et al., 2005; Lowry, 2006). Similarly, other studies have found that tremor is sensitive to stress changes induced by tidal loading and passing surface waves (Rubinstein et al., 2008; Royer et al., 2015). Observations of anomalously high $v_p/v_s$ ratios also support the presence of high pore pressures (Shelly et al., 2006; Audet et al., 2009; Kato et al., 2010; Peacock et al., 2011). Moreover, fault mechanics models that reproduce slow-slip behavior require high pore pressures as well (Liu and Rice, 2007; Segall et al., 2010; Skarbek et al., 2012).

Despite the abundance of evidence for high fluid pressures in the slow slip zone, only a few studies have attempted to quantify the responsible processes. There have been some studies that calculate the water content of stable mineral assemblages in subducting slabs, based on projections for the pressure and temperature in material as it is progressively buried (e.g. Hacker et al., 2003; Yamasaki and Seno, 2003; Peacock, 2009; Fagereng and Diener, 2011). These models essentially produce static pictures of the chemically bound water content in subducting rocks as a function of pressure and temperature, and imply that fluid pressures are large wherever a reduction in bound water content is predicted. Models of this type have had success in correlating the location of chemical dehydration within the subducting slab to depths where slow slip and tremor is known to take place; however, there is little consideration of how pore pressure and porosity evolve in space and time, or how the rheology of the subducting material effects these processes (see Katayama et al., 2012; Poulet et al., 2014).
Slow slip in subduction zones occurs on an area of the plate interface in between the seismogenically locked and steadily creeping sections, commonly referred to as the “brittle–ductile transition zone”. In this region there is abundant evidence from laboratory experiments (Hirth and Tullis, 1992; Dimanov and Dresen, 2005; Mehl and Hirth, 2008), seismic data (Eberhart-Phillips and Reyners, 1999; Martin and Rietbrock, 2006; Tsuji et al., 2008), and field observations (Bebout and Barton, 2002; Meneghini et al., 2009) suggesting that, under in situ conditions, shear is distributed over broad zones (∼10–10³ m) composed of rocks with marked differences in mechanical properties. This fact has been exploited in numerous models of slip on the plate interface (e.g. Regenauer-Lieb and Yuen, 2008; Ando et al., 2010; Daub et al., 2011; Nakata et al., 2011; Skarbek et al., 2012). These models conceive of the plate interface as consisting of brittle, seismic asperities (∼100 m) embedded in an aseismic, ductile matrix. If this is indeed the case in nature, then such a mixed rheology has important implications for how metamorphically produced fluids are extracted and transported within the subducting material.

The situation is akin to the description of melt segregation and transport in the mantle as a two phase flow process (e.g. McKenzie, 1984; Scott and Stevenson, 1984, 1986; Bercovici and Ricard, 2003). In these models, relatively low viscosity melt can be extracted and focused from a more viscous, porous matrix through incompressible shear, or compressible matrix flow (Spiegelman, 1993a,b). The effects of compressible flow are pertinent to this study. Since the porous matrix is treated as a highly viscous fluid, it is free to expand or compact as a result of changes in pore pressure. Furthermore, if the permeability \( k \) and \( \partial k/\partial \phi \) are increasing functions of porosity \( \phi \) (as is frequently the case in geophysical settings), then propagating nonlinear porosity waves will form from any obstruction to flow (Spiegelman, 1993a) — for example, a
high porosity region created by melting or dehydration, or the presence of a brittle, competent block within a ductile matrix. We suggest that if large volumes of material within, or in the vicinity of the plate interface in the slow slip zone are deforming in a ductile manner, then the presence of dehydration reactions will result in the formation of porosity waves.

Here we attempt to quantify these processes by constructing a model for compaction of porous rocks in the presence of pressure and temperature-dependent dehydration reactions. There are two objectives. First, we test the feasibility of generating lithostatic pore pressures in a realistic model that includes dehydration reactions in a physical way. For this problem, we consider only elastic deformation of the subducting material, and include dehydration reactions by prescribing the magnitude of dewatering rates in temperature–pressure space. This model predicts that pressures on the order of lithostatic values are generated under a broad range of conditions, which has implications for hydrofracturing and tremor generation.

Second, we study how fluid is transported when viscous deformation of the porous matrix is included and dehydration reactions are introduced by allowing dewatering rates to vary as a function of temperature and pressure via a kinetic reaction rate law. In this model we assume that lithostatic pore pressures have already been generated, and focus on the movement of porosity and pressure through nonlinear wave behavior. Specifically, we examine the possibility that the observed periodicity of slow slip and tremor in subduction zones can be explained by the migration of porosity waves. In this scenario, excess fluid pressure induced by dehydrating rocks propagates as a porosity wavetrain. We test the hypothesis that increased pressure at the plate interface, corresponding to a peak in a traveling porosity wave, triggers a slow slip or tremor event. Our analysis suggests that given reasonable values of rock viscosity,
values of permeability at the edge of plausibility are required for porosity wavetrains to form at periods comparable to those of slow slip and tremor (~1 yr).

3.2. Model Overview

We simulate fluid and heat flow in a subducting slab by tracking the location of a vertically oriented, one-dimensional column of material as it moves through the subduction zone (Figure 3.1). The overburden and background temperature field that the column experiences are parameterized for the Cascadia subduction zone. The overburden is found by integrating seismically derived crustal density values, from the surface to the location of the plate interface (Tréhu et al., 2008; Audet et al., 2009). Since we focus on the slow slip region (~30 km depth), we assume a single value of 15° for the dip of the plate interface (Tréhu et al., 2008).

At the start of any simulation, the column is at a set depth below the locked zone, with an initial pressure equal to some fraction of the lithostatic fluid pressure, and an initial temperature determined by the thermal environment of Cascadia (Peacock, 2009). As a simulation progresses, the column moves through the slow slip zone and eventually it encounters the equilibrium boundary in $p$–$T$ space for a dehydration reaction and begins to lose some of its chemically bound water (Figure 3.1). This fluid release is determined by either 1) published total amounts of dewatering accommodated over a narrow window of pressure and temperature variations (e.g. Fagereng and Diener, 2011), or 2) a nonlinear kinetic expression parameterized for a lizardite dehydration reaction (e.g. Lasaga and Rye, 1993). As described below, we apply the first case when deformation is assumed to take place at time scales within the elastic regime, and the second case when deformation is assumed to take place at time scales within the viscous regime.
The full model consists of four coupled partial differential equations for excess fluid pressure \( p \) (i.e. with respect to hydrostatic pressure), porosity \( \phi \), temperature \( T \), and the chemically released fluid content \( m_d \). These equations are based on mass and energy conservation laws, as well as an assumed linear visco-elastic rheology. A derivation of the governing equations is presented in the final section of this chapter (see Model Derivation). The pressure equation is derived from fluid mass conservation requirements, and is written as (e.g. Walder and Nur, 1984; Wong et al., 1997; Connolly, 1997; Rice, 2006)

\[
\frac{\partial p}{\partial t} = \frac{c_m}{\mu} \frac{\partial}{\partial z} \left[ k(\phi) \frac{\partial p}{\partial z} \right] - \frac{c_m}{\rho_f} \frac{\partial m_d}{\partial t} + \gamma \dot{\sigma}_{11},
\]

where \( k \) is permeability, \( \mu \) and \( \rho_f \) are the fluid dynamic viscosity and density, and \( \dot{\sigma}_{11} \) is the tectonic loading rate. The effective modulus \( c_m \) and loading efficiency \( \gamma \)

\[
c_m = \frac{(K_u - K)(K + \frac{4G}{3})}{\alpha^2(K_u + \frac{4G}{3})}, \quad \gamma = \frac{K_u - K}{\alpha(K_u + \frac{4G}{3})},
\]

are defined using \( G \) as the shear modulus, \( K \) and \( K_u \) as the drained and undrained bulk modulii, and \( \alpha \) as the Biot parameter. Equation (3.1) gives the change in fluid pressure as a function of flow due to elastic deformation (first term on RHS), inelastic changes in porosity \( \partial \phi^{in}/\partial t \) (second term), the dehydration reaction (third term), and tectonic loading (last term). Throughout this study, we assume that the pore–space forms a connected network, and that permeability obeys the relationship (e.g. Brace, 1977; McKenzie, 1984; Connolly, 1997)

\[
k = k_0 \left( \frac{\phi}{\phi_0} \right)^n,
\]
where \( k_0 \) is the permeability at reference porosity \( \phi_0 \).

The porosity equation is also derived from mass conservation requirements (e.g. Rice, 2006; Brantut et al., 2011)

\[
\frac{\partial \phi}{\partial t} = \left( \frac{1}{c_m} - \frac{\phi}{K_f} \right) \frac{\partial p}{\partial t} + \frac{\partial \phi^{in}}{\partial t} - \frac{\gamma}{c_m} \hat{\sigma}_{11} .
\] (3.4)

where \( K_f \) is the fluid bulk modulus. Equation (3.4) gives the change in porosity due to elastic and inelastic deformations (first and second terms on RHS), as well as tectonic loading (last term). The inelastic change in porosity is given empirically by (e.g. Connolly, 1997; Wang and fong Wong, 2003; Brantut et al., 2011)

\[
\frac{\partial \phi^{in}}{\partial t} = \frac{\xi}{\rho_f} \frac{\partial m_d}{\partial t} - \frac{3}{4\eta} p_e \phi ,
\] (3.5)

where \( \xi \) governs porosity production due to reaction driven loss in solid mass, \( p_e = g(\rho_s - \rho_f)z - p \) is the effective pressure where \( \rho_s \) is the solid density, and \( \eta \) is the shear viscosity of the solid matrix. The last term in equation (3.5) describes changes in porosity due to an assumed linear viscous relaxation.

The elastic constitutive behavior of the model is determined from published seismic properties for Cascadia (Tréhu et al., 2008; Audet et al., 2009), so that the shear modulus \( G \), the undrained Poisson ration \( \nu_u \), and the undrained bulk modulus \( K_u \) satisfy

\[
v_s = \sqrt{\frac{G}{\rho_b}}, \quad \left( \frac{v_p}{v_s} \right)^2 = \frac{2(1 - \nu_u)}{1 - 2\nu_u}, \quad K_u = \frac{2G(1 + \nu_u)}{3(1 - 2\nu_u)} .
\] (3.6)
The drained bulk modulus $K$ is found by solving the following two equations simultaneously for an assumed value of $\alpha$

$$\alpha = 1 - \frac{K}{K_s}, \quad K = \frac{\alpha^2 K_s K_f}{\phi K_s + (\alpha - \phi) K_f},$$  \hspace{1cm} (3.7)

where $K_s$ is the solid constituent bulk modulus.

In the elastic limit, the elastic properties are allowed to change as a function of temperature and pressure via thermodynamic interpolation of the fluid properties $(\rho_f, K_f)$ using NIST steam tables. However, for simplicity derivatives associated with these changes are ignored. In the viscous models, the elastic constants are fixed, as the focus is on the mechanical aspects of porosity wave behavior.

The temperature equation is based on energy conservation requirements, and is given by (e.g. Connolly, 1997; Rice, 2006)

$$C_s \frac{\partial T}{\partial t} = K_T \nabla^2 T + C_f \nabla \cdot \left( \frac{k}{\mu} \nabla p \right) + \nabla \cdot \left( \frac{k}{\mu} \nabla p \right) - L \frac{\partial m_d}{\partial t} - \sigma_{ij} \dot{\varepsilon}_{ij} + \frac{g \rho_f k}{\mu} \nabla p \cdot \nabla z_{elev}. \hspace{1cm} (3.8)$$

This equation states that the change in temperature is due to conduction (first term on RHS), advective transport and work due to fluid flow (second and third terms), the latent heat of the dehydration reaction (fourth term), work done by elastic deformations (fifth term), and changes in gravitational potential energy (last term). Equations (3.1), (3.4) along with (3.5), and (3.8) are the governing equations for the model, and are completed by the specific formulation of the dehydration source $\partial m_d/\partial t$. 
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FIGURE 3.1. Subduction of a column of rock (black and green grids) is initiated at a known depth below the locked zone. Material crossing the equilibrium boundary (red line, green grid points) of a relevant dehydration reaction loses its chemically bound water at a prescribed rate, or at a rate controlled by the local offset from the equilibrium curve in $p - T$ space.
3.2.1. Dehydration Reactions

We consider two example reaction types: 1) a generalized mid-ocean ridge basalt reaction, and 2) dehydration of antigorite serpentinite. To put these reactions into the proper context, it is necessary to review some characteristics of the subduction zone plate interface in the slow slip region.

Numerous subduction zones around the world contain a seismic low velocity zone (LVZ), generally interpreted as hydrated, subducting oceanic crust (e.g. Yuan et al., 2000; Ferris et al., 2003; Li et al., 2003; Kawakatsu and Watada, 2007; Tibi et al., 2008; Audet et al., 2010; Hansen et al., 2012). In Cascadia for example, the LVZ is an ∼8 km thick layer that disappears beneath the mantle wedge corner (Rondenay et al., 2008; Audet et al., 2010). The disappearance of the LVZ is associated with basalt–to–eclogite dehydration reactions within subducting mid-oceanic ridge basalt (Rondenay et al., 2008; Audet et al., 2010; Fagereng, 2011). Together with evidence for high fluid pressures in the slow slip zone just up-dip of the mantle wedge corner, these observations seem to indicate that the plate interface acts as a low permeability seal, trapping fluids from dehydrating crust in the slow slip zone (Audet et al., 2010; Hansen et al., 2012).

In addition to these arguments, there is also evidence for the presence of a “serpentinized subduction channel” in the vicinity of the mantle wedge corner. Such a structure has been invoked to explain the presence of high-pressure metamorphic rocks on the Earth’s surface, which indicate the existence of some mechanism for transporting material from depths of ∼100 km in subduction zones (see Guillot et al., 2009). Field and numerical studies point to the formation of a ∼1 to 10 km thick melange shear zone, composed of competent oceanic peridotite blocks in an incompetent, serpentinitized matrix (e.g. Cloos, 1986; Blake et al., 1995; Hermann
et al., 2000; Schwartz et al., 2001; Gerya et al., 2002; Hilairet and Reynard, 2009; Blanco-Quintero et al., 2011). In this picture, deformation within the subduction channel is accommodated almost entirely within the serpentinized matrix (Cloos, 1986; Blake et al., 1995; Hermann et al., 2000; Breeding et al., 2003). Additionally, there is evidence that the serpentinized matrix is dehydrating, and that resultant fluid flow is also accommodated largely within the matrix (Breeding et al., 2003).

Thus, there appears to be two areas of active dehydration in the vicinity of the slow slip zone: 1) dehydration of basalt within elastically deforming subducting crust, and 2) dehydration of viscously deforming serpentinite within the subduction channel. These two sources likely interact in some way to generate high fluid pressures that are associated with episodic tremor and slip. In this work we consider in turn, both types of dehydration.

3.2.1.1. Basalt Dehydration, Elastic Limit

In the elastic limit, we use the results of Fagereng et al. (2011) to parameterize a general basalt dehydration reaction relevant to the Cascadia subduction zone. In this formulation the dehydration reaction rate depends linearly on the change in pressure and temperature. Accordingly, we assume that the dewatering rate $\frac{\partial m_d}{\partial t}$ is proportional to the change in concentration of chemically bound water in the solid matrix $c_s$, so that

$$\frac{\partial m_d}{\partial t} = -\rho_s(1-\phi^0)\frac{\partial c_s}{\partial t} = -\rho_s(1-\phi^0)\left(\alpha_p\frac{\partial p}{\partial t} + \alpha_T\frac{\partial T}{\partial t}\right),$$

(3.9)

where $\alpha_p = \partial c_s/\partial p$ and $\alpha_T = \partial c_s/\partial T$. The concentration of bound fluid within the solid constituent $c_s = c_s(p_{tot}, T)$ is treated as a known function of total fluid
pressure $p_{\text{tot}}$ and temperature $T$ (Dahlen, 1992). Fagereng and Diener (2011) have suggested that for relevant depths in Cascadia, $c_s$ is mainly controlled by water release due to the breakdown of chlorite and glaucophane to form hornblende and epidote. Thermodynamic models indicate that $\sim 1$ wt% H$_2$O is released during these reactions, with the rocks initially containing $\sim 2$ wt% H$_2$O (Hacker et al., 2003; Peacock, 2009; Fagereng and Diener, 2011). We use the results of Fagereng and Diener (2011) to estimate changes in water content, which we accommodate over a narrow range of temperature and pressure conditions ($1^\circ\text{C}$, $0.7$ GPa) $\alpha_p = -1.4 \times 10^{-10}$ Pa$^{-1}$ and $\alpha_T = -5 \times 10^{-4}$ K$^{-1}$. Then the value of $c_s$ is controlled based on the location of the subducting column relative to a single boundary in pressure–temperature space (Figure 3.2). At each point, the total fluid pressure is approximated by the overburden $\sigma_{11}$ due to the weight of overlying material. For simplicity, we assume that temperature varies linearly with depth within the column, and evolves according to a fixed temperature gradient of $20^\circ\text{C}/\text{km}$ (e.g. Peacock, 2009).

3.2.1.2. Serpentinite Dehydration, Viscous Limit

A serpentinite-like dehydration reaction is included in the viscous model through a kinetic expression that depends nonlinearly on the total fluid pressure and temperature (Lasaga and Rye, 1993; Ague et al., 1998; Connolly, 1997)

$$\frac{\partial m_d}{\partial t} = s M_{\text{H}_2\text{O}} \left( 1 - \frac{m_d^0}{m_d} \right) A |\Delta G(p_{\text{tot}}, T)|^{n_r} c_0 \exp \left[ \frac{E_a}{R} \left( \frac{1}{T} - \frac{1}{T_0} \right) \right], \quad (3.10)$$

where $A$ is the surface area of the rate-limiting mineral, $c_0$ and $n_r$ are empirical reaction constants, $E_a$ is the reaction activation energy, $M_{\text{H}_2\text{O}}$ is the molar mass of water, $m_d^0$ is the total chemically released water content, $R$ is the gas constant,
FIGURE 3.2. Pressure-temperature space showing the location of a generalized reaction boundary (red line), estimated from Fagereng and Diener (2011) for the breakdown of chlorite and glaucophane to form hornblende and epidote, and the equilibrium boundaries for reaction (3.11) (black dashed line) and the shifted reaction (solid black line). The blue shaded region shows the path of the subducting column path assuming lithostatic pore pressure and temperature as described in the text.

Δ\(G(p_{tot}, T)\) is the Gibbs free energy associated with the reaction, \(T_0\) is a reference temperature for the reaction, and \(s\) is a reaction index that takes the value 0 if \(\Delta G \geq 0\), and 1 otherwise.

Our model reaction is the low-temperature antigorite dehydration reaction

\[
\text{Antigorite} + 20 \text{Brucite} = 34 \text{Forsterite} + 51 \text{H}_2\text{O},
\]

(3.11)

The general form of the equilibrium curve for equation (3.11) is computed using the thermodynamic software package SUPCRT92 (Johnson et al., 1992). For ease of
numerical computation, the equilibrium curve is shifted towards higher temperatures by $\sim 50^\circ$C, so that it intersects the general $p - T$ path of the subducting material at approximately the same location as the model basalt dehydration reaction (Figure 3.2). Material to the right of the boundary will dehydrate according to equation (3.10), while $\partial m_d/\partial t = 0$ for material to the left of the boundary. Finally, because experimental data on the kinetics of reaction (3.11) are lacking, values for the remaining parameters in equation (3.10) are taken from published experimental studies on the dehydration of lizardite, and can be found (with references) in Table 3.1.

3.3. Elastic Limit and Prescribed Dehydration

In the elastic limit all inelastic deformations are ignored (see below), and the pressure equation (3.1) can be rewritten as a single governing equation for excess fluid pressure. Expanding the first term on the RHS of (3.1) gives

$$\frac{\partial}{\partial z} \left[ k(\phi) \frac{\partial p}{\partial z} \right] = \frac{1}{d\phi} \frac{\partial k}{\partial \phi} \frac{\partial p}{\partial z} + \frac{\partial^2 p}{\partial z^2},$$

and from the general change in porosity given by equation (3.77), if the inelastic change in porosity is ignored then

$$\frac{\partial \phi}{\partial z} = \frac{K_f - c_m \phi}{c_m (K_f + p)} \frac{\partial p}{\partial z},$$
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Value</th>
<th>Reference or Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>effective surface area of rate limiting mineral</td>
<td>201 m$^{-1}$</td>
<td>Connolly (1997)</td>
</tr>
<tr>
<td>$c_0$</td>
<td>reaction rate constant</td>
<td>$1.29 \times 10^{-20}$ mol m$^{-2}$ (cal mol$^{-1}$)$^{n_r}$</td>
<td>Ague et al. (1998)</td>
</tr>
<tr>
<td>$c_m$</td>
<td>elastic parameter</td>
<td>49 GPa</td>
<td></td>
</tr>
<tr>
<td>$C_f$</td>
<td>fluid specific heat</td>
<td>$4 \times 10^6$ J m$^{-3}$ K$^{-1}$</td>
<td>Connolly (1997)</td>
</tr>
<tr>
<td>$C_r$</td>
<td>rock specific heat</td>
<td>$2.5 \times 10^6$ J m$^{-3}$ K$^{-1}$</td>
<td>Connolly (1997)</td>
</tr>
<tr>
<td>$E_a$</td>
<td>reaction activation energy</td>
<td>$2 \times 10^4$ cal mol$^{-1}$</td>
<td>Lasaga and Rye (1993)</td>
</tr>
<tr>
<td>$G$</td>
<td>shear modulus</td>
<td>26 GPa</td>
<td>(3.6)</td>
</tr>
<tr>
<td>$\Delta G$</td>
<td>reaction Gibbs energy</td>
<td>cal mol$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>permeability</td>
<td>m$^2$</td>
<td>(3.3)</td>
</tr>
<tr>
<td>$K$</td>
<td>drained bulk modulus</td>
<td>106 GPa</td>
<td>(3.7)</td>
</tr>
<tr>
<td>$K_f$</td>
<td>fluid bulk modulus</td>
<td>2.9 GPa</td>
<td></td>
</tr>
<tr>
<td>$K_T$</td>
<td>thermal conductivity</td>
<td>2.5 W (m K)$^{-1}$</td>
<td>Connolly (1997)</td>
</tr>
<tr>
<td>$K_a$</td>
<td>undrained bulk modulus</td>
<td>108 GPa</td>
<td>(3.6)</td>
</tr>
<tr>
<td>$L$</td>
<td>latent heat of reaction</td>
<td>500 kJ kg$^{-1}$</td>
<td>Brantut et al. (2011)</td>
</tr>
<tr>
<td>$m_d$</td>
<td>chemically released fluid content</td>
<td>kg m$^{-3}$</td>
<td></td>
</tr>
<tr>
<td>$M_{H_2O}$</td>
<td>H$_2$O molar mass</td>
<td>18 g mol$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$n_r$</td>
<td>reaction law order</td>
<td>3.64</td>
<td>Ague et al. (1998)</td>
</tr>
<tr>
<td>$n_f$</td>
<td>permeability law order</td>
<td>3</td>
<td>Brace (1977)</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
<td>Pa</td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td>gas constant</td>
<td>1.987 cal (mol K)$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
<td>K</td>
<td></td>
</tr>
<tr>
<td>$T_0$</td>
<td>reaction reference temperature</td>
<td>633 K</td>
<td>Ague et al. (1998)</td>
</tr>
<tr>
<td>$v_p$</td>
<td>p-wave velocity</td>
<td>7 km s$^{-1}$</td>
<td>Tréhu et al. (2008)</td>
</tr>
<tr>
<td>$v_p/v_s$</td>
<td>seismic velocity ratio</td>
<td>2.35</td>
<td>Audet et al. (2009)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Biot-Willis parameter</td>
<td>0.2</td>
<td>(3.7)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>loading efficiency</td>
<td></td>
<td>(3.2)</td>
</tr>
<tr>
<td>$\eta$</td>
<td>shear viscosity</td>
<td>Pa s</td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>fluid viscosity</td>
<td>$2 \times 10^{-4}$ Pa s</td>
<td></td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson ratio</td>
<td>0.39</td>
<td>Audet et al. (2009)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>porosity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_f$</td>
<td>fluid density</td>
<td>1000 kg m$^{-3}$</td>
<td></td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>solid density</td>
<td>3000 kg m$^{-3}$</td>
<td></td>
</tr>
<tr>
<td>$\dot{\sigma}$</td>
<td>tectonic loading rate</td>
<td>$1 \times 10^{-5}$ Pa s$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$\xi$</td>
<td>plastic compaction parameter</td>
<td>0.1 – 1 unitless</td>
<td></td>
</tr>
</tbody>
</table>
Putting the above results into (3.1) and taking all of the modulii constant yields

$$\frac{\partial p}{\partial t} = \left[ 1 + \frac{c_m \rho_s^0}{\rho_f} (1 - \phi^0) \alpha_p \right]^{-1} \left\{ \frac{c_m k}{\mu} \frac{\partial^2 p}{\partial z^2} + \frac{1}{\mu} \left( \frac{K_f - c_m \phi}{K_f + p} \right) \frac{d k}{d \phi} \left( \frac{\partial p}{\partial z} \right)^2 - \gamma \dot{\sigma}_{11} ight. $$

$$- \frac{c_m \rho_s^0}{\rho_f} (1 - \phi^0) \alpha_T \frac{\partial T}{\partial t} \right\} . \quad (3.14)$$

Since $\alpha_p$ is either zero or a negative number (the concentration of bound water decreases with increasing pressure across the reaction boundary in $p$-$T$ space), the leading coefficient on the RHS of (3.14) reveals a limit on the magnitude of $\alpha_p$.

$$|\alpha_p| \leq \frac{\rho_f}{c_m \rho_s (1 - \phi^0)} \approx 4.6 \times 10^{-12} \text{ Pa}^{-1} . \quad (3.15)$$

Physically, the value of $\alpha_p$ is determined by the petrologic phase behavior. Equation (3.15) is a mechanical constraint on this behavior in the context of poro-elastic diffusion, since for the problem to remain physical the diffusivity must be greater than zero to satisfy the second law of thermodynamics.

3.3.1. Dimensionless Equations

Some simple analysis can yield estimates of dehydration rates necessary to generate lithostatic fluid pressures on the time scale of slow slip events. Consider the following dimensionless variables

$$z' = \frac{z}{H}, \quad t' = \frac{t}{t^*}, \quad p' = \frac{p}{p^*}, \quad \phi' = \frac{\phi}{\phi_0} ,$$
and choose

\[ t^* = \frac{\mu H^2}{k_c m}, \quad p^* = g(\rho_s - \rho_f)H = g\Delta \rho H, \]

where \( \phi_0 \) is the initial porosity and \( H \) is the thickness of the dehydrating region. Then equation (3.1) in the elastic limit, with constitutive parameters taken as constants, can be written as

\[
\frac{\partial p'}{\partial t'} = \frac{\partial^2 p'}{\partial z'^2} - \left( \frac{\phi_0 c_m}{g\Delta \rho H} \right) \frac{\partial \phi^0_m}{\partial t'} + \left( \frac{\mu H}{g k \Delta \rho} \right) \Gamma + \gamma \dot{\sigma}'_{11},
\]  

(3.16)

where \( \Gamma = (\partial m_d/\partial t)/\rho_f \) is the dehydration rate defined as the mass of water released per unit bulk rock mass per unit time. By ignoring inelastic deformation we are assuming that \( \phi_0 c_m \ll g\Delta \rho H \). The third term will contribute significantly to pore pressure development when its magnitude is of order unity. This leads to a condition on the dehydration rate

\[
\Gamma_0 = \frac{g k \Delta \rho}{\mu H}.
\]  

(3.17)

Evaluating equation (3.17) using parameter values (see Table 3.1) appropriate to the slow slip zone (\( \sim 35 \) km depth) at Cascadia, a permeability of \( 10^{-20} \) m\(^2\), and a 1000 m thick dehydrating section yields a dehydration rate of \( \Gamma_0 = 8 \times 10^{-16} \) s\(^{-1}\). This is the rate necessary to generate excess pressures significantly above hydrostatic. Generation of lithostatic pore pressures will require dehydration rates \( \gg \Gamma_0 \).

The time scale of dehydration in the elastic regime is highly dependent on the thickness of the reaction zone. For the calculation in the last paragraph the time scale is \( t^* = 13000 \) years, which is much larger than the recurrence interval of tremor and slow slip. However, if the reaction zone is 10 m thick, rather than 1000 m, then the time scale is \( t^* = 1.3 \) years.
At this point it is useful for comparison to review some simple estimates of permeability and dewatering due to dehydration for subduction zone slow slip. To maintain near lithostatic pore pressures at relevant depths, permeabilities must be relatively low given estimated rates of fluid release due to dehydration reactions (Audet et al., 2009; Peacock, 2009; Peacock et al., 2011). At Cascadia, Hyndman and Peacock (2003) estimate a fluid production rate due to dehydration of $10^{-4}$ m$^3$/m$^2$yr. Using this fluid production rate along with Darcy’s law, Audet et al. (2009) suggest that the plate interface acts as a low permeability seal, with permeability values of $5 \times 10^{-25}$ to $5 \times 10^{-22}$ m$^2$ for shear zone thicknesses of 1 to 1000 m. Peacock et al. (2011) perform a similar calculation and estimate a permeability of $10^{-24}$ to $10^{-21}$ m$^2$, assuming a fluid production rate twice that obtained by Hyndman and Peacock (2003). Peacock et al. (2011) also point out that high pore pressure could be maintained if the entire layer of subducted oceanic crust has a low permeability, rather than just the plate interface. In this case, they estimate that the subducted crust has a permeability of $< 3 \times 10^{-20}$ m$^2$, corresponding to crystalline rocks with a fluid filled porosity of 2.7% to 4.0%, assuming nearly lithostatic pore pressure.

We are interested in what dehydration rates are necessary to generate lithostatic pore pressures over a 14 month time span (the average slow slip recurrence interval at Cascadia). It can be imagined that in the most extreme case, the pore pressure reduces to the hydrostatic value every time a slow slip event occurs, and increases to close to the lithostatic value during the period between events. For permeabilities less than $10^{-18}$ m$^2$, simulations of equation (3.16) show that a dewatering rate of $\sim 2 \times 10^{-12}$ s$^{-1}$ is sufficient to generate pore pressures greater than lithostatic values in the upper few hundred meters of the subducting column, from an initial hydrostatic fluid pressure over a period of $\sim 14$ months (Figure 3.3). The source term is applied
FIGURE 3.3. Pressure profiles for three values of permeability and values of $\Gamma$ indicated by the legends. The colors in panel (b) correspond to those in panel (c). All simulations were run for 14 months, with hydrostatic initial conditions, a hydrostatic upper boundary, and a no-flow lower boundary. Hydrostatic and lithostatic pressure profiles are shown by the dashed and solid black lines.

to the entire column for these simulations, so these values can be interpreted as a lower bound on the reaction rate $\Gamma$. The simulated dewatering rate can be converted to a flux by considering a 1 m$^3$ volume of bulk rock and assuming that all released water flows through its upper surface. Then the dewatering rate becomes

$$\Gamma = 2 \times 10^{-12} \frac{\text{kg}_{\text{fluid}}}{\text{kg}_{\text{rock}}} \cdot \frac{3000 \text{ kg}_{\text{rock}}}{\text{m}^3} \cdot \frac{\text{m}^3}{1000 \text{ kg}_{\text{fluid}}} \cdot \frac{1 \text{ m}}{10^{-3} \text{ m}^3} \cdot \frac{1000 \text{ mL}}{\text{yr}} \cdot \frac{31536000 \text{ s}}{1000 \text{ mL} \cdot \text{m}^3} \approx 190 \frac{\text{mL}}{\text{m}^2 \text{ yr}}.$$  

For permeabilities less than $10^{-20}$ m$^2$, the necessary dewatering rate is half this value, so we can estimate a dewatering rate in the range $\Gamma = 85 - 190 \frac{\text{mL}}{\text{m}^2 \text{ yr}}$, which compares well with the value reported by *Hyndman and Peacock* (2003). Permeabilities larger than $10^{-18}$ m$^2$ require potentially unrealistic dehydration rates to produce lithostatic excess pressure. For example, a simulation with $k_0 = 10^{-17}$ m$^2$ required a dehydration rate $> 470 \frac{\text{mL}}{\text{m}^2 \text{ yr}}$. 
3.3.2. Results

Simulations of equation (3.14) employ a boundary condition formulated to mimic the presence of an impermeable layer, or cap, overriding the subducting column; in these models this layer corresponds to the plate interface shear zone (Figure 3.1, (e.g. Skarbek and Rempel, 2013). We assume that pore pressure at the upper surface of the cap is hydrostatic, and equate the fluid flux across the upper and lower surfaces, so that

\[ q_{\text{cap}} = -\frac{k_{\text{cap}}}{z_{\text{cap}}} p_0 = \frac{k_0}{2\Delta z} (p_1 - p) . \]  

(3.18)

This condition results in a time rate of change of pore pressure at the upper boundary of the subducting column proportional to

\[ \frac{\partial p_0}{\partial t} \propto -\frac{k_{\text{cap}} \Delta z}{k_0 z_{\text{cap}}} . \]  

(3.19)

A zero flux condition is applied at the subducting column’s base. Finally, equation (3.14) is integrated by applying the method of lines and using a fourth-order Runge-Kutta method in MATLAB. We ran two groups of simulations, the first varying permeability of the subducting column as well as the overriding cap layer, and a second set varying the column permeability and the cap layer thickness.

In the first group of simulations, values of the cap and initial column permeability are in the range \(10^{-25} - 10^{-23} \text{ m}^2\), covering the scope of estimated permeabilities for subducting material at slow slip depths in Cascadia. In the second group, \(k_{\text{cap}}\) is kept constant and \(z_{\text{cap}}\) is varied from 10–1000 m, which covers the estimated range of shear zone thickness at relevant depths Audet et al. (2009). All other parameters are kept constant throughout the suite of simulations. Each simulation is initiated at a depth of 30 km, within the frictional transition zone at Cascadia, (Burgette et al.,
FIGURE 3.4. Results for simulations varying the permeability of the column $k_0$ as well as that of the cap $k_{\text{cap}}$. In all simulations shown here the cap thickness is set to $z_{\text{cap}} = 10$ m. Colored lines show the minimum depth below the upper boundary to negative effective stress within the subducting column. The grey shaded region shows the fraction of the column that has crossed the reaction boundary and dewatered.

2009) with initial porosity of 5%. Under these conditions, the permeability at any point in the subducting column does not vary substantially from its initial value.

Figures 3.4 and 3.5 show the minimum depth at which pressures above lithostatic are predicted for the range of permeabilities shown. Below this depth the model predicts a state of negative effective stress. Each panel also shows the fraction of the subducting column that has crossed the reaction boundary. Since the temperature increases with depth, the reaction begins at the base of the subducting column and proceeds smoothly upward until the entire column has crossed the boundary. The reaction source term is relatively constant across the span of model parameters, and is in the range $\Gamma = 2.2 - 3.6 \times 10^{-11}$ s$^{-1}$ for each simulation shown. This is approximately one order of magnitude above the estimated value in the previous section; however there the dehydration source is applied to the entire column, whereas here it is applied to an $\sim 10$ m thick section at any given time, due to the movement of the reaction boundary.
FIGURE 3.5. Results for simulations varying the permeability of the column $k_0$ and the thickness of the cap $z_{\text{cap}}$. In all simulations shown here the cap permeability is set to $k_{\text{cap}} = 10^{-24} \text{ m}^2$. Colored lines show the minimum depth below the upper boundary to negative effective stress within the subducting column. The grey shaded region shows the fraction of the column that has crossed the reaction boundary and dewatered.

A robust feature of all simulations is the generation of pore pressure in excess of the local lithostatic values. Pressures in excess of the lithostatic value are generated as soon as the reaction begins at the base of the column and track the location of the reaction front as it moves up the column. In simulations with relatively high column permeability ($k_0 = 10^{-23} \text{ m}^2$), the location of zero effective stress is able to move up the column slightly ahead of the reaction front. In all simulations, the entire column is pressurized above lithostatic values when the reaction front reaches the upper boundary of the column. Depending on the thickness and permeability of the cap layer, this condition may persist for the remainder of the simulation.

3.3.3. Summary

Our results show that basalt dehydration can reasonably generate lithostatic pore pressures within the slow slip zone. Dimensional analysis of the pore pressure
equation suggests that reaction zones within the subducting material must be 10s of meters thick to generate large pore pressures at time scales comparable to ETS recurrence intervals. In the next section, we show that predictions based on the kinetic dehydration law support this conclusion.

The common occurrence of pressures above lithostatic values in these simulations suggests the presence of hydraulic fracturing (e.g. Skarbek and Rempel, 2013). In these cases the fluid pressure generated due to dehydration reactions is greater than the least principle stress and hydraulic fractures may form if the tensile strength of the rocks is exceeded. The creation of such fractures would be expected to greatly alter the bulk permeability of the subducting material. Models for slow slip and tremor indicate that tremor is produced by frictional slip (e.g. Ide et al., 2007; Shelly et al., 2007b), although when it was first discovered it was suggested that tremor radiated as a result of dehydration reaction-induced hydraulic fracturing (Obara, 2002). However, if there is a significant amount of viscously deforming material in the plate interface it may impede or prevent hydro-fracturing. In the next section we examine the effects of dehydration reactions in a viscously deforming porous medium.

3.4. Viscous Limit and Reaction Kinetics

In this section we present results from simulations of the full model defined by the pressure (3.1) and porosity (3.4) equations, inelastic changes in porosity (3.5), and the temperature equation (3.8), along with the kinetic formulation of dehydration described in Section 4.2. The objective here is to study the time scales and mechanics of reaction-generated fluid transport, under the assumption that lithostatic pore pressure have already been generated. The results show that reaction-driven increases in porosity are propagated through the subducting column as solitary pressure and
porosity waves. This behavior is due to inelastic changes in porosity due to the viscous behavior included in equation (3.5). Finally, we show that extreme values of rock shear viscosity and permeability are required for these waves to propagate with periods similar to the recurrence interval of slow slip and tremor (∼1 year).

In the viscous simulations, the initial pressure in the subducting column is uniformly lithostatic (i.e. effective stress is zero). Because of the viscous term in equation (3.5), this is the only stable initial condition. This condition implies the presence of a uniform background fluid flux

\[ q_0 = \frac{g k (\phi_0) \Delta \rho}{\mu}, \quad (3.20) \]

where \( \phi_0 \) is the initial porosity of the column. To maintain this initial condition as a steady state we require that pressure at the base of the column increases with time according to the tectonic loading rate. At the upper boundary a non-reflecting, or absorbing boundary condition is applied. This condition is formulated to maintain the initial condition as a steady state and to prevent any pressure/porosity waves impinging on the upper boundary from reflecting back into the column (e.g. Engquist and Majda, 1977).

The initial temperature profile is defined by the initial depth of the column and a geothermal gradient of 20 K/km. Temperature at the lower boundary is set to increase at a rate determined by the dip angle of the subducting slab, the plate convergence velocity, and the background temperature field (Tréhu et al., 2008; Peacock, 2009). Additionally, the background fluid flux implies the presence of a background heat transport due to the advective terms in equation (3.8). In order to achieve a steady state initial condition, this background heat transport is subtracted off of equation (3.8). Finally, the governing equations along with the initial and boundary conditions
are solved in MATLAB using the method of lines and standard ODE integration schemes.

3.4.1. Dimensionless Equations

The pressure and porosity equations (3.1) and (3.4) can be made dimensionless by first defining the compaction length

$$\delta_0 = \left( \frac{4\eta k_0}{3\mu \phi_0} \right)^{1/2},$$  \hfill (3.21)

which is the natural length scale for viscous deformation (McKenzie, 1984; Spiegelman, 1993a). The natural velocity scale is the buoyant seepage velocity

$$v_0 = \frac{4g \Delta \rho \delta_0^2}{3\eta} = \frac{g \Delta \rho k_0}{\phi_0 \mu},$$ \hfill (3.22)

where $g \Delta \rho \delta_0 = g(\rho_s - \rho_f) \delta_0$ is the buoyant pressure over the compaction length, and $v_0 \eta / \delta_0$ is the viscous pressure drop associated with strain rate $v_0 / \delta_0$. Together, $\delta_0$ and $v_0$ define a viscous compaction time

$$\tau_0 = \frac{4\eta}{3g \Delta \rho \delta_0}.$$ \hfill (3.23)

And now a set of dimensionless variables may be defined as

$$t' = \frac{t}{\tau_0}, \quad z' = \frac{z}{\delta_0}, \quad p' = \frac{p}{g \Delta \rho \delta_0}, \quad \phi' = \frac{\phi}{\phi_0}, \quad m'_d = \frac{m_d}{m_0^d}.$$
Using this set of variables and assuming all material properties are constant, equations (3.1), (3.4) and (3.5) become

\[
\text{De}_p \frac{\partial p}{\partial t} = \frac{\partial}{\partial z} \left( \phi^n \frac{\partial p}{\partial z} \right) - \frac{\partial \phi^\text{in}}{\partial t} + \mathcal{K} \frac{\partial m_d}{\partial t} + \gamma \text{De}_p \dot{\sigma}_{11} \tag{3.24}
\]

\[
\frac{\partial \phi}{\partial t} = \text{De}_p \frac{\partial p}{\partial t} - \text{De}_\phi \frac{\partial p}{\partial t} + \frac{\partial \phi^\text{in}}{\partial t} - \gamma \text{De}_p \dot{\sigma}_{11} \tag{3.25}
\]

\[
\frac{\partial \phi^\text{in}}{\partial t} = \xi \mathcal{K} \frac{\partial m_d}{\partial t} - \phi p_{\text{eff}}, \tag{3.26}
\]

where the primes have been dropped and the following dimensionless constants are defined

\[
\text{De}_p = \frac{g \Delta \rho \delta_0}{\phi_0 c_m}, \quad \text{De}_\phi = \frac{g \Delta \rho \delta_0}{K_f}, \quad \mathcal{K} = \frac{m_d^0}{\phi_0 \rho_f}.
\]

The first two terms are referred to as “Deborah” numbers, and measure the importance of elastic deformations relative to viscous deformation \cite{Reiner, 1964; Connolly and Podladchikov, 1998}. The last term, referred to here as the “Jenny” number, is the ratio of chemically bound fluid mass to the fluid mass present in the pore space in the initial state defined by \( \phi_0 \). Thus, the Jenny number is a material parameter that measures the importance of the dehydration source and is between 1 – 50 for the parameters used here.

It is reasonable to assume that porosity waves form on the order of the compaction time. If this is the case, then equation (3.21) and (3.22) define a
relationship between the shear viscosity and the permeability at a given period

\[ \eta = \frac{3k_0(g\Delta\rho\tau_0)^2}{4\phi_0\mu}. \]  

(3.27)

Setting \( \tau_0 = 1 \) year (approximately the period of slow slip events in Cascadia) and taking \( \phi_0 = 0.01 - 0.1 \) results in the relationship shown in Figure 3.6, which implies that triggering slow slip events in this manner requires values of viscosity and permeability that may be difficult to achieve. The viscosity at the top of the subducting column can be estimated for the Cascadia \( p-T \) path (shown in Figure 3.2) by using the experimental data of Hilairet et al. (2007) for antigorite. Hilairet et al. (2007) give the viscosity as a power law function of strain rate, pressure, and temperature. The shaded region in Figure 3.6 corresponds to viscosity values calculated for a 1 to 1000 m thick plate interface sheared at the plate convergence rate for Cascadia, \( v_{\text{plate}} \approx 3.7 \) cm/year. To achieve a 1 year recurrence interval with the calculated viscosity values, Figure 3.6a shows that permeabilities in the range \( 5 \times 10^{-14} \) to \( 10^{-10} \) m\(^2\) are required, values that can only be achieved if a well connected network of fractures exits. Certain authors have suggested this scenario. On the other hand, for permeability values estimated in the elastic model results (\( 10^{-25} \) to \( 10^{-20} \) m\(^2\)), the shear viscosity must be within the range \( 10^4 \) to \( 10^9 \) Pa s, which is several orders of magnitude lower than the viscosity of ice (Cuffey and Paterson, 2010).

Using the same dimensionless variables defined above, the temperature equation (3.8) can be made dimensionless by scaling temperature by the reaction reference temperature \( T_0 \). Then in one dimension

\[
\frac{\partial T}{\partial t} = \Pi_1 \frac{\partial^2 T}{\partial z^2} + \Pi_2 \frac{\partial}{\partial z} \left( \phi^n T \frac{\partial p}{\partial z} \right) + \Pi_3 \frac{\partial}{\partial z} \left( \phi^n p \frac{\partial T}{\partial z} \right) - \Pi_4 L \frac{\partial m_d}{\partial t} - \Pi_5 \sigma_{11} \left( \dot{\sigma}_{11} + \alpha \frac{\partial p}{\partial t} \right) + \Pi'_3 \frac{\partial p}{\partial z},
\]  

(3.28)
FIGURE 3.6. Plot of the relationship, equation (3.27), between permeability and viscosity for a compaction time $\tau_0 = 1$ year. The grey shaded region shows this relationship for porosities $0.01$ to $0.1$. The blue shaded region shows viscosities calculated using the results of Hilairet et al. (2007), for strain rates corresponding to plate interface thicknesses of $1$ to $1000$ m.

where

$$
\Pi_1 = \frac{4\eta K_T}{3C_s g\Delta \rho \delta^3}, \quad \Pi_2 = \frac{C_f \phi_0}{C_s}, \quad \Pi_3 = \frac{g\Delta \rho \delta \phi_0}{C_s T_0}, \quad \Pi_4 = \frac{Lm_0}{C_s T_0}, \quad \Pi_5 = \frac{(g\Delta \rho \delta)^2}{C_s T_0 (K + \frac{4G}{3})},
$$

and $\Pi'_3$ is equal to $\Pi_3$ with $\Delta \rho$ replaced by $\rho_f$. The fifth term is negligibly small, and in the small porosity limit ($\phi_0 \ll 1$), $\Pi_2$, $\Pi_3$, and $\Pi'_3$ are as well. So the only significant processes are temperature changes due to conduction and the dehydration reaction.
3.4.2. Results

The parameter values given in Table 3.1 result in $De_p, De_\phi \approx 10^{-4}$, in which case the elastic terms in equations (3.24) and (3.25) may be ignored. Then the pressure equation becomes

$$0 = \frac{\partial}{\partial z} \left( \phi^n \frac{\partial p}{\partial z} \right) + \mathcal{K}(1 - \xi) \frac{\partial m_d}{\partial t} + \phi p_e,$$  \hfill (3.29)

and the only changes in porosity are those due to inelastic effects, so that

$$\frac{\partial \phi}{\partial t} = -\phi p_e + \xi \mathcal{K} \frac{\partial m_d}{\partial t}. \hfill (3.30)$$

The behavior of equations (3.29) and (3.30) can be demonstrated by considering an initial step increase in porosity with depth, and no dehydration. To avoid numerical issues, the step is smoothed slightly (e.g. Spiegelman, 1993b), so that

$$\phi(z, 0) = \begin{cases} 
1, & z < z_0, \\
\phi_1 + (1 - \phi_1) \text{sech}[(z - z_0)/2.5], & z \geq z_0,
\end{cases} \hfill (3.31)$$

where $\phi_1$ is the magnitude of the porosity step at depth $z_0$. Viscous resistance to porosity changes causes the initial step to propagate as a dispersive wavetrain (Figure 3.7); if viscous resistance were negligible then the porosity step would propagate as a perfect shock (Spiegelman, 1993b). Initially the flux below the porosity step is larger than above; this creates a local porosity maximum at the location of the step. However, as it continues to grow, the porosity maximum creates a region behind itself where locally the flux increases in the direction of flow, draining the region and
FIGURE 3.7. Evolution of a porosity step at $z = 80$ for (a) $\phi_1 = 0.2$ and (b) $\phi_1 = 0.8$. Viscous resistance to volume changes causes the initial step to propagate as a dispersive train of solitary waves. Panels (a) and (b) show porosity profiles with increasing time. The separation between adjacent profiles corresponds to a porosity of 1.5 (a) and 0.2 (b). (c) Contours of the pressure anomaly $z - p_{\text{tot}}$ for $\phi_1 = 0.8$, for comparison with Figure 3.10.

producing a porosity minimum. By the same process in reverse, the new minimum creates another porosity maximum behind itself and so on, and a wavetrain is formed.

Two examples are shown in Figure (3.7) for $\phi_1 = 0.2, 0.8$ (i.e. perturbations that are 20 and 80% of the initial porosity $\phi_0$). In the case $\phi_1 = 0.2$ the wavetrain grows at a rate faster than the velocity of the leading wave and so information is propagated deeper into the column. Figure (3.7) also shows that the amplitude and speed of the waves depend on the initial porosity step $\phi_1$. For comparison, contours of the pressure anomaly $p^* = z - p_{\text{tot}}$ are shown in Figure 3.7c.

The physical mechanisms can be further illuminated by considering a simple example; the proceeding arguments follow those of Spiegelman (1993b). If initially there is a perfect step increase in porosity with depth (Figure 3.8), with boundary conditions $p_e(-\infty) = p_e(\infty) = 0$, and no dehydration, equation (3.29) at $t = 0$ takes
the form

$$
-\frac{\partial^2 p_e}{\partial z^2} + p_e = 0, \ z > 0,
$$

$$
(3.32)
$$

$$
-\phi^{n-1}\frac{\partial^2 p_e}{\partial z^2} + p_e = 0, \ z < 0,
$$

where the dimensionless effective pressure is $p_e = z - p$. Applying the boundary conditions along with the requirements that $p_e$ and the fluid flux $q = \phi^n(1 - \partial p_e/\partial z)$ are continuous at $z = 0$ results in the solutions

$$
p_e = \phi_1^{\text{max}} e^z, \ z > 0,
$$

$$
(3.33)
$$

$$
p_e = \phi_1^{\text{max}} e^{-z\phi_1^{1-n}}, \ z < 0,
$$

where

$$
\phi_1^{\text{max}} = \frac{\phi^n - 1}{1 + \phi_1^{\frac{n+1}{2}}}.
$$

Profiles at $t = 0$ for the effective pressure, porosity, $\partial \phi / \partial t$, and the fluid flux are shown in Figure 3.8a, for $\phi_1 = 0.5$. The pressure anomaly is largest at the porosity step and decays exponentially with distance from $z = 0$. Additionally, the fluid flux varies smoothly even though the porosity is discontinuous. From equation (3.30) we can see that the porosity will evolve from this initial condition by increasing at the location of the step; initially growing faster directly below the step than above, since the change in porosity is proportional to itself. As the porosity at the step increases, it will eventually produce a porosity minimum below itself as described above.
If the procedure is reversed, so that the initial condition is a step decrease in porosity with depth, the result is that porosity will initially decrease in the vicinity of the step (Figure 3.8b). Again, this process will eventually create a porosity maximum below the minimum that develops at the step. This simple analysis illustrates further how viscous resistance to porosity changes produces the wavetrains shown in Figure (3.7) by alternately enhancing and obstructing fluid flow up the column.

3.4.2.1. Solitary Wave Behavior

The waves shown in Figure (3.7) behave as solitary waves whose properties can be described quite well through a physical analogy with a propagating step shock in porosity. The wave behavior produced by equations (3.29) and (3.30) is similar to that produced by equations for two-phase flow of melt within the solid Earth (Richter and
McKenzie, 1986; Barcilon and Richter, 1986; Scott and Stevenson, 1986; Spiegelman, 1993a,b). In these studies both the melt and solid matrix are treated as immiscible, incompressible and highly viscous fluids. For comparison, the equations derived by McKenzie (1984) in the absence of melting take the form

\[ 0 = \frac{\partial \phi}{\partial t} + \nabla \cdot (\phi \mathbf{v}) , \]  
\[ 0 = \frac{\partial (1 - \phi)}{\partial t} + \nabla \cdot [(1 - \phi) \mathbf{V}] , \]  
\[ \phi (\mathbf{v} - \mathbf{V}) = -\frac{k}{\mu} \nabla p , \]  
\[ \nabla p = \eta \nabla^2 \mathbf{V} + \left( \zeta + \frac{\eta}{3} \right) \nabla (\nabla \cdot \mathbf{V}) - g (1 - \phi) \Delta \rho \delta_{i3} , \]  
\[ k = k_0 \phi^n , \]

where \( \mathbf{v} \) and \( \mathbf{V} \) are the velocities of the melt and matrix, and \( \zeta \) is the matrix bulk viscosity. Results from study of these equations are adapted here to analyze the wave behavior observed for equations (3.29) and (3.30).

The McKenzie equations will produce dispersive wavetrains very similar to those shown in Figure 3.7. Furthermore, in the small porosity limit with \( n = 3 \), the governing equations can be reduced to a single, nonlinear wave equation for porosity of the form (Barcilon and Richter, 1986)

\[ \phi_t = [\phi^3(\phi_{zt} - 1)]_z . \]  
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Barcilon and Richter (1986) and Spiegelman (1993b) have shown that equation (3.39) admits solitary wave solutions with properties

\[ c(A) = 2A + 1 , \]  

(3.40)

\[ \lambda(A, f) = -(A + \frac{1}{2})^{\frac{1}{2}} \left\{ -2(A - f)^{\frac{1}{2}} + \frac{1}{(A - 1)^{\frac{1}{2}}} \ln \left[ \frac{(A - 1)^{\frac{1}{2}} - (A - f)^{\frac{1}{2}}}{(A - 1)^{\frac{1}{2}} + (A - f)^{\frac{1}{2}}} \right] \right\} , \]  

(3.41)

\[ V(A, f) = \frac{2}{3} [2(2A + 1)(A - f)]^{\frac{1}{2}} [2A + f] , \]  

(3.42)

where \( A \) is the maximum amplitude, \( c \) is the phase velocity, \( \lambda \) is the wavelength, and \( V \) is the volume contained within the solitary wave. Equations (3.40) – (3.42) are scaled to the small background porosity (Barcilon and Richter, 1986; Spiegelman, 1993b). In other words, \( f = 1 \) corresponds to \( \phi = \phi_1 \) for the scaling used in the analysis and numerical experiments presented here. For example, the re-scaled dispersion relation is (e.g Spiegelman, 1993b) \( c = \phi_1(2A + \phi_1) \), which can be seen from the scaling relations (3.21) – (3.23).

A physical argument developed by Spiegelman (1993b) and based on conservation of mass shows that the waves produced by the McKenzie equations are described very well by equations (3.40) – (3.42). First, assume that the leading wave in the train that develops from an initial step increase in porosity moves with the same mass as if the step propagated as a shock. For the initial porosity profile shown in Figure 3.8, the characteristic solution predicts a breaking porosity wave at time \( t = \Delta t \) (Whitham, 2011; Spiegelman, 1993b). This is not a physical situation, as the porosity cannot be multi-valued at any particular location. However, the properties of the waves that are predicted by equations (3.29) and (3.30), can be described by finding the solitary wave that moves with the same mass as the hypothetical breaking wave. The porosity
(i.e. volume or mass in 1-D) in the breaking wave at time $t = \Delta t$ is

$$V_b = (1 - \phi_1^n) \Delta t . \quad (3.43)$$

Following Spiegelman (1993b), a reasonable estimate for $\Delta t$ for the solitary wave is the time it takes the wave to move its wavelength $\lambda$, or $\Delta t = \lambda/c$. Thus, if the volume $V$ in the solitary wave is equal to that of the breaking wave, then

$$V(A, \phi_1, n) = \frac{(1 - \phi_1^n)\lambda(A, \phi_1, n)}{c(A, \phi_1, n)} . \quad (3.44)$$

Equation (3.44) defines a relationship between the magnitude of the initial porosity step and the amplitude of solitary waves that subsequently develop. The relationship is compared in Figure 3.9 to the results shown in Figure 3.7 along with numerical simulations for $\phi_1 = 0.4, 0.6$. To be consistent, the analytical relations are re-scaled to the magnitude of the porosity step $\phi_1$ (e.g. Spiegelman, 1993b). Figure 3.9a shows that the amplitude of the solitary waves is predicted quite well. However, Figure 3.9b shows that the dispersion relation (3.40), over predicts the velocity of the simulated waves. The disagreement is not extreme, and suggests that an accurate dispersion relation can be derived from the actual governing equations (rather than from the McKenzie equations).

Accordingly, in the absence of dehydration the pressure (3.29) and porosity (3.30) equations may be combined to form a single equation for porosity. First, combining the two equations and rewriting in terms of the effective pressure $p_e$ we have

$$\phi_t = [\phi^n(1 - p_e)]_z . \quad (3.45)$$
FIGURE 3.9. (a) Amplitude of dispersive wavetrains as a function of the porosity step $\phi_1$. Circles and squares show the maximum and mean amplitudes, respectively, of the leading porosity wave. The dashed line is the amplitude predicted by the physical argument relating to the McKenzie equations, the solid line is the same predicted for the system considered here (equation (3.47)). (b) Phase velocity of the leading porosity wave as a function of the amplitudes shown in panel (a). The dashed line corresponds to the dispersion relation given by equation (3.40), the solid line shows the prediction of the dispersion relation given by equation (3.54), both appropriately re-scaled. Green circles and squares show the maximum and mean amplitude of the leading wave for simulations that include dehydration.

The effective pressure gradient can be written in terms of the porosity by taking the gradient of equation (3.30)

$$
\phi_t z = -\phi z p_e - \phi p_e z = \frac{\phi z \phi_t}{\phi} - \phi p_e z .
$$

(3.46)

And finally, for $n = 3$ we obtain

$$
\phi_t = \left[ \phi^3 \left( 1 + \frac{\phi_t z}{\phi} - \frac{\phi z \phi_t}{\phi^2} \right) \right]_z .
$$

(3.47)

Equation (3.47) is a nonlinear wave equation for porosity and should be compared to equation (3.39). Following Barcilon and Richter (1986), we seek solutions of the
form

\[ \phi(z, t) = f(z - ct) . \]  

(3.48)

Equation (3.47) becomes

\[ -cf' = \left[ f^3 \left( 1 - \frac{cf''}{f} + \frac{cf'^2}{f^2} \right) \right]' , \]  

(3.49)

where primes denote differentiation with respect to \( z - ct \). Integrating equation (3.49) and applying the boundary condition \( f(\infty) = 1 \) (i.e. the porosity tends to the background value far from the wave disturbance) gives

\[ -cf = f^3 \left( 1 - \frac{cf''}{f} + \frac{cf'^2}{f^2} \right) - (c + 1) . \]  

(3.50)

Defining \( p = f' \) gives

\[ -cf = f^3 \left( 1 - \frac{cp}{f} + \frac{cp^2}{f^2} \right) - (c + 1) , \]

\[ = f^3 \left[ 1 - \frac{cf}{2} \frac{d}{df} \left( \frac{p^2}{f^2} \right) \right] - (c + 1) . \]  

(3.51)

where

\[ \frac{d}{df} \left( \frac{p^2}{f^2} \right) = \frac{2}{f} \left( \frac{p}{f} \frac{dp}{df} - \frac{p^2}{f^2} \right) . \]  

(3.52)

Integrating and applying the same boundary condition as before, along with \( p(\infty) = 0 \), gives

\[ \frac{cp^2}{2f^2} = \frac{1}{6f^3} \left[ c(f - 1)^2(f + 2) + 2(1 - f^3) + 6f^3 \ln f \right] . \]  

(3.53)
FIGURE 3.10. Evolution of initially uniform (a) porosity and (b) pressure anomaly for a simulation including dehydration with $\mathcal{K} = 12.5$. The separation between adjacent profiles in panel (a) corresponds to a normalized porosity of 1.3. (c) The amount of released water $m_d$ within the reaction zone for time $t = 75t_o$. This corresponds to the third porosity profile in panel (a). The horizontal black lines show the numerically determined reaction zone, defined by the depth where $\Delta G = 0$ and the depth where $m_d = 0.99m_d^0$.

The dispersion relation is found by setting $p(A) = 0$, where $A$ is the maximum porosity of the solitary wave (Spiegelman, 1993b). Then

$$c(A) = \frac{2(1 + 3A^3 \ln A - A^3)}{(A - 1)^2(A + 2)}.$$ (3.54)

This equation is re-scaled to $\phi_1$ and plotted in Figure (3.9) and agrees quite well with the simulated phase velocities. Finally equation (3.54) is used along with equations (3.41) and (3.42) to determine a new relationship between $A$ and $\phi_1$; the result does not differ substantially from the one determined earlier.

### 3.4.2.2. Dehydration

The behavior of the model does not differ substantially if dehydration is included as described in Section 2. The solitary waves that form are identical to those formed by an initial porosity step without dehydration. Figure 3.9 includes results from a
variety of simulations that include dehydration. In all of these simulations the initial porosity profile is uniform and the magnitude of the porosity increase due to the reaction is controlled by the value of the Jenny number $\mathcal{K}$ and the kinetics of the reaction; otherwise the simulations are identical.

Figure 3.9 also shows that the results of simulations including dehydration begin to deviate from the predicted behavior as the value of $\mathcal{K}$ increases. This is due to numerical error caused by employing a constant grid spacing. No reliable results could be obtained for $\mathcal{K} > 50$. More sophisticated numerical routines that employ a dynamic grid spacing should be able to produce reliable results over a larger parameter range (e.g. Connolly, 1997).

The most important effect of the dehydration reaction is to increase the porosity at the reaction front. An example with $\mathcal{K} = 12.5$ is shown in Figure 3.10. As the reaction front propagates up the column, the region of increased porosity that it leaves behind will eventually become sufficiently large to initiate a solitary wavetrain that separates from the reaction front and propagates up the column. As the wavetrain travels up the column, it leaves behind it a region of elevated porosity similar in magnitude to the region of elevated porosity created by the reaction front before the wavetrain initiated (Figure 3.10a). As the reaction front moves into this region of elevated porosity it is no longer able to generate sufficiently large porosities to initiate another solitary wavetrain.

In these simulations, the reaction boundary moves steadily up the column at a velocity $v_r$ controlled by the rate of temperature increase due to conduction. Figure 3.10b shows contours of the pressure anomaly, as well as the upper boundary of the reaction zone, defined by the depth where $\Delta G$ becomes negative. Because of this steady movement, the distribution of chemically released fluid within the reaction
zone increases exponentially with depth measured from the upper boundary of this zone, and does not change with time (Figure 3.10c).

Figure 3.10 also highlights the difficulty in producing a sustained, periodic pressure signal at the plate interface. In these simulations the dehydration zone propagates at a constant velocity that depends primarily on the rate of conductive temperature increase within the column. No other solitary wavetrains can form when this is the case. In order to generate multiple wavetrains, the movement of the reaction zone must be periodic. In other words, pressure and temperature changes within the reaction zone must be sufficient to push the material to the left of the reaction boundary in Figure 3.2, causing the reaction to stop until further temperature increase causes it to re-start.

3.4.2.3. Thickness of the Reaction Zone

The steady form of the chemically released fluid profile within the reacting material suggests a simple method for estimating the thickness of the reaction zone based on the kinetic and thermal parameters. If we change coordinates into a frame moving with the reaction zone \( z' = z - v_r t \), the kinetic dehydration rate law becomes

\[
-m_d^0 \left( \frac{\partial m'}{\partial t} - v_r \frac{\partial m'}{\partial z'} \right) = sM_{H_2O} m' A |\Delta G|^{nr} c_0 \exp \left[ -\frac{E_a}{R} \left( \frac{1}{T} - \frac{1}{T_0} \right) \right],
\]  

(3.55)

where \( m' = 1 - m_d/m_d^0 \). In this coordinate system \( z' = 0 \) corresponds to the top of the reaction zone, and increases with depth. Transformation to the moving frame also ensures that the dehydration rate does not change with time within the reaction zone, so the first term in equation (3.55) can be ignored.
The fact that the reaction rate is steady within the reaction zone suggests that the total pore pressure and temperature profiles within this region do not deviate much from the background values defined by the lithostatic pressure gradient and the geothermal gradient. The simulations show this is the case, and further suggest that both \(\Delta G\) and the exponential term in equation (3.55) also change linearly with depth. First, note that

\[
\frac{d}{dz}\left(\frac{1}{T}\right) = -\frac{1}{T^2} \nabla T_g,
\]

where \(\nabla T_g\) is the background geothermal gradient. Then if the temperature increases linearly with depth according to \(\nabla T_g\), we can write

\[
\frac{1}{T} = -\left(\frac{1}{T^2} \nabla T_g\right) z' + \frac{1}{T_{\text{top}}},
\]

where \(1/T_{\text{top}}\) is the temperature at the top of the reaction zone at \(z' = 0\). Since the quantity \(1/T^2\) should not change much over the thickness of the reaction zone, we will approximate it as \(1/T_{\text{top}}^2\). The quantity \(E_a \nabla T_g z'/\left(RT^2\right)\) is much less than one, and we can approximate the temperature dependence in equation (3.55) as

\[
\exp\left(-\frac{E_a}{RT}\right) \approx \exp\left(-\frac{E_a}{RT_{\text{top}}}\right) \left(1 + \frac{E_a \nabla T_g z'}{RT_{\text{top}}^2}\right).
\]

Second, since the Gibbs free energy is by definition zero at the top of the reaction zone and decreases with depth, we can write \(\Delta G \approx -G_z z\). The gradient \(G_z\) must be estimated empirically from thermodynamic data and the background temperature and pressure fields. For the simulations considered here \(G_z = 15 \text{ cal}/(\text{m mol})\).
Finally, equation (3.55) can be approximated as (dropping primes on $z$)

$$v_r m_d \frac{\partial m'}{\partial z} = Q m' z^{n_r} \left( \frac{E_a \nabla T_g}{RT_{top}^2} z + 1 \right), \quad (3.58)$$

where $Q = M_{H_2O} A |G_z|^{n_r} c_0 \exp \left[ -\frac{E_a}{R} \left( \frac{1}{T_{top}} - \frac{1}{T_0} \right) \right]$. Integrating and requiring $m'(z = 0) = 1$ gives

$$m'(z) = \exp \left( \frac{Q E_a \nabla T_g}{v_r m_d^0 (n_r + 2) RT_{top}^2} \right) z^{n_r + 2} + \left( \frac{Q}{v_r m_d^0 (n_r + 1)} \right) z^{n_r + 1} \right]. \quad (3.59)$$

Since $v_r$ is negative (the reaction front moves vertically up the column), the second term in the exponential expression in equation (3.59) dominates and we are left with

$$m'(z) = \exp \left( \frac{Q}{v_r m_d^0 (n_r + 1)} \right) z^{n_r + 1} \right]. \quad (3.60)$$

Equation (3.60) shows that the chemically bound fluid content decays exponentially with depth from the top of the reaction boundary.

The total thickness $\Delta z_r$ of the reaction zone can be estimated by finding the depth where 99% of the chemically bound fluid has been released, or $m'(\Delta z_r) = 0.01$. Putting this requirement into equation (3.60) gives

$$\Delta z_r = \ln(0.01)(n_r + 1)v_r m_d^0 \left[ M_{H_2O} A |G_z|^{n_r} c_0 \exp \left[ -\frac{E_a}{R} \left( \frac{1}{T_{top}} - \frac{1}{T_0} \right) \right] \right]^{\frac{1}{n_r + 1}}. \quad (3.61)$$

For the simulation shown in Figure 3.10, the numerically determined reaction zone thickness is 40 m, while equation (3.61) predicts $\Delta z_r = 42$ m. It is important to note that the reaction zone thickness predicted by equation (3.61) does not make any assumptions about the rheological behavior of the dehydrating material, so this
result should apply to dehydration in the elastic regime as well. If kinetic parameters for the dehydration of basaltic oceanic crust have values similar to those used here for serpentinite, then it is reasonable to assume an \(~40\) m thick reaction zone in the subducting crust. If this is the case, then the time scale for dehydration of this amount of material in the elastic regime is \(t^* \approx 20\) years for a permeability of \(10^{-20}\) m\(^2\), which is approaching times comparable to the recurrence interval for slow slip and tremor.

### 3.4.3. Summary

Our results support the notion that, if there is a significant viscous component to deformation in the slow slip zone then the presence of dehydration reactions can be expected to generate porosity waves within the plate interface subduction channel. It is possible, given likely values of viscosity and values of permeability near the upper limit of plausibility, that such waves trigger ETS events and may explain observed periodicity in subduction zones. Thermodynamic modeling conducted by Peacock (2009) showed that worldwide, subduction zone ETS occurs across a fairly wide range of pressure and temperature conditions, such that a single dehydration reaction cannot explain the range of observations. If this is true, our results imply that the range of ETS recurrence intervals observed at locations may be explained by the kinetics of the relevant dehydration reactions.

Any obstruction to fluid flow in a viscously deforming porous medium can be expected to generate porosity waves (Spiegelman, 1993c). Competent, elastically deforming blocks within a subduction channel are obvious candidates for producing such obstacles to fluid flow within a viscous matrix. Such a situation could possibly lead to the formation of high porosity, high permeability channels along the
boundaries of competent blocks. Similar features have been observed in models of melt migration at mid-oceanic ridges and beneath arc volcanoes, where high permeability channels may form due to the flow of melt against an impermeable freezing boundary (Spiegelman, 1993c; Wilson et al., 2014).

3.5. Discussion and Conclusion

The rheology and fluid pressure along the plate interface are of primary importance in understanding slow slip and tremor in subduction zones. We highlight two key observations relevant to this point. First, slow slip and tremor at subduction zones generally occur within the frictional transition zone. In other words, they occur over the range of pressures and temperatures where the material along the plate interface transitions from dominantly seismic deformation, to dominantly aseismic deformation. This seems to be the case at every subduction zone where slow slip or tremor has been observed. Second, wherever slow slip or tremor are observed, there is also strong evidence that the fluid pressures are close to lithostatic values. Furthermore, ETS has only been observed at depths where the only plausible sources of such pressure are chemical dehydration reactions.

We propose a very simple conceptual model that takes these observations into account. First, the plate interface in the slow slip zone is best described as a subduction channel shear zone. Furthermore, we imagine that the aseismic matrix within the subduction channel is to a large degree composed of hydrous minerals such as serpentinite. Second, fluid produced by progressive dehydration of basalt within the subducting crust, but beneath the subduction channel, is trapped by the subduction channel itself, which acts as a low–permeability seal (e.g. Audet et al., 2010). If the subduction channel contains large amounts of highly sheared viscous materials like
serpentinite, this would explain the low permeability, at least perpendicular to the sense of shear (Kawano et al., 2011; Okazaki et al., 2013). On top of this, the material within the subduction channel is itself dehydrating, perhaps episodically, against a background of nearly lithostatic fluid pressure. The dehydration of serpentinite has been experimentally observed to transiently generate a 1 to 3 order magnitude increase in permeability (Tenthorey and Cox, 2003). This increase in permeability may allow rapid migration of fluid, initiating an ETS event, before continued shear decreases permeability again, and the cycle begins once more.

Once an ETS event begins, its characteristics should be governed by the frictional properties of the subduction channel. Models of slow slip that incorporate rate and state friction generally require some stabilizing mechanism to prevent slip events from growing into large earthquakes. The subduction channel concept corresponds to models that successfully stabilize slow slip by incorporating mixed velocity–weakening (seismic) and velocity–strengthening (aseismic) frictional properties, or a similar mixture of brittle and ductile materials, along the plate interface (e.g. Regenauer-Lieb and Yuen, 2008; Ando et al., 2010; Daub et al., 2011; Nakata et al., 2011; Skarbek et al., 2012). Deformation experiments on lizardite and antigorite serpentinite specimens show that deformation in the brittle regime is nondilatant, even in specimens that are serpentinized to a low (∼10–15%) degree (Escártn et al., 1997, 2001). Thus, if serpentinite is present in the plate interface, it may preclude models that invoke dilatant strengthening to stabilize slow slip (e.g. Liu and Rubin, 2010; Segall et al., 2010), at least at depths close to the mantle wedge corner where the subduction channel is likely serpentinized.

This conceptual model has a few implications. First, it implies that fluid pressures within the slow slip zone are always high. This conclusion is supported the
results of our elastic model, and more generally by all of the evidence for large fluid pressures outlined above. There are no reported observations of large fluid pressure variations associated with ETS, so any variations in fluid pressure must be some small fraction of the total. Additionally, models that invoke diffusive transport of fluid pressure on timescales comparable to ETS recurrence intervals require somewhat unreasonable permeabilities. Localized increases in fluid pressure may trigger ETS events, but it seems unlikely that the propagation of an event is mediated by continued fluid flow (Peng and Gomberg, 2010).

Given expected values of subduction channel viscosity and values of permeability on the high end of plausibility, it is possible that viscous transport of reaction generated porosity can trigger an ETS event. Although we did not explicitly include the effects of shearing a subduction channel, or of imposed physical obstacles to flow such as might be caused by competent blocks in a viscous matrix, our model represents a first-order description of such a system, and our results give a good indication that viscous effects are important in governing the behavior of slow slip and tremor in subduction zones. Future research will focus on how porosity waves travel through a subduction channel and interact with obstacle forming, competent material.

3.6. Model Derivation

Here we derive the governing equations for compaction of a fluid saturated porous medium. Viscous deformation is incorporated by including a priori a compaction term that depends linearly on the shear viscosity. Dehydration related fluid sources are included by suitably altering the statement of conservation of fluid mass.
3.6.1. Pore Pressure and Porosity

The stress-strain relations for a fluid saturated, linear elastic, porous medium are

\[ \sigma_{ij} = 2G \varepsilon_{ij} + \left( K - \frac{2G}{3} \right) \varepsilon_{kk} \delta_{ij} - \alpha p \delta_{ij}, \]

(3.62)

where \( \sigma_{ij} \) and \( \varepsilon_{ij} \) are the components of the stress and strain tensors, \( p \) is the total pore pressure and the Einstein summation convention is used. Additionally, conservation of fluid mass within the porous solid demands

\[ \frac{\partial m_f}{\partial t} + \rho_f \frac{\partial q_i}{\partial x_i} = \frac{\partial m_d}{\partial t}, \]

(3.63)

where \( m_f \) is the fluid mass density relative to that which would occupy a reference volume of the porous medium in an unstressed and unpressurized reference state, \( q_i \) is the discharge velocity of the fluid relative to the solid, \( \rho_f \) is the fluid density, and \( m_d \) is the mass density of chemically released fluid.

For an infinitesimal deformation of the elastic volume we can write the change in the isothermal free energy per unit volume as

\[ \text{d}W = \sigma_{ij} \text{d}\varepsilon_{ij} - \phi \text{d}p, \]

(3.64)

which is an exact differential \((\text{Rice and Cleary}, 1976)\). Making use of the Maxwell relations

\[ \sigma_{ij} = \left( \frac{\partial W}{\partial \varepsilon_{ij}} \right)_p, \quad \phi = -\left( \frac{\partial W}{\partial p} \right)_{\varepsilon_{ij}}, \]
we can write

\[
\left( \frac{\partial \sigma_{ij}}{\partial p} \right)_{\varepsilon_{ij}} = \varepsilon_{ij} = -\frac{1}{\rho_f} \left( \frac{\partial m_f}{\partial \varepsilon_{ij}} \right)_{p}.
\]

(3.65)

From equation (3.62) we have

\[
\left( \frac{\partial \sigma_{ij}}{\partial p} \right)_{\varepsilon_{ij}} = -\alpha \delta_{ij},
\]

(3.66)

so that

\[
\left( \frac{\partial m_f}{\partial \varepsilon_{ij}} \right)_{p} = \rho_f \alpha \delta_{ij}.
\]

(3.67)

Integrating and assuming a linear dependence on pressure, we have

\[
dm_f = \rho_f \alpha \varepsilon_{kk} + C_1 p.
\]

(3.68)

where \( C_1 \) is some constant.

A brief calculation of the pressure change due to an undrained elastic deformation (i.e. \( dm_f = 0 \)) will determine \( C_1 \). Consider the superposition of two states: 1) an isotropic stress \( P - p \) applied at zero pore pressure and 2) an isotropic stress \( p \) applied at pore pressure \( P \). The volumetric strains \( \varepsilon_{kk} \) in these two states are (p. 281 *Malvern*, 1977)

\[
\varepsilon_{kk}^1 = -\frac{P - p}{K}, \quad \varepsilon_{kk}^2 = -\frac{p}{K_s},
\]

(3.69)

so that the volumetric strain in the superimposed state is

\[
\varepsilon_{kk} = -\left( \frac{P - p}{K} + \frac{p}{K_s} \right) = -\frac{P - \alpha p}{K}.
\]

(3.70)
Now the pressure due to the undrained deformation can be written as

\[ p = \frac{P + \varepsilon_{kk}K}{\alpha} = -\frac{(K_u - K)\varepsilon_{kk}}{\alpha}, \tag{3.71} \]

where \( K_u \) is the undrained bulk modulus defined by \( K_u = -p/\varepsilon_{kk} \). Then setting equation (3.68) equal to zero and using equation (3.71) we have

\[ \rho_f\alpha\varepsilon_{kk} + C_1\frac{(K - K_u)\varepsilon_{kk}}{\alpha} = 0, \tag{3.72} \]

or

\[ C_1 = \frac{\rho_f\alpha^2}{K_u - K}. \tag{3.73} \]

Thus for small strains and pressures relative to the reference state, the change in fluid content due to elastic deformation can be expressed as

\[ \text{d}m_f = \rho_f\alpha\varepsilon_{kk} + \frac{\rho_f\alpha^2}{K_u - K}p. \tag{3.74} \]

At this point we require that inelastic changes in porosity will also cause a change in fluid content so that

\[ \text{d}m_f = \rho_f\alpha\varepsilon_{kk} + \frac{\rho_f\alpha^2}{K_u - K}p + \rho_f\phi^\text{in}. \tag{3.75} \]

We now want to develop an equation for the change in porosity. From the definition of \( m_f \) we can write

\[ \text{d}m_f = \phi\text{d}\rho_f + \rho_f\phi\text{d}\phi = \frac{\rho_f}{K_f}\phi p + \rho_f\phi\text{d}\phi, \tag{3.76} \]
where $K_f$ is the fluid bulk modulus defined by $K_f = \rho_f d\rho_f/\rho_f$. Then from equation (3.75) we have

$$d\phi = \alpha \varepsilon_{kk} + \left( \frac{\alpha^2}{K_u - K} - \frac{\phi}{K_f} \right) p + d\phi^in.$$  \hfill (3.77)

At this point $\sigma_{ij}$ and $p$ are redefined to describe perturbations from an initial hydrostatic state, $\sigma_{ij}^{hyd}$ and $p^{hyd}$, in equilibrium with gravitational loading (Rice and Cleary, 1976). Then this initial state satisfies

$$\frac{\partial \sigma_{ij}^{hyd}}{\partial x_i} - g \rho \frac{\partial z_{elev}}{\partial x_j} = 0 ,$$  \hfill (3.78)

$$\frac{\partial p^{hyd}}{\partial x_i} + g \rho_f \frac{\partial z_{elev}}{\partial x_i} = 0 ,$$  \hfill (3.79)

where $z_{elev}$ is the vertical elevation above some datum. Considering $\sigma_{ij}$ and $p$ as perturbations away from the initial hydrostatic state, stress equilibrium requires

$$\frac{\partial \sigma_{ij}}{\partial x_i} = 0 .$$  \hfill (3.80)

Now restricting the problem to uniaxial strain in the $x_1$ direction, $\varepsilon_{11}$ is the only non-zero strain component. In this situation the only non-zero stresses are $\sigma_{11}, \sigma_{22}$, and $\sigma_{33}$, which are related through the stress-strain relations such that

$$\sigma_{11} = \left( K + \frac{4G}{3} \right) \varepsilon_{11} - \alpha p ,$$  \hfill (3.81)

$$\sigma_{22} = \sigma_{33} = \left( K - \frac{2G}{3} \right) \varepsilon_{11} - \alpha p .$$  \hfill (3.82)
Substituting equations (3.75) and (3.81) into the statement of conservation of fluid mass yields

\[ \frac{\partial p}{\partial t} = \frac{c_m}{\mu} \frac{\partial}{\partial z} \left[ k(\phi) \frac{\partial p}{\partial z} \right] - c_m \frac{\partial \phi^{\text{in}}}{\partial t} + \frac{c_m}{\rho_f} \frac{\partial m_d}{\partial t} + \gamma \dot{\sigma}_{11}, \]

(3.83)

where Darcy’s law has also been used

\[ q_1 = -\frac{k}{\mu} \frac{\partial p}{\partial x_1}, \]

(3.84)

and where

\[ c_m = \frac{(K_u - K)(K + \frac{4G}{3})}{\alpha^2(K_u + \frac{4G}{3})}, \quad \gamma = \frac{K_u - K}{\alpha(K_u + \frac{4G}{3})}. \]

Substituting equation (3.75) into equation (3.77) yields

\[ \frac{\partial \phi}{\partial t} = \left( \frac{1}{c_m} - \frac{\phi}{K_f} \right) \frac{\partial p}{\partial t} + \frac{\partial \phi^{\text{in}}}{\partial t} - \frac{\gamma}{c_n} \dot{\sigma}_{11}. \]

(3.85)

Throughout this study, we assume that the permeability obeys the relationship

\[ k = k_0 \left( \frac{\phi}{\phi_0} \right)^n. \]

(3.86)

Finally, the inelastic change in porosity is given by

\[ \frac{\partial \phi^{\text{in}}}{\partial t} = \frac{\xi}{\rho_f} \frac{\partial m_d}{\partial t} - \frac{3}{4\eta_p} \phi, \]

(3.87)

where \( \xi \) is an empirical parameter governing porosity production due to reaction driven loss in solid mass, \( p_e = g\Delta \rho z - p \) is the effective pressure, and \( \eta \) is shear viscosity. The last term in equation (3.87) describes changes in porosity due to the assumed linear viscous behavior.
3.6.2. Temperature

3.6.2.1. First Law

Consider the local thermodynamic properties of a linear elastic, porous medium plus a mobile fluid in the reference state \((T^0, p^0)\):

\[
\begin{align*}
  e &= \text{internal energy per unit reference volume of the composite system} \\
  s &= \text{entropy per unit reference volume of the composite system} \\
  s_s &= \text{entropy of the solid component per unit mass of solid} \\
  m_s &= \text{mass of solid per unit reference volume of the composite system} \\
  T &= \text{local temperature}
\end{align*}
\]

Consider also the thermodynamic properties of a fluid phase in an imagined external reservoir at local thermal and compositional equilibrium with the composite system:

\[
\begin{align*}
  e_f &= e_f(p, T) = \text{internal energy of the fluid per unit mass of fluid} \\
  s_f &= s_f(p, t) = \text{entropy of the fluid per unit mass of fluid}
\end{align*}
\]

Now consider a system consisting of a unit reference volume of the composite system plus some fluid mass \(dm_f\) from the equilibrating reservoir, which is reversibly added to the composite system. The work done on the system in pushing in the fluid is \(p(dm_f/\rho_f)\), where \(dm_f/\rho_f\) is the volume of fluid pushed in. The work done by deforming the composite system is \(-\sigma_{ij}d\epsilon_{ij}\). As noted above, we are assuming that dehydration reactions do no work on the overall system.
As a result of adding the fluid and deforming the composite system, the energy of the overall system changes from \( e + e_f dm_f \) before fluid insertion to \( e + de \) after fluid insertion. Additionally, the entropy of the overall system changes from \( s + s_f dm_f \) to \( s + (s_f - s_s) dm_s + ds \), where dehydration reactions have changed the solid mass by \(- dm_s\). The heat absorbed is \( T \) times the change in entropy. Thus the first law of thermodynamics requires

\[
de - e_f dm_f = T[(s_f - s_s) dm_s + ds - s_f dm_f] + \frac{p}{\rho_f} dm_f - \sigma_{ij} d\epsilon_{ij} ,
\]

(3.88)
or

\[
de - e_f dm_f = T(ds - s_f dm_f) + \frac{p}{\rho_f} dm_f + L dm_s - \sigma_{ij} d\epsilon_{ij} ,
\]

(3.89)

where \( L = T(s_f - s_s) \) is the latent heat of the dehydration reaction.

Finally, consider a general non-equilibrium process of fluid motion and elastic deformation in the porous medium, but assume that the succession of states can be considered as a sequence of local equilibrium states such that the above statement of the first law remains valid. Then, considering an arbitrary region of space \( V \) with bounding surface \( S \), the first law can be written as

\[
\frac{\partial}{\partial t} \int_V e dV + \int_S e_f (\rho f q_i) \cdot dS = - \int_S Q \cdot dS - \int_S \frac{p}{\rho_f} (\rho f q_i) \cdot dS + \frac{\partial}{\partial t} \int_V L m_s dV
\]

\[
- \int_V \sigma_{ij} \frac{\partial \epsilon_{ij}}{\partial t} dV - \int_V g(\rho f q_i) \frac{\partial z_{elev}}{\partial x_i} dV ,
\]

(3.90)

where \( Q \) is the heat flux out of the volume \( V \) and the last term on the RHS accounts for the body force due to gravity on the system. Then using the divergence theorem and the statement of fluid mass conservation, application to a region \( V \) of arbitrarily
small size yields

\[ \frac{\partial e}{\partial t} + \nabla \cdot [e_f(\rho_f q_i)] = -\nabla \cdot Q - \nabla \cdot (p q_i) - L \frac{\partial m_d}{\partial t} - \sigma_{ij} \frac{\partial \varepsilon_{ij}}{\partial t} - g(\rho_f q_i) \cdot \nabla z_{elev}. \]  

(3.91)

To put equation (3.91) into the form of a PDE for temperature, note that \( de = C_s dT \), \( \rho_f de_f = C_f dT \), and \( Q = -K_T \nabla T \), where \( C_s \) and \( C_f \) are the specific heat of the solid and fluid phases, and \( K_T \) is the thermal conductivity. Putting all of this together along with Darcy’s law, we arrive at

\[ C_s \frac{\partial T}{\partial t} = K_T \nabla^2 T + C_f \nabla \cdot \left( \frac{k}{\mu} T \nabla p \right) + \nabla \cdot \left( \frac{k}{\mu} p \nabla p \right) - L \frac{\partial m_d}{\partial t} - \sigma_{ij} \dot{\varepsilon}_{ij} + \frac{g \rho_f k}{\mu} \nabla p \cdot \nabla z_{elev}. \]  

(3.92)

This equation states that the change in temperature is due to conduction (first term on RHS), advective transport and work due to fluid flow (second and third terms), the latent heat of the dehydration reaction (fourth term), work done by elastic deformations (fifth term), and changes in gravitational potential energy (last term).

3.6.2.2. Second Law

The second law of thermodynamics places some constraints on the behavior of the dehydration reaction. In the form of the Calusius-Duheim inequality applied to the overall system, the second law requires

\[ \frac{\partial}{\partial t} \int_V s dV + \int_s s_f(\rho_f q_i) \cdot dS \geq - \int_s \frac{Q}{T} \cdot dS, \]  

(3.93)
with the local form

\[ \frac{\partial s}{\partial t} - s_f \left( \frac{\partial m_f}{\partial t} - \frac{\partial m_d}{\partial t} \right) + (\rho_f q_i) \cdot \nabla s_f \geq -\frac{\nabla \cdot Q}{T} + \left( \frac{Q}{T^2} \right) \cdot \nabla T. \] (3.94)

Multiplying (30) by \(-T\) and adding the result to (3.94) yields

\[ \frac{\partial e}{\partial t} - T \frac{\partial s}{\partial t} + \sigma_{ij} \frac{\partial \epsilon_{ij}}{\partial t} + \left( T s_f - e_f - \frac{p}{\rho_f} \right) + L \frac{\partial m_d}{\partial t} \leq - \left( e_f - T s_f + \frac{p}{\rho_f} \right) \frac{\partial m_d}{\partial t} \\
- (\rho_f q_i) \cdot \left\{ g \nabla z_{elev} + \left[ \nabla e_f - T \nabla s_f + \nabla \left( \frac{p}{\rho_f} \right) \right] \right\} - \frac{Q}{T} \cdot \nabla T. \] (3.95)

The LHS of equation (3.95) is zero, which can be seen from (3.89). Additionally, from the definition of the chemical potential \( \mu_f = e_f - T s_f + p/\rho_f \) of a pure fluid phase we have \( \nabla e_f - T \nabla s_f + \nabla(p/\rho_f) = \nabla p/\rho_f \), so

\[ (\rho_f q_i) \cdot \left[ \frac{\nabla p}{\rho_f} + g \nabla z_{elev} \right] + \frac{Q}{T} \cdot \nabla T \leq -(L + \mu_f) \frac{\partial m_d}{\partial t}, \] (3.96)

which is a thermodynamic constraint on the diffusion of fluid and the flow of heat in the presence of a dehydration reaction.

### 3.7. Bridge

In this chapter I developed a poro-elastic model to examine how fluid pressure in the slow slip zone is generated through chemical dehydration reactions. Results indicated that the dehydration of subducting oceanic basalt in the elastic regime is likely responsible for the presence of lithostatic fluid pressure at the plate interface. On top of this, viscous dehydration of serpentinite within the subduction channel has important implications for the movement of fluid pressure at the plate interface.
and may be responsible for triggering slow slip and tremor at observed recurrence intervals.

Now for something completely different. In Chapter IV, I focus on shallow slow slip. Recent observations in Japan have documented the occurrence of tremor and slow slip in subduction zone accretionary prisms and along the plate interface at depths <10 km, above the seismogenically locked zone (Ito and Obara, 2006a,b; Ando et al., 2012; Sugioka et al., 2012). As with the occurrence of ETS at depths below the locked zone, this shallow behavior has been associated with high fluid pressures and mechanical heterogeneity (Kitajima and Saffer, 2012; Sugioka et al., 2012; Saito et al., 2013). Chapter IV is devoted to understanding the mechanics of accretionary prisms. The stress state and properties of accretionary prisms define the background against which shallow tremor and slow slip take place, and so are of primary importance to understanding ETS behavior overall.
CHAPTER IV

HETEROGENEOUS COULOMB WEDGES: INFLUENCE OF PORE PRESSURE, POROSITY, AND INTERNAL FRICTION

This chapter presents unpublished material that I developed with Alan Rempel. I performed all of the calculations; Alan provided scientific and philosophical guidance.

4.1. Introduction

Coulomb wedge models are simple but effective tools used to study accretionary prisms and thin-skinned fold-and-thrust belts (Dahlen, 1990). These models describe a relationship at mechanical equilibrium between the geometry and the internal properties of a wedge shaped body. Their widespread application has yielded important insights into the mechanics of accretionary systems and associated faults (e.g. Davis et al., 1984; Zhao et al., 1986; Dahlen, 1990; Breen and Orange, 1992; Lallemand et al., 1994; Wang and Hu, 2006). Recent data acquisition enables spatially resolved estimates of controlling wedge parameters in active submarine margins, thereby providing vastly improved constraints that motivate more detailed theoretical investigations of such systems. Here we focus on models of submarine accretionary wedges, and investigate how internal heterogeneity affects calculations of basal shear stress, taper angle, and internal slip surface geometry (i.e. faults that step-up from the basal surface).

A major simplification employed in most Coulomb wedge models (hereafter referred to simply as “wedge models”) involves assigning representative, depth-averaged values for the internal properties of the wedge. However, to fully characterize the mechanical constraints on wedge behavior, the spatial distributions of pore
pressure, porosity, and coefficient of friction are required throughout the wedge volume. Acquiring detailed information on these parameters represents a significant challenge for any given site. Lacking adequate constraints, the role of heterogeneity in wedge models has not received much attention (see Fletcher, 1989; Zhao et al., 1986; Dahlen, 1990; Breen and Orange, 1992). Instead, it has been common practice to assume depth-averaged values for internal properties (see Lallemand et al., 1994; Wang and Hu, 2006). However, as ever more data is collected at various sites, the need for mechanical models that include the effects of heterogeneous internal properties has become acute.

Given that the surface profile of any wedge should generally be known and available as a model input, two types of problems are commonly addressed. Many previous studies have focused on explaining the observed taper angles of accretionary prisms (e.g. Wang and Hu, 2006), based on assumptions about the internal state of the wedge and the shear stress along its base. Conversely, the geometry of the wedge can be used to gain information about the internal state, or the basal shear stress (e.g. Suppe, 2007); this second approach is particularly useful since the basal dip can usually (but not always) be determined using seismic data (e.g. Moore et al., 2009; Smith et al., 2012). Here, we derive a model that incorporates spatial heterogeneity and investigate the implications for both types of wedge problems. To this end, we make use of the formulation in Suppe (2007), wherein the equilibrium equation for a spatially homogeneous wedge is written in terms of two strength parameters that collect all of the fault and wedge strength terms. In effect, this allows us to incorporate knowledge of the detailed internal state within two simple parameters and make predictions about the shear stress along the basal surface. We extend
Suppe’s (2007) approach by applying it to the approximate theory for a mechanically heterogeneous wedge that was developed by Fletcher (1989) and Dahlen (1990).

There is now a large amount of data that characterizes the internal state and geometry of the Nankai accretionary prism in southwest Japan (e.g. Tobin and Kinoshita, 2006). Additionally, a large-scale scientific drilling project is being planned for the Hikurangi margin (Wallace et al., 2011). In this paper we develop a mechanical model that can exploit the data sets associated with these projects. We quantify the errors associated with using depth-averaged parameter values and show that they can be accounted for in a simple manner when considering specific heterogeneous distributions of pore pressure or porosity. We also show more generally that for a given taper angle, geologically reasonable, first-order heterogeneities in pore pressure or porosity will result in a lower basal shear stress. A corollary to this is that the taper angle must increase under such heterogeneous conditions if the basal shear stress is fixed. Finally, we show that heterogeneities in the pore pressure ratio have an important effect on the geometry of faults that step up from the basal surface.

4.2. Wedge Analysis

Following the approach of (Fletcher, 1989, p. 10,349-10,350) and (Dahlen, 1990, p. 89-92), we derive an equation for the equilibrium, or critical, state of a submarine accretionary wedge with spatially varying pore pressure ratio (i.e. deviation from hydrostatic relative to lithostatic pore pressure), bulk density (i.e. porosity), and frictional properties (Figure 4.1). Details are provided in the final section of this chapter; here, we outline our assumptions and present the primary model equations.

We can work either with the lateral gradients of the upper $z_u(x)$ and basal $z_b(x)$ wedge surfaces or the surface slope $\alpha \approx \frac{dz_u}{dx}$ and basal dip $\beta \approx -\frac{dz_b}{dx}$, where
equivalence is achieved under the small angle approximation. For simplicity, we treat
the interior of the wedge as cohesionless (although the derivation in the final section
does not), but we allow for the possibility of cohesion along its base. We examine
how lateral variations in the normalized basal shear stress $F(x)$ are constrained by
the geometry, and a combination of internal properties that can be thought of as the
“state parameters” of the wedge. These are the porosity $\phi(x, z)$, the friction coefficient
$\mu(x, z)$, and the pore pressure ratio $\lambda(x, z)$, which is defined here as

$$
\lambda(x, z) = \frac{p(x, z) - p(x, z_u)}{\sigma_{zz}(x, z) - p(x, z_u)},
$$

where $p(x, z)$ and $\sigma_{zz}$ are the pore fluid pressure and vertical compressive stress within
the wedge, and $p(x, z_u)$ is the fluid pressure at the seafloor. Further symbol definitions
can be found in Table 4.1.

The normalized basal shear stress was introduced by Suppe (2007) and collects
basal fault strength terms in a single parameter $F$ that can be thought of as an
effective coefficient of friction along the wedge base. For an intrinsic basal friction $\mu_b$
TABLE 4.1. Symbols and definitions. Values are given only for parameters that are held constant throughout this paper. Other parameter values are assigned in the text where appropriate.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>surface slope</td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>basal dip</td>
<td></td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>effective density</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>basal shear stress correction</td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td>basal dip correction</td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td>friction angle</td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>pore pressure ratio</td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>friction coefficient</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>bulk density</td>
<td></td>
</tr>
<tr>
<td>$\rho_f$</td>
<td>fluid density</td>
<td>1035 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>solid density</td>
<td>2650 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\sigma_{ij}$</td>
<td>stress tensor components</td>
<td></td>
</tr>
<tr>
<td>$\tau_b$</td>
<td>basal shear stress</td>
<td></td>
</tr>
<tr>
<td>$\phi$</td>
<td>porosity</td>
<td></td>
</tr>
<tr>
<td>$\phi_0$</td>
<td>porosity at upper surface</td>
<td>0.6</td>
</tr>
<tr>
<td>$\phi_c$</td>
<td>cut-off porosity</td>
<td>0.05</td>
</tr>
<tr>
<td>$b$</td>
<td>porosity exponent</td>
<td></td>
</tr>
<tr>
<td>$F$</td>
<td>normalized basal shear stress</td>
<td></td>
</tr>
<tr>
<td>$S$</td>
<td>basal cohesion</td>
<td>0</td>
</tr>
<tr>
<td>$z_u$</td>
<td>location of upper surface</td>
<td></td>
</tr>
<tr>
<td>$z_b$</td>
<td>location of basal surface</td>
<td></td>
</tr>
</tbody>
</table>

and cohesion $S_b$ we have

$$F = \frac{\tau_b}{g \rho H} = \mu_b (1 - \lambda_b) + \frac{S_b}{g \rho H}. \quad (4.2)$$

And in the equilibrium state

$$F(x) = \frac{\Gamma(x) - \rho_f \frac{dz_u}{dx}}{\bar{\rho}(x)} - \frac{\Gamma(x) - \bar{\rho}(x) \frac{dz_b}{dx}}{\bar{\rho}(x)} \frac{H(x) d\Gamma}{2 \bar{\rho}(x) dx}, \quad (4.3)$$

where $\rho_f$ is the fluid density, $\bar{\rho}(x)$ is the depth-averaged bulk density, and $H(x) = z_u - z_b$ is the local wedge thickness. The main challenge in solving equation (4.49)
lies in computing \( \Gamma \), defined as
\[
\Gamma(x) = \frac{2}{H^2} \int_{z_b}^{z_u} \Lambda(x, z) \left[ \int_{z}^{z_u} \rho(x, z') dz' \right] dz ,
\] (4.4)
where
\[
\Lambda(x, z) = 1 + 2(1 - \lambda) \frac{\sin \theta}{1 - \sin \theta} .
\] (4.5)

We refer to \( \Gamma \) as the "effective density". It depends on the bulk density \( \rho \) and shares those units. It is the only variable that includes the effects of pore pressure and friction angle \( \theta = \tan^{-1} \mu \) within the wedge interior. Importantly, the effective density varies only in \( x \).

4.3. Results

It is common in the literature to conduct wedge analyses for accretionary prisms by adopting a set of state parameters \((\lambda, \rho, \mu)\) that are chosen as representative, average values for the entire wedge (see reviews by Lallemand et al., 1994; Wang and Hu, 2006); scarcity of relevant site data has often necessitated such an approach. However, the state parameters of an accretionary prism in nature do vary throughout space, as demonstrated in recent data acquired in Japan at the Nankai subduction margin (Tobin and Kinoshita, 2006). Future drilling expeditions off New Zealand are expected to provide similar constraints (Wallace et al., 2011). It is therefore natural to ask how such variations will affect calculations made using the Coloumb wedge theory, and whether alternatives to simple, averaged parameter values might yield improved results.

In this section we examine how spatially varying pore pressure ratio, porosity, and friction coefficient affect the basal shear stress, the taper angle, and the orientation of
internal slip surfaces. To facilitate discussion, we define a wedge state characterized by depth-averaged values for the state parameters, denoted by barred symbols (e.g. \( \bar{\lambda} \)) and referred to as the depth-averaged state, computed with effective density \( \bar{\Gamma} \).

To allow for meaningful comparisons between heterogeneous and depth-averaged calculations, when we introduce heterogeneity for a specific parameter, the depth-averaged value of that parameter in the heterogeneous state is used to define the depth-averaged state.

Before considering any specific functional forms for the state parameters, we first discuss some general results of introducing heterogeneity. Several general conclusions follow from equations (4.49) and (4.4) when the pore pressure ratio increases monotonically with depth beneath the wedge surface, porosity decreases monotonically, or the friction coefficient decreases monotonically, so that

\[
\frac{\partial \lambda}{\partial z} < 0, \quad \frac{\partial \phi}{\partial z} > 0, \quad \frac{\partial \mu}{\partial z} > 0.
\]  

(4.6)

We further stipulate that \( \lambda(x, z_u) \), \( \phi(x, z_u) \), and \( \mu(x, z_u) \) are constants, and that the increase in wedge thickness with distance from the trench leads to the conditions

\[
\frac{d\bar{\lambda}}{dx} \geq 0, \quad \frac{d\bar{\phi}}{dx} \leq 0, \quad \frac{d\bar{\mu}}{dx} \leq 0,
\]  

(4.7)

where \( x \) is defined as increasing landward from the trench and \( z \) is defined as positive upwards (Figure 4.1). Provided that the geometry of the wedge is known, any spatial distributions of pore pressure ratio, porosity, and friction coefficient that satisfy these conditions are guaranteed (conditionally for friction coefficient) to result in a lower basal shear stress relative to the depth-averaged state. Conversely, if the location of the upper surface and the basal shear stress are known, then distributions satisfying
these conditions will result in a larger basal dip, relative to the depth-averaged state. Proofs of these statements, detailed in the final section of this chapter, follow from the observation that $\Gamma \leq \overline{\Gamma}$ for each case.

For pore pressure ratio and porosity at least, these conditions represent first order effects, in that they are expected to coincide with an increasing degree of tectonic compression typical of accretionary prisms, as distance from the trench and depth increase (Moore and Vrolijk, 1992). The assumption that porosity decreases with depth and distance from the trench is supported by a large body of evidence, including seismic (e.g. Bray and Karig, 1985; Bangs et al., 1990; Kitajima and Saffer, 2014) and borehole measurements (e.g. Bray and Karig, 1985; Kitamura et al., 2014), numerical modeling studies (e.g. Ellis et al., 2013), microstructural observations (e.g. Behrmann and Kopf, 1993), geophysical measurements (e.g. Housen et al., 1996; Henry et al., 2003), and structural studies (e.g. Moore et al., 2011).

A decrease in porosity with depth beneath the seafloor also implies the corresponding assumption that the pore pressure ratio will increase with depth and distance from the trench, since to first order, compaction driven decreases in porosity can be expected to coincide with increases in pore pressure (Bray and Karig, 1985). These trends are supported by studies that infer pore pressure from the seismic velocity structure (e.g. Tsuji et al., 2008; Tobin and Saffer, 2009; Kitajima and Saffer, 2012) and numerical modeling results (e.g. Bekins and Dreiss, 1992; Saffer and Bekins, 2006).

Gradients in the pore pressure ratio drive fluid flow. If bulk density is constant, then the hydrostatic value of the pore pressure ratio is $\lambda_h = \rho_f / \rho$. When bulk density increases with depth, $\lambda_h$ must actually decrease with depth. Thus, it is possible to have a situation where the overpressure (pore pressure above hydrostatic)
is increasing with depth (and thus driving upward fluid flow), but the pore pressure ratio is constant, or even decreasing with depth. This happens when the vertical pore pressure gradient is only slightly above the hydrostatic value. However, in most accretionary wedges, pore pressure along the base of the wedge can be significantly greater than the hydrostatic value and in some cases it approaches the lithostatic value (e.g. Screaton et al., 2002; Saffer, 2003; Calahorrano et al., 2008; Skarbek and Saffer, 2009; Tobin and Saffer, 2009; Saffer and Tobin, 2011). It is therefore common for the pore pressure ratio to increase with depth in natural settings, since it must assume the hydrostatic value at the seafloor.

It should be noted that the monotonic increase in pore pressure ratio with depth considered here may only be valid in the outer prism (the portion of the accretionary prism that overlies the nominally aseismic section of the plate boundary). Numerical modeling studies (e.g. Saffer and Bekins, 1998; Spinelli and Saffer, 2004) and indications from seismic data (Calahorrano et al., 2008; Tobin and Saffer, 2009) suggest that a reduction in pore pressure ratio can be associated with the onset of seismogenic locking on the plate interface (Saffer and Tobin, 2011). Additionally, one expects that the effects of complications involving lateral compressive stresses (e.g. Bray and Karig, 1985), wedge faults (e.g. Saffer and Tobin, 2011), or thermal/diagenetic conditions (e.g. Moore and Vrolijk, 1992) could push pore pressure and porosity–depth trends away from simple monotonic functions. This is especially true at greater depths and further landward from the deformation front (Saffer and Bekins, 2006).

For the friction coefficient or friction angle, it is not necessarily the case that either a decrease or increase with depth should be a general feature in accretionary settings. Many effects could lead to either situation. For example, changes in lithology
or mineralogy due to overthrusting and mélange formation could lead to either condition \cite{Shreve and Cloos, 1986; Moore and Byrne, 1987}. Diagenetic changes could cause an increase in friction coefficient with depth \cite[e.g.][]{Saffer and Marone, 2003}. Conversely, development of foliations could be responsible for a decrease with depth. In the absence of more firm and general constraints, we do not consider any specific functional forms for heterogeneities in the friction coefficient.

4.3.1. Basal Shear Stress

The magnitude of the reduction in basal shear stress that results from heterogeneous parameter distributions depends on the specific functional forms and parameter values used. For the purposes of illustration, in this section we adopt simple depth-dependent analytical expressions for the pore pressure ratio and porosity in turn, and compute the effect on the basal shear stress when compared to that predicted for the depth-averaged state. In each case the parameter that is allowed to vary with space ($\lambda$ or $\phi$) is considered the only source of heterogeneity within the wedge; the other state variables are assigned depth-averaged values. We assume for simplicity that the wedge has a constant taper angle, in which case it is more natural to write the equations in terms of the wedge surface slope $\alpha$ and dip angle $\beta$, rather than the wedge profile gradients.

We compute normalized basal shear stresses for both the depth-averaged $F_i$ and heterogeneous states $F_i$, where the subscript $i = \lambda, \phi$ indicates the parameter that is allowed to vary. Results are presented as corrections to $F_i$, so that $F_i$ in the heterogeneous cases can be written as $F_i = F_i(1 + \varepsilon_i)$, and equation (4.49) implies
that the correction $\varepsilon_i$ can be expressed as

$$
\varepsilon_i(x) = \frac{(\Gamma_i - \Gamma_i) (\alpha + \beta) + \frac{H}{2} \frac{d}{dx} (\Gamma_i - \Gamma_i)}{(\Gamma_i - p) (\alpha + \beta) + (p - \rho_f)\alpha + \frac{H}{2} \frac{d\rho}{dx}}.
$$

(4.8)

Further details can be found in the final section.

We first consider a linear increase of the pore pressure ratio from a hydrostatic value $\lambda_h$ at the upper surface to a value $\lambda_b(x) \leq 1$ at the base, so that

$$
\lambda(x, z) = \left(\frac{z_u - z}{H}\right) \left[\lambda_b(x) - \lambda_h\right] + \lambda_h,
$$

(4.9)

which has a depth-averaged value of $\overline{\lambda} = (\lambda_b + \lambda_h)/2$. There are few spatially extensive data sets with direct measurements of pore pressure within accretionary prisms; most recent attempts link seismic velocity and/or porosity to pore pressure using experimental results and assuming a ratio of lateral to vertical stress in conjunction with specific failure criteria or rheological constitutive models (e.g. Moore and Tobin, 1997; Tsuji et al., 2008; Saffer and Tobin, 2011; Kitajima and Saffer, 2012). Although there is considerable scatter in such predictions, the depth trends presented in these studies are nevertheless well approximated by the functional form adopted in equation (4.56).

Inserting equation (4.56) into equation (4.4) and integrating, the effective density is

$$
\Gamma_\lambda(x) = \rho \left[1 + 2 \left(1 - \frac{2\lambda_b(x) + \lambda_h}{3}\right) \frac{\sin \theta}{1 - \sin \theta}\right].
$$

(4.10)

Equation (4.58) corresponds with the solution for $\Gamma$ in a depth-averaged wedge with a pore pressure ratio of $\overline{\lambda}(x) = (2\lambda_b + \lambda_h)/3$. In other words, the effective density for a heterogeneous wedge with pore pressure ratio described by equation (4.56) is
equivalent to that for a depth-averaged wedge where the pore pressure ratio is equal to \((2\lambda_b + \lambda_h)/3\) instead of the actual depth-average of equation (4.56), which is \(\bar{\lambda} = (\lambda_b + \lambda_h)/2\). Equation (4.49) implies that the normalized basal shear stress is

\[
F_\lambda(x) = \left(1 - \frac{\rho_f}{\rho}\right) \alpha + \frac{2 \sin \theta}{1 - \sin \theta} \left[\left(1 - \frac{2\lambda_b(x) + \lambda_h}{3}\right)(\alpha + \beta) - \frac{H}{3} \frac{d\lambda_b}{dx}\right], \tag{4.11}
\]

so that the correction to the depth-averaged case can be expressed as

\[
\varepsilon_\lambda(x) = \frac{-2(\lambda_b(x) - \lambda_h)(\alpha + \beta) - H \frac{d\lambda_b}{dx}}{12\left(1 - \frac{\lambda_b(x) + \lambda_h}{2}\right)(\alpha + \beta)} + \frac{6(1 - \sin \theta)}{\sin \theta} \left(1 - \frac{\rho_f}{\rho}\right) \alpha - 3H \frac{d\lambda_b}{dx}. \tag{4.12}
\]

This provides a particular illustration that agrees with our previous, general statement: the basal shear stress correction is always negative when the pore pressure ratio increases with depth.

In Figure 4.2 we show the predictions of equations (4.11) and (4.12) as a function of \(\lambda_b\). For all calculations we set \(\alpha = 2^\circ\), \(\beta = 3^\circ\), and assume a wedge thickness of 1000 m at the trench; these are typical values for sedimentary accretionary prisms (Lallemand et al., 1994). To simplify the calculation we assume that \(\lambda_b\) is constant throughout the wedge, so that neither the heterogeneous nor the depth-averaged state effective densities depend on distance from the trench. We then calculate \(\bar{F}_\lambda\), \(F_\lambda\), and \(\varepsilon_\lambda\) for values ranging between \(\lambda_b = 0.48\) (hydrostatic pore pressure) to \(\lambda_b = 1\) (lithostatic pore pressure). In this way each value of \(F_\lambda\) or \(\varepsilon_\lambda\) in Figure 4.2 corresponds to an individual value of \(\lambda_b\), so that the locus of points represents a collection of wedges. As indicated above, the heterogeneous state basal shear stress is less than that of the depth-averaged state for all values of \(\lambda_b\). The magnitude of the correction \(\varepsilon_\lambda\) increases from 0 to about 0.25 as \(\lambda_b\) increases. This is a significant change. For example, if \(\lambda_b = 0.9\), which corresponds to an average pore pressure in
the wedge just under half-way between hydrostatic and lithostatic, using the average value overestimates the basal shear stress by about 17%. However, this error can be completely avoided simply by setting the pore pressure ratio equal to \((2\lambda_b + \lambda_h)/3\). This will be an excellent approximation in any setting where the pore pressure ratio exhibits a close to linear increase with depth. In general, our analysis suggests that when performing depth-averaged wedge calculations, weighting the pore pressure ratio towards the basal value will yield an improved approximation.

We next consider the effects of an exponential decrease in porosity with depth from a fixed value \(\phi_0\) at the upper surface towards a cut-off porosity \(\phi_c\), such that

\[
\phi(x, z) = (\phi_0 - \phi_c)e^{-b(z_u-z)} + \phi_c ,
\]  

(4.13)
with depth-average
\[ \bar{\phi}(x) = \frac{\phi_0 - \phi_c}{bH} (1 - e^{-bH}) + \phi_c . \] (4.14)

Use of exponential relations like equation (4.13) to describe porosity in accretionary prisms is nearly ubiquitous and supported by a large body of observational data (e.g. Bray and Karig, 1985; Moore and Vrolijk, 1992; Bekins and Dreiss, 1992; Breen and Orange, 1992; Saffer and Bekins, 1998, 2006).

We repeat the procedure described above using heterogeneous porosity described by equation (4.13). In this case the heterogeneous effective density is
\[ \Gamma_{\phi}(x) = \Lambda \left[ \rho_c + \frac{2}{bH} (\rho_0 - \bar{\rho}) \right] = \Lambda \hat{\rho}(x) , \] (4.15)

where \( \rho_0 = \rho(x, z_u) \), \( \rho_c = \rho_s + (\rho_f - \rho_s) \phi_c \), \( \bar{\rho} = \rho_s + (\rho_f - \rho_s) \bar{\phi} \). The depth-averaged effective density is \( \Gamma_{\phi}(x) = \Lambda \hat{\rho} \). Similar to the pore pressure ratio case, equation (4.65) is the effective density for a wedge where the bulk density has no depth dependence and is equal to \( \hat{\rho} = \rho_c + 2(bH)^{-1}(\rho_0 - \bar{\rho}) \). The heterogeneous normalized basal shear stress is
\[ F_{\phi}(x) = \left( 1 - \frac{\rho_f}{\bar{\rho}} \right) \alpha + (\Lambda - 1) (\alpha + \beta) , \] (4.16)

and the corresponding homogeneous normalized basal shear stress is
\[ \overline{F}_{\phi}(x) = \left( 1 - \frac{\rho_f}{\bar{\rho}} \right) \alpha + (\Lambda - 1) (\alpha + \beta) + \frac{\Lambda H}{2\rho} \frac{d\bar{\rho}}{dx} . \] (4.17)

This is notable in that the heterogeneous value \( F_{\phi} \) does not depend on the lateral gradient of the depth-averaged bulk density in any way, even though this gradient is non-zero in the heterogeneous state. In other words, ignoring the gradient actually gives a more accurate result. The corresponding correction to the normalized basal
shear stress is

$$\varepsilon_\phi(x) = \Lambda \frac{\left(\frac{\hat{\rho}}{\rho} - 1\right)(\alpha + \beta) - \frac{1}{2} \left[\frac{\dot{\rho} + \rho_0 + bH\rho_0}{\rho} - 2 - bH\right] \frac{dH}{dx}}{(\Lambda - 1)(\alpha + \beta) + \left(1 - \frac{\rho f}{\rho}\right) \alpha - \frac{1}{2} \left[\frac{\rho_0 + bH\rho_0}{\rho} - 1 - bH\right] \frac{dH}{dx}}. \quad (4.18)$$

The results for porosity are a bit more complex than the pore pressure ratio results. Because of the cut-off formulation that we use for porosity, both $\overline{F}_\phi$ and $F_\phi$ depend on the wedge thickness in a way that cannot be ignored. This is illustrated in Figures 4.3a and 4.3b, which show the results for a single wedge calculation with $b = 6.5 \times 10^{-4} \text{ m}^{-1} (b^{-1} \approx 1.5 \text{ km})$. For all of our porosity calculations we set $\phi_0 = 0.6$ and $\phi_c = 0.05$. The magnitude of the porosity correction $\varepsilon_\phi$ reaches a maximum value at $\sim 13 \text{ km}$. Once past this value, the correction in Figure 4.3b begins to decrease and asymptotically approaches 0 with increased distance from the trench.

To report general porosity results, we calculate $\overline{F}_\phi$, $F_\phi$, and $\varepsilon_\phi$ for a range of values of $b = 10^{-5} - 10^{-2} \text{ m}^{-1}$. For each value of $b$ we report the mean value of these three quantities over the frontal 30 km of the wedge, so that as for the pore pressure ratio results, the locus of points in Figures 4.3c and 4.3d represent a collection of wedges. On the secondary axis we also show the $e$-folding depth $b^{-1}$, the depth below seafloor at which the porosity has decreased from $\phi_0$ by a factor of $e^{-1}$. The $e$-folding depth represents a more intuitive, physical quantity to reference in discussing the results.

The results show that the correction is always negative, and has a well defined minimum (i.e. maximum magnitude) that is due mainly to the behavior of the depth-averaged model (Figures 4.3c and 4.3d). The correction asymptotically approaches zero with increases or decreases from this minimum. This is explained by the fact that heterogeneous porosity distributions with large or small $e$-folding depths have
FIGURE 4.3. (a) Normalized basal shear stress over the frontal 30 km resulting from an exponential decrease in porosity with depth (solid line), compared with that for the depth-averaged state (dashed line), and (b) the corresponding correction for a single wedge calculation with $b = 6.5 \times 10^{-4}$ m$^{-1}$. (c) Normalized basal shear stress averaged over the frontal 30 km for the exponential (solid line) and depth-averaged (dashed line) states and (d) the corresponding correction. The boxes correspond to the simulation shown in (a) and (b). Other parameters: $\alpha = 2^\circ$, $\beta = 3^\circ$, $\lambda = 0.5$, $\mu = 0.6$.

little spatial variation and are therefore similar to the corresponding depth-averaged states. When $b^{-1}$ is large, the vertical porosity gradient is small and there is not much variation from $\phi_0$ within the wedge. When $b^{-1}$ is small, the porosity reaches $\phi_c$ close to the surface and does not deviate substantially from that value. Hence, both situations result in small corrections.

It is notable that all of the complexity in the basal shear stress correction is due to the extra term in equation (4.17) compared to equation (4.16). In fact, the most important aspect of the porosity results is the simplicity of the expression for the heterogeneous normalized basal shear stress $F_\phi$. Equation (4.16) is equivalent to the prediction one obtains for a wedge with constant internal properties under the small taper angle approximation (e.g. equation (86) in Dahlen, 1990), so it is remarkable
FIGURE 4.4. Corrections to the equilibrium basal dip angle resulting from (a) linear pore pressure with $\bar{\phi} = 0.3$, and (b) exponential porosity with $\bar{\lambda} = 0.5$. Other parameters: $\alpha = 2^\circ$, $\beta = 3^\circ$, $\bar{\mu} = 0.6$.

that this equation fully accounts for the heterogeneous porosity distribution described by equation (4.13).

4.3.2. Taper Angle

In general the surface slopes and basal dips of accretionary prisms are well known. However, in some settings there are areas where the location of the basal surface is either poorly resolved, or there are multiple candidate surfaces for the base of the prism (e.g. Moore et al., 2009). The question naturally arises: how does introducing heterogeneity affect the taper angle? In considering the answer, we fix the surface slope $\alpha$ (which should always be known in natural settings) and calculate the affect of heterogeneities on the basal dip $\beta$. For simple, monotonic variations that satisfy equation (4.72), the result is always an increase in $\beta$ relative to the depth-averaged model when the basal shear stress is fixed.

Following a procedure analogous to that in Section 4.1, corrections to the basal dip of the form $\beta_i = \bar{\beta}(1 + \delta_i)$ are shown in Figure 4.4 for the relations given in equations (4.56) – (4.64). With a linear depth dependence for pore pressure ratio and
assuming $\lambda_b$ constant as before, this correction can be expressed as

$$
\delta_\lambda(x) = \frac{(\lambda_b - \lambda_h) \left[ F - \left(1 - \frac{\rho_f}{\bar{\rho}}\right) \alpha \right]}{2(3 - 2\lambda_b - \lambda_h) \left[ F - \left(\frac{\lambda}{\bar{\lambda}} - \frac{\rho_f}{\bar{\rho}}\right) \alpha \right]}.
$$

(4.19)

The correction $\delta_\phi$ for cut-off porosity is computed numerically due to the dependence on $x$ in equation (4.65) (see final section for details).

As in Section 4.1, the effect of heterogeneities in pore pressure ratio is typically expected to be larger than that of porosity variations, although the difference is more pronounced for each than it was for the predictions of basal shear stress. The porosity results show that for a large vertical porosity gradient, the basal dip can be about 20% larger than expected from a depth-averaged model. However, when there is a large vertical pressure gradient, the predicted basal dip can be 80% larger than the depth-averaged state. Two examples are shown in Figure 4.5.

4.3.3. Slip Surfaces

Critical Coulomb wedges are by definition at failure everywhere. Therefore at any point within the wedge there are two potential slip surfaces, oriented at angles $\pm(\pi/4 - \theta/2)$ with respect to the orientation of the maximum principal stress $\sigma_1$ (Jaeger and Cook, 1969). In a homogeneous, non-cohesive wedge, the orientation of $\sigma_1$ is the same everywhere and so the dips of the slip surfaces do not depend on position within the wedge (Davis et al., 1984). However, the presence of heterogeneities serves to rotate the direction of $\sigma_1$ as a function of depth, and cause the slip surfaces to become non-planar.
FIGURE 4.5. Example equilibrium wedge profiles and slip surfaces for linear pore pressure ratio (blue lines $\beta = 4.5^\circ, \lambda_b = 0.9, \bar{\phi} = 0.3$) and exponential porosity (red lines $\beta = 3.6^\circ, b = 6.6 \times 10^{-4} \text{ m}^{-1}, \bar{\lambda} = 0.5$). Black lines show the corresponding depth-averaged state $\alpha = 2^\circ, \beta = 3^\circ, \lambda = 0.5, \bar{\phi} = 0.3, \bar{\mu} = 0.6$.

The stress state of a heterogeneous wedge is completely determined by the equilibrium analysis and is given by

$$
\sigma_{zz}(x, z) = g \left[ \rho_f (D - z_u) + \int_z^{z_u} \rho(x, z') \dx \right], \tag{4.20}
$$

$$
\sigma_{xx}(x, z) = g \left[ \rho_f (D - z_u) + \Lambda(x, z) \int_z^{z_u} \rho(x, z') \dx \right], \tag{4.21}
$$

$$
\sigma_{xz}(x, z) = g \int_z^{z_u} \left[ \rho_f \frac{dz_u}{dx} - \frac{\partial}{\partial x} \left( \Lambda(x, z) \int_0^{z_u} \rho(x, \xi) \dx \right) \right] \dx', \tag{4.22}
$$

Knowing the stress state, it is straightforward to calculate the orientation of $\sigma_1$ and thus plot the slip lines in the wedge. We again consider the effects of heterogeneities described by equations (4.56) and (4.13), and compare the geometry of the slip surfaces to those expected for the depth-averaged state. We calculated the slip lines in Figure 4.5 using the same parameters used to calculate the alternative basal surfaces in the same figure, but with the stress state taken from the fixed geometry solution (shown by the black lines in Figure 4.5).
Heterogeneous porosity has a negligible effect on the slip surfaces. This is because the bulk density only appears in the stress state as a depth-integrated quantity; since the depth-average of the porosity distribution is defined as an integral over depth, the two states are very similar. However, although the effect is difficult to see at the resolution shown for Figure 4.5, the heterogeneous slip lines for porosity are slightly rotated clockwise from the average slip lines.

Imposing a linear depth dependence for the pore pressure ratio has a more significant affect, especially for the seaward vergent slip surfaces, which acquire a listric geometry. The resulting slip lines are rotated counter-clockwise, and have a concave shape relative to those predicted from the depth-averaged state model. This coincides with the style of seaward vergent, imbricate thrusts commonly observed in accretionary prisms (e.g. Davis and Hyndman, 1989; Bangs et al., 1990; Flueh et al., 1998; Moore et al., 2001; Barker et al., 2009; Smith et al., 2012), which can also be produced in depth-averaged Coulomb wedge models that include cohesion (Dahlen and Suppe, 1984).

4.4. Conclusions

Our results illustrate the importance of including heterogeneity in Coulomb wedge calculations. It is important to re-emphasize that illustrative examples provided in Section 4 are concerned with first-order variations that can be approximately described by the conditions defined by equations (4.72). Effects that we term “second-order” (e.g. accretionary mélange formation, focussed flow through wedge faults, diagenetic effects) will cause deviations from these conditions.

All of our results suggest that variations in the pore pressure ratio should be given greater consideration than variations in porosity. The porosity in submarine
accretionary prisms is expected to be fairly well described by an exponential decrease with depth and distance from the trench. Our results show that porosity distributions of this type can easily be accounted for simply by using a depth-averaged value as a function of distance from the trench, rather than a single value for the entire wedge. Similarly, we have shown that the effects of a linear increase in the pore pressure ratio with depth and distance from the trench can be accounted for by using a depth-independent value that is weighted towards the basal pore pressure ratio. Although pore pressure in accretionary prisms is typically far less well constrained than porosity, the simple linear spatial dependence used here is proposed as a reasonable first approximation. More precise estimates could be made with considerations of how fluid flow affects the pore pressure distribution within an accretionary prism (e.g. Rowe et al., 2012).

Our inference about the importance of heterogeneities in the pore pressure ratio is lent further support by the form of splay faults predicted using heterogeneous state properties. Whereas porosity variations cause practically no change from the linear surfaces predicted by the depth-averaged model, pore pressure variations cause large rotations from the surfaces predicted using the depth-averaged state and impart a listric form to seaward vergent surfaces that coincides with observations of natural accretionary prisms.

A productive and natural strategy for gaining insight into the behavior of heterogeneous geological systems involves applying simplified model treatments that account only for those features that are essential to understanding the overall behavior. Coulomb wedge models have exemplified this approach, and have been enormously successful at elucidating the mechanics of accretionary margins. Now, with vastly improved resolution of site characteristics determined at great expense
from recent and ongoing surveys, responsible modeling strategies must evolve to better approximate those geologic heterogeneities that are actually observed. Our analysis demonstrates that the predictions from heterogeneous wedge models can deviate significantly from predictions made using the simplest possible averaging procedure to define a homogeneous wedge model. In an upcoming paper we will use the results obtained here in an analysis of the Kumano transect along the Nankai accretionary prism in southwest Japan.

4.5. Model Derivation

This derivation follows those by (Fletcher, 1989, p. 10,349-10,350) and (Dahlen, 1990, p. 89-92). The equations found below give the equilibrium state of a submerged wedge with irregular upper and basal surfaces, as well as spatially varying mechanical properties and pore pressure. Our derivation differs from those of Fletcher (1989) and Dahlen (1990) primarily in that our coordinate system is defined with the $z$ axis pointing sky-ward, additionally we work with the lateral gradients of the upper and basal wedge surfaces rather than the surface slope $\alpha$ and basal dip $\beta$. However, the results obtained by Dahlen (1990) are recovered by setting $dz_u/dx = \alpha$ and $dz_b/dx = -\beta$ in equation (4.49) (c.f. Dahlen, 1990, equation (98)).

The derivation is carried out in two dimensions for a static wedge (i.e. inertia is negligible). The equations of static equilibrium are

$$\frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xz}}{\partial z} + b_x = 0, \quad (4.23)$$

$$\frac{\partial \sigma_{xz}}{\partial x} + \frac{\partial \sigma_{zz}}{\partial z} + b_z = 0. \quad (4.24)$$
Lateral body forces are not considered, so \( b_x = 0 \). If we adopt the convention that compressive stresses are positive, then the body force due to gravity is \( b_z = g\rho(x,z) \), where \( g \) is gravitational acceleration, and \( \rho \) is the bulk density of the material composing the wedge. Now, make the approximation

\[
\left| \frac{\partial \sigma_{xz}}{\partial x} \right| \ll \left| \frac{\partial \sigma_{zz}}{\partial z} \right| ,
\]

which can be checked \textit{a posteriori} and is implied by use of the small angle approximation of the wedge taper. Using the approximation (4.25), equation (4.24) can be integrated to obtain

\[
\sigma_{zz}(x,z) = -g \int_{z_b(x)}^{z} \rho(x,z')dz' + f(x) ,
\]

where the integration is from the basal surface \( z_b(x) \) to some point \( z \) within the wedge. Henceforth we will drop the argument of \( z_b(x) \), but keep in mind that it is a function of distance \( x \) from the trench, as is the upper surface \( z_u(x) \). To find the function \( f(x) \), we make use of the boundary condition on the normal stress \( \sigma_{zz} \) along the upper surface. This condition is simply that the magnitude of the normal stress on the upper surface is equal to the fluid pressure

\[
\sigma_{zz}(x,z_u) = p_f(x,z_u) = g\rho_f(D - z_u) ,
\]

where \( D \) is the depth of the water at the trench, so that \( D - z_u \) is the lateral water depth profile. From equation (4.26)

\[
f(x) = g \int_{z_b}^{z_u} \rho(x,\xi)d\xi + p_f(x, z_u) .
\]
So the vertical compressive stress becomes
\[
\sigma_{zz}(x, z) = g \left[ \int_{z}^{z_u} \rho(x, z')dz' + \int_{z_b}^{z_u} \rho(x, z')dz' \right] + p_f(x, z_u),
\]
\[
= g \int_{z}^{z_u} \rho(x, z')dz' + g \rho_f(D - z_u). \tag{4.29}
\]

The yield condition for a cohesive Coulomb material is (Malvern, 1977)
\[
\left[ \frac{1}{2} (\sigma_{zz} - \sigma_{xx}) \right]^2 + \sigma_{xz}^2 - \left[ S(x, z) \cos \theta(x, z) - \frac{1}{2} (\sigma_{xx} + \sigma_{zz} + 2p_f) \sin \theta(x, z) \right]^2 = 0, \tag{4.30}
\]
where \( S \) is the cohesion and \( \theta \) is the angle of internal friction within the wedge; both are allowed to vary with position. Next, make the assumption
\[
2|\sigma_{xz}| \ll |\sigma_{zz} - \sigma_{xx}|. \tag{4.31}
\]
This condition can also be checked \textit{a posteriori} and is again implied by use of the small angle approximation. Using this approximation, the yield criterion can be rewritten for \( \sigma_{xx} \) as
\[
\sigma_{xx} = C + 2(\sigma_{zz} - p_f) \frac{\sin \theta}{1 - \sin \theta} + \sigma_{zz}, \tag{4.32}
\]
where the uniaxial compressive strength \( C \) is defined as
\[
C(x, z) = \frac{2 \cos \theta}{1 - \sin \theta} S, \tag{4.33}
\]
keeping in mind that the angle of internal friction \( \theta \) and the cohesion \( S \) may both be functions of \( x \) and \( z \) within the wedge.
Now, define the pore pressure ratio as

$$\lambda(x, z) = \frac{p_f - p_f(x, z_u)}{\sigma_{zz} - p_f(x, z_u)}, \quad (4.34)$$

which is a convenient way of expressing the pore pressure, and essentially references the pressure in the wedge to that at the seafloor. Using this definition, along with the expression for $\sigma_{zz}$, equation (4.32) may be written as

$$\sigma_{xx}(x, z) = C(x, z) + g \rho_f (D - z_u) + g \Lambda(x, z) \int_{z_u}^{z} \rho(x, \xi) d\xi, \quad (4.35)$$

where

$$\Lambda(x, z) = 1 + 2(1 - \lambda) \frac{\sin \theta}{1 - \sin \theta}. \quad (4.36)$$

Now to deal with the other equilibrium equation by taking the derivative of equation (4.35) with respect to $x$, substituting the result into equation (4.23), and integrating with respect to $z$

$$\sigma_{xz}(x, z) = -\int_{z_b}^{z} \left[ \frac{\partial C}{\partial x} - g \rho_f \frac{dz_u}{dx} + g \frac{\partial}{\partial x} \left( \Lambda \int_{z'}^{z_u} \rho d\xi \right) \right] dz' + G(x). \quad (4.37)$$

The function $G(x)$ can be found by using the boundary condition for the shear stress $\tau_b$ on the basal surface. Since the basal surface is inclined relative to the coordinate axes, the shear stress there can be written in terms of the stress tensor components and $z_b$ by using the tensor transformation equation

$$\bar{T} = A^T A, \quad (4.38)$$
where $A$ is the matrix of direction cosines. Making use of the small angle approximation, the result is

$$
\tau_b(x) = \sigma_{xz} + (\sigma_{zz} - \sigma_{xx})\beta(x) + \mathcal{O}(\beta^2)
$$

(4.39)

where $\beta(x)$ is the dip angle of the basal surface. Then setting $\beta = -dz_b/dx$, the boundary condition on the shear stress at the basal surface becomes

$$
\sigma_{xz}(x,z_b) = \tau_b(x) - [\sigma_{zz} - \sigma_{xx}]|_{(x,z_b)} \frac{dz_b}{dx}
$$

(4.40)

Now $G(x)$ can be found by evaluating equation (4.37) at $z_b$ and making use of basal boundary condition along with the definitions of $\sigma_{xx}$ and $\sigma_{zz}$ evaluated at $z_b$ as well. So that,

$$
G(x) = \left[ C(x,z_b) - g(1 - \Lambda(x,z_b)) \int_{z_b}^{z_u} \rho \, dz \right] \frac{dz_b}{dx} + \tau_b .
$$

(4.41)

The shear stress within the wedge can now be written as

$$
\sigma_{xz}(x,z) = -\int_{z_b}^{z} \left[ \frac{\partial C}{\partial x} - g \rho_f \frac{dz_u}{dx} + g \frac{\partial}{\partial x} \left( \Lambda \int_{z'}^{z_u} \rho \, d\xi \right) \right] \, dz' + \left[ C(x,z_b) - g(1 - \Lambda(x,z_b)) \int_{z_b}^{z_u} \rho \, dz \right] \frac{dz_b}{dx} + \tau_b .
$$

(4.42)

The boundary condition on the shear stress on the upper surface provides the final equation for the equilibrium state of the wedge. Shear stress must vanish on the upper surface, so making use of the small angle approximation, the result is

$$
0 = -\sigma_{xz} + (\sigma_{xx} - \sigma_{zz})\alpha(x) + \mathcal{O}(\alpha^2) .
$$

(4.43)
Then setting $\alpha = \frac{dz_u}{dx}$, the boundary condition for the shear stress at the upper surface becomes

$$\sigma_{xz}(x, z_u) = [\sigma_{xx} - \sigma_{zz}]_{(x, z_u)} \frac{dz_u}{dx} = C(x, z_u) \frac{dz_u}{dx},$$

(4.44)

where the final equality comes from substituting in the definitions of $\sigma_{xx}$ and $\sigma_{zz}$, evaluated at $z_u$. The equilibrium state of the wedge is found by evaluating equation (4.42) at $z_u$ and substituting the result into equation (4.44), to get

$$- \int_{z_b}^{z_u} \left[ \frac{\partial C}{\partial x} - g \rho_f \frac{dz_u}{dx} + g \frac{\partial}{\partial x} \left( \Lambda \int_{z'}^{z_u} \rho d\xi \right) \right] dz'$$

$$+ \left[ C(x, z_b) - g(1 - \Lambda(x, z_b)) \int_{z_b}^{z_u} \rho dz \right] \frac{dz_b}{dx} + \tau_b = C(x, z_u) \frac{dz_u}{dx};$$

(4.45)

Equation (4.45) can be simplified by setting $H(x) = z_u - z_b$ and defining depth averaged parameters (e.g. Dahlen, 1990)

$$\bar{\rho} = \frac{1}{z_u - z_b} \int_{z_b}^{z_u} \rho dz,$$

(4.46)

$$\bar{C} = \frac{1}{z_u - z_b} \int_{z_b}^{z_u} C dz,$$

(4.47)

and

$$\Gamma = \frac{2}{H^2} \int_{z_b}^{z_u} \Lambda(x, z) \left( \int_{z}^{z_u} \rho(x, z')dz' \right) dz.$$

(4.48)

Using these definitions and applying the Leibniz integration rule, equation (4.45) can be written for the basal shear stress as

$$\tau_b(x) = [g(\bar{\rho} - \Gamma)H - \bar{C}] \frac{dz_b}{dx} - [g(\rho_f - \Gamma)H - \bar{C}] \frac{dz_u}{dx} + H \frac{d\bar{C}}{dx} + \frac{1}{2} g H^2 \frac{d\Gamma}{dx}.$$
4.6. Simplified Solutions

We are interested in the conditions along the basal surface that are required to satisfy input values of the coefficient of friction, pore pressure, and bulk density within the wedge, under the simplifying assumption that all material within the wedge is cohesionless. In this case the equilibrium equation takes the form

$$F(x) = \frac{\Gamma - \rho_f dz_a}{\bar{\rho}} - \frac{\Gamma - \bar{\rho} dz_b}{\bar{\rho}} + \frac{H(x) d\Gamma}{2\bar{\rho} dx},$$  \hspace{1cm} (4.50)$$

where the normalized basal shear stress is defined as

$$F \equiv \frac{\tau_b}{g\bar{\rho}H} = \mu_b(1 - \lambda_b) + \frac{S_b}{g\bar{\rho}H},$$ \hspace{1cm} (4.51)$$

and where $\lambda_b$, $\mu_b$, and $S_b$ are the values of pore pressure ratio, friction coefficient, and cohesion along the basal surface. To solve equation (4.50), the integral $\Gamma$ and its derivative in the $x$ direction must be computed. We present the results as corrections to the depth-averaged case, such that the normalized basal shear stress in the heterogeneous case is written as $F_i = F_i(1 + \varepsilon_i)$, where the subscript $i = \lambda, \phi$ indicates the parameter that is allowed to vary. From equation (4.50), the correction can be written as

$$\varepsilon_i(x) = \frac{(\Gamma_i - \bar{\Gamma}_i) (\alpha + \beta) + \frac{H}{2} \frac{d}{dx} \left( \Gamma_i - \bar{\Gamma}_i \right)}{(\Gamma_i - \bar{\rho}) (\alpha + \beta) + (\bar{\rho} - \rho_f) \alpha + \frac{H}{2} \frac{d\Gamma_i}{dx}}. \hspace{1cm} (4.52)$$

In the main text we also give results for the effects of heterogeneity on the location of the basal surface $z_b$, which we present as a correction to the basal dip angle of a triangular wedge, of the form $\beta_i = \beta_i(1 + \delta_i)$. Equation (4.50) can be written as a
solution for the location of $z_b$ so that

$$\frac{dz_b}{dx} = \frac{\bar{p}}{\Gamma - \bar{p}} \left[ \left( \frac{z_u - z_b}{2\bar{p}} \right) \frac{d\Gamma}{dx} + \left( \frac{\Gamma - \rho_f}{\bar{p}} \right) \frac{dz_u}{dx} - F \right], \quad (4.53)$$

which is a first order ODE for $z_b$. In general, equation (4.53) must be solved numerically. However, when the depth-averaged and heterogeneous effective densities do not depend on $x$, as in the linear pore pressure ratio example, then equation (4.53) becomes

$$\beta_i = \frac{\bar{p}F - (\Gamma_i - \rho_f)\alpha}{\Gamma_i - \rho}, \quad (4.54)$$

and the dip angle correction can be written as

$$\delta_i = \frac{(\chi_i - 1)\bar{p}F + [(\Gamma_i - \rho_f) - \chi(\Gamma_i - \rho_f)]\alpha}{\bar{p}F - (\Gamma_i - \rho_f)\alpha}, \quad (4.55)$$

where $\chi_i = (\Gamma_i - \bar{p})/(\Gamma_i - \rho)$.

### 4.6.1. Pore Pressure Ratio

In the first example, we assume that friction and porosity are constant, and that the pore pressure ratio is described by

$$\lambda(x, z) = \frac{z_u - z}{H} \left[ \lambda_b(x) - \lambda_h \right] + \lambda_h, \quad (4.56)$$

with depth-average $\bar{\lambda}(x) = (\lambda_b + \lambda_h)/2$. Inserting this into equation (4.48), the effective density is

$$\Gamma_\lambda = \bar{p} + \frac{4\bar{p}}{H^2} \frac{\sin \theta}{1 - \sin \theta} \left[ (z_u - z) \int_{z_b}^{z_u} \left( 1 - \frac{z - z_u}{H} (\lambda_b - \lambda_h) + \lambda_h \right) dz \right], \quad (4.57)$$
which has the solution

\[ \Gamma_\lambda(x) = \rho \left[ 1 + 2 \left( 1 - \frac{2\lambda_b(x) + \lambda_h}{3} \right) \frac{\sin \theta}{1 - \sin \theta} \right]. \quad (4.58) \]

The lateral gradient of \( \Gamma_\lambda \) is

\[ \frac{d\Gamma_\lambda}{dx} = -\frac{4}{3} \left( \frac{\bar{\rho} \sin \theta}{1 - \sin \theta} \right) \frac{d\lambda_b}{dx}. \quad (4.59) \]

As mentioned in the main text, the effective density in the depth-averaged state \( \Gamma_\lambda \) has the same form as equation (4.58), with \((2\lambda_b + \lambda_h)/3\) replaced by \((\lambda_b + \lambda_h)/2\). Therefore its lateral gradient is

\[ \frac{d\Gamma_\lambda}{dx} = -\left( \frac{\bar{\rho} \sin \theta}{1 - \sin \theta} \right) \frac{d\lambda_b}{dx}. \quad (4.60) \]

With this information, the heterogeneous and homogeneous normalized basal shear stresses can be written as

\[ F_\lambda(x) = \left( 1 - \frac{\rho_f}{\bar{\rho}} \right) \alpha + \frac{2 \sin \theta}{1 - \sin \theta} \left[ \left( 1 - \frac{2\lambda_b(x) + \lambda_h}{3} \right) (\alpha + \beta) - \frac{H}{3} \frac{d\lambda_b}{dx} \right], \quad (4.61) \]

\[ \overline{F}_\lambda(x) = \left( 1 - \frac{\rho_f}{\bar{\rho}} \right) \alpha + \frac{2 \sin \theta}{1 - \sin \theta} \left[ \left( 1 - \frac{\lambda_b(x) + \lambda_h}{2} \right) (\alpha + \beta) - \frac{H}{2} \frac{d\lambda_b}{dx} \right], \quad (4.62) \]

Substituting the expressions for \( \Gamma_\lambda \) and \( \Gamma_\lambda \) and their lateral gradients into equation (4.52) leads to equation (4.12) in the main text for the basal shear stress correction \( \epsilon_\lambda \). Additionally, substituting these expressions into equation (4.55) leads to equation (4.19) in the main text for the basal dip correction \( \delta_\lambda \).
4.6.2. Porosity

In the second example, we assume that friction and the pore pressure ratio are constant, and that the porosity is described by

$$\phi(x, z) = (\phi_0 - \phi_c)e^{-b(z_u - z)} + \phi_c,$$  \hspace{1cm} (4.63)

with depth-average

$$\overline{\phi}(x) = \frac{\phi_0 - \phi_c}{bH} (1 - e^{-bH}) + \phi_c,$$  \hspace{1cm} (4.64)

The effective density can be calculated by using the definition of bulk density $\rho = \rho_s + (\rho_f - \rho_s)\phi$, and computing the double integral in equation (4.48). After a good amount of algebra, the solution can be expressed as

$$\Gamma_\phi(x) = \Lambda \left[ \frac{\rho_c}{bH} + \frac{2}{bH} (\rho_0 - \overline{\rho}) \right] = \Lambda \overline{\rho}(x),$$  \hspace{1cm} (4.65)

with lateral gradient

$$\frac{d\Gamma_\phi}{dx} = -2\Lambda \frac{2}{bH} \left[ \frac{d\overline{\rho}}{dx} + \frac{\rho_0 - \overline{\rho}}{H} \frac{dH}{dx} \right],$$

$$= -(\overline{\rho} - \overline{\rho}) \frac{2\Lambda}{H} \frac{dH}{dx},$$  \hspace{1cm} (4.66)

where we’ve used the relation

$$\frac{d\overline{\rho}}{dx} = (\rho_s - \rho_f) \frac{d\phi}{dx} = \left[ \rho_0 - \overline{\rho} + bH(\rho_c - \overline{\rho}) \right] \frac{1}{H} \frac{dH}{dx}.$$  \hspace{1cm} (4.67)
Finally, the homogeneous effective density is given by

\[ \Gamma_\phi = \Lambda \rho, \quad (4.68) \]

with lateral gradient

\[ \frac{d\Gamma_\phi}{dx} = \Lambda \frac{d\rho}{dx}. \quad (4.69) \]

Substituting equations (4.65) and (4.66) into equation (4.50) gives a heterogeneous normalized basal shear stress of

\[ F_\phi(x) = \left(1 - \frac{\rho_f}{\rho}\right) \alpha + (\Lambda - 1) (\alpha + \beta). \quad (4.70) \]

The corresponding homogeneous state normalized basal shear stress is found by substituting equations (4.68) and (4.69) into equation (4.50), and is given by

\[ \overline{F}_\phi(x) = \left(1 - \frac{\rho_f}{\rho}\right) \alpha + (\Lambda - 1) (\alpha + \beta) + \Lambda H \frac{d\rho}{2\bar{\rho}} \frac{d\rho}{dx}. \quad (4.71) \]

Substituting the expressions for \( \Gamma_\phi \) and \( \overline{\Gamma}_\phi \) and their lateral gradients into equation (4.52) leads to equation (4.18) in the main text for the basal shear stress correction \( \epsilon_\phi \). Because of the dependence of \( \Gamma_\phi \) and \( \overline{\Gamma}_\phi \) on \( x \) (or wedge thickness \( H \)), we calculate the basal dip correction \( \delta_\phi \) numerically.

4.7. Proofs

Here we prove the statements in the main text that any spatial distributions of pore pressure ratio, porosity, and friction coefficient that satisfy the following conditions are guaranteed to result in a lower basal shear stress relative to the depth-
averaged state:

\[
\frac{\partial \lambda}{\partial z} < 0, \ \frac{\partial \phi}{\partial z} > 0, \ \frac{\partial \mu}{\partial z} > 0,
\]

(4.72)

\[
\frac{d\lambda}{dx} \geq 0, \ \frac{d\phi}{dx} \leq 0, \ \frac{d\mu}{dx} \leq 0.
\]

We further assume that \(\lambda(x, z_u), \phi(x, z_u), \) and \(\mu(x, z_u)\) are constants. To address this topic we first note that equation (4.52) for the basal shear stress correction can be written as

\[
\epsilon_i(x) = \frac{1}{F_i} \left[ (\Gamma_i - \Gamma) (\alpha + \beta) + \frac{H}{2} \frac{d}{dx} (\Gamma_i - \Gamma) \right].
\]

(4.73)

Furthermore, from equation (4.48), the lateral gradient of the effective density is

\[
\frac{d\Gamma}{dx} = -\frac{4}{H^3} \frac{dH}{dx} \int_{z_b}^{z_u} \Lambda \left( \int_z^{z_u} \rho dz'dz' \right) + \frac{2}{H^2} \frac{d}{dx} \left[ \int_{z_b}^{z_u} \Lambda \left( \int_z^{z_u} \rho dz' \right) dz' \right]
\]

\[
= -\frac{2\Gamma}{H} (\alpha + \beta) + \frac{2}{H^2} \frac{d}{dx} \left[ \int_{z_b}^{z_u} \Lambda \left( \int_z^{z_u} \rho dz' \right) dz' \right].
\]

(4.74)

So the basal correction becomes

\[
\epsilon_i = \frac{d}{dx} \left[ \psi_i - \overline{\psi}_i \right],
\]

(4.75)

where

\[
\psi = \int_{z_b}^{z_u} \Lambda \left( \int_z^{z_u} \rho dz' \right) dz'.
\]

(4.76)

Since the basal shear stress is assumed to always be positive, showing that the correction is negative amounts to showing that \(d \left( \psi_i - \overline{\psi}_i \right) / dx < 0.\)
4.7.1. Pore Pressure Ratio

First we address the pore pressure ratio case, which compares wedges with pore pressure ratio monotonically increasing with depth, to wedges with pore pressure ratio equal to the average value of the depth dependent case. Both cases have the same constant values for porosity and friction coefficient. Then we must show

$$
\frac{d}{dx}[\psi - \bar{\psi}] = \bar{\rho} \frac{d}{dx} \left\{ \int_{z_u}^{z_b} \left[ 1 + 2(1 - \lambda) \frac{\sin \theta}{(1 - \sin \theta)} \right] (z_u - z) dz \right. \\
- \left. \int_{z_u}^{z_b} \left[ 1 + 2(1 - \lambda) \frac{\sin \theta}{(1 - \sin \theta)} \right] (z_u - z) dz \right\} < 0 ,
$$

(4.77)

which reduces to

$$
\frac{d}{dx}[\psi - \bar{\psi}] = 2\bar{\rho} \sin \theta \frac{d}{dx} \left\{ \int_{z_u}^{z_b} (z - z_u)[\lambda(x, z) - \bar{\lambda}(x)] dz \right\} ,
$$

$$
= 2\bar{\rho} \sin \theta \frac{d}{dx} \left\{ \int_{z_u}^{z_b} (z - z_u)g(x, z) dz \right\} = \frac{2\bar{\rho} \sin \theta}{(1 - \sin \theta)} \frac{dI_\lambda}{dx} < 0 ,
$$

(4.78)

where we have defined $g(x, z) = \lambda(x, z) - \bar{\lambda}(x)$. It’s now sufficient to show $dI_\lambda/dx < 0$.

First we apply the Liebniz integration rule to write

$$
\frac{dI_\lambda}{dx} = H(\lambda_b - \bar{\lambda}) \frac{dz_b}{dx} + \int_{z_b}^{z_u} \frac{\partial}{\partial x} [(z - z_u)g(x, z)] dz ,
$$

$$
= H(\lambda_b - \bar{\lambda}) \frac{dz_b}{dx} - \frac{dz_u}{dx} \int_{z_b}^{z_u} g(x, z) dz + \int_{z_b}^{z_u} (z - z_u) \frac{\partial g(x, z)}{\partial x} dz .
$$

(4.79)
The second term in equation (4.79) is zero, because \( g_\lambda = 0 \) by definition. Then we have

\[
\frac{dI_\lambda}{dx} = H(\lambda_b - \overline{\lambda}) \frac{dz_b}{dz_u} + (Z' - z_u) \int_{z_b}^{z_u} \frac{\partial g_\lambda}{\partial x} \, dz ,
\]

(4.80)

where we have applied the mean value theorem to the last term, with \( z_b \leq Z' \leq z_u \).

To proceed we note that

\[
\int_{z_b}^{z_u} \frac{\partial g_\lambda}{\partial x} \, dz = \int_{z_b}^{z_u} \left( \frac{\partial \lambda}{\partial x} - \frac{d\overline{\lambda}}{dx} \right) \, dz = \int_{z_b}^{z_u} \frac{\partial \lambda}{\partial x} \, dz - H \frac{d\overline{\lambda}}{dx} .
\]

(4.81)

Inserting the definition of \( \overline{\lambda} \) and differentiating we have

\[
\int_{z_b}^{z_u} \frac{\partial g_\lambda}{\partial x} \, dz = \int_{z_b}^{z_u} \frac{\partial \lambda}{\partial x} \, dz - H \frac{d}{dx} \left[ \int_{z_b}^{z_u} \lambda(x, z) \, dz \right] \\
= \int_{z_b}^{z_u} \frac{\partial \lambda}{\partial x} \, dz + \frac{1}{H} \frac{dH}{dx} \int_{z_b}^{z_u} \lambda(x, z) \, dz - \frac{\partial}{\partial x} \left[ \int_{z_b}^{z_u} \lambda(x, z) \, dz \right] \\
= \int_{z_b}^{z_u} \frac{\partial \lambda}{\partial x} \, dz + \lambda \frac{dH}{dx} - \left[ \lambda_b \frac{dz_u}{dx} - \lambda_b \frac{dz_b}{dx} + \int_{z_b}^{z_u} \frac{\partial \lambda}{\partial x} \, dz \right] .
\]

(4.82)

The first and last terms in equation (4.82) cancel, leaving

\[
\int_{z_b}^{z_u} \frac{\partial g_\lambda}{\partial x} \, dz = (\overline{\lambda} - \lambda_b) \frac{dz_u}{dx} + (\lambda_b - \overline{\lambda}) \frac{dz_b}{dx} ,
\]

(4.83)
Finally, inserting equation (4.83) into equation (4.80) gives

\[
\frac{dI_\lambda}{dx} = (z_u - z_b)(\lambda_b - \lambda)\frac{dz_b}{dx} + (Z' - z_u) \left[ (\lambda - \lambda_u)\frac{dz_u}{dx} + (\lambda_b - \lambda)\frac{dz_b}{dx} \right]
\]

\[
= -(z_u - Z')(\lambda - \lambda_u)\frac{dz_u}{dx} + (Z' - z_b)(\lambda_b - \lambda)\frac{dz_b}{dx} < 0 ,
\]

which concludes the argument since both terms in equation (4.84) are less than zero.

4.7.2. Porosity

Now we address the porosity case. Since porosity affects the equations through bulk density terms, equivalent statements to those for porosity in inequalities (4.72) are

\[
\frac{\partial \rho}{\partial z} < 0, \quad \text{and} \quad \frac{d\rho}{dx} > 0 ,
\]

with \( \rho(x,z_u) \) a constant. Then we must show that

\[
\frac{d}{dx}[\psi - \bar{\psi}] = \frac{d}{dx} \left[ \Lambda \int_{z_b}^{z_u} \left( \int_{z_u}^{z} \rho(x,z')dz' \right) dz - \Lambda \int_{z_b}^{z_u} \left( \int_{z}^{z_u} \bar{\rho}(x)dz' \right) dz \right]
\]

\[
= \Lambda \frac{d}{dx} \left[ \int_{z_b}^{z_u} \left( \int_{z}^{z_u} g_\rho(x,z')dz' \right) dz \right]
\]

\[
= \Lambda \frac{d}{dx} \left[ \int_{z_b}^{z_u} G(x,z)dz \right] < 0 ,
\]

(4.85)

where \( g_\rho(x,z) = \rho(x,z) - \bar{\rho}(x) \). The proof is accomplished by the following statements: since 1) \( G(x,z) \) is a convex function of \( z \) that 2) is always less than zero with 3) a minimum value that decreases with \( x \), then the lateral gradient of the integral in
equation (4.85) is less than zero because the thickness interval \([z_b, z_u]\) increases with \(x\).

First, note that \(\partial g_\rho / \partial z < 0\) and \(g_\rho(x, z_u) < 0\). Then since \(\bar{g}_\rho = 0\) we have

\[
G(x, z) = \int_z^{z_u} g_\rho(x, z')dz' \leq \int_{z_b}^{z_u} g_\rho(x, z)dz = 0 .
\]

(4.86)

Second because \(G(x, z_u) = G(x, z_b) = 0\) and \(G < 0\) over the interval \((z_b, z_u)\), then \(G\) will take on its minimum value at some depth \(z''\), where \(g_\rho(x, z'') = \bar{g}_\rho = 0\). The minimum of \(G\) then changes with \(x\) as

\[
\frac{dG}{dx}\bigg|_{z''} = \frac{d}{dx} \int_{z''}^{z_u} g_\rho(x, z)dz = g_\rho(x, z_u)\frac{dz_u}{dx} - g_\rho(x, z'')\frac{dz''}{dx} + \int_{z''}^{z_u} \frac{\partial g_\rho}{\partial x}dz < 0 .
\]

(4.87)

Clearly the first term in the above equation is less than zero and the second term is equal to zero. The third term is also less than zero. This can be seen by noting that we have required \(d\bar{\rho}/dx > 0\) and \(d\rho_0/dx = 0\). Then since \(\rho(x, z)\) is a smoothly increasing function of depth (i.e. smoothing decreasing with \(z\)), \(\partial g_\rho/\partial x \leq 0\) over the interval \([z'', z_u]\) and inequalities (4.87) and (4.85) are true.

4.7.3. Friction Coefficient

Finally, we address the friction coefficient case. Here we must show

\[
\frac{d}{dx} [\psi_\mu - \bar{\psi}_\mu] = \bar{\rho} \frac{d}{dx} \left\{ \int_{z_b}^{z_u} \left[ 1 + 2(1 - \lambda) \frac{\sin \theta}{(1 - \sin \theta)} \right] (z_u - z)dz \right.
\]

\[
- \int_{z_b}^{z_u} \left[ 1 + 2(1 - \lambda) \frac{\sin \bar{\theta}}{(1 - \sin \bar{\theta})} \right] (z_u - z)dz \left\} < 0 ,
\]

(4.88)
which becomes

\[
\frac{d}{dx} [\psi_\mu - \bar{\psi}_\mu] = 2\rho(1 - \lambda) \frac{d}{dx} \left\{ \int_{z_b}^{z_u} (z_u - z) \left[ \frac{\mu}{(\mu^2 + 1)^{1/2} - \mu} - \frac{\bar{\mu}}{(\bar{\mu}^2 + 1)^{1/2} - \bar{\mu}} \right] dz \right\},
\]

\[
= 2\rho(1 - \lambda) \frac{d}{dx} \left\{ \int_{z_b}^{z_u} (z_u - z) g_\mu(x, z) dz \right\} = 2\rho(1 - \lambda) \frac{dI_\mu}{dx} < 0,
\]

(4.89)

where we have used the definition of the friction angle \( \theta = \tan^{-1} \mu \), as well as the relation

\[
\tan^{-1} x = \sin^{-1} \left( \frac{x}{\sqrt{x^2 + 1}} \right),
\]

(4.90)

and defined

\[
g_\mu(x, z) = \frac{\mu}{(\mu^2 + 1)^{1/2} - \mu} - \frac{\bar{\mu}}{(\bar{\mu}^2 + 1)^{1/2} - \bar{\mu}}.
\]

(4.91)

Equation (4.91) has the same form as equation (4.78), and our argument for the friction case follows along the same lines as that for the pore pressure ratio case.

It suffices to show \( \frac{dI_\mu}{dx} < 0 \). Applying the Liebniz integration rule and using the mean value theorem yields

\[
\frac{dI_\mu}{dx} = -H g_\mu(x, z_b) \frac{dz_b}{dx} + \frac{dz_u}{dx} \int_{z_b}^{z_u} g_\mu(x, z) dz + \int_{z_b}^{z_u} (z_u - z) \frac{\partial g_\mu}{\partial x} dz
\]

\[
= -H g_\mu(x, z_b) \frac{dz_b}{dx} + H g_\mu \frac{dz_u}{dx} + (z_u - Z') \int_{z_b}^{z_u} \frac{\partial g_\mu}{\partial x} dz,
\]

(4.92)
where

\[
g_\mu = \frac{1}{H} \int_{z_b}^{z_u} \left[ \frac{\mu}{(\mu^2 + 1)^{1/2} - \mu} - \frac{\bar{\mu}}{(\bar{\mu}^2 + 1)^{1/2} - \bar{\mu}} \right] \, dz ,
\]

\[
= \frac{1}{H} \int_{z_b}^{z_u} \frac{\mu}{(\mu^2 + 1)^{1/2} - \mu} \, dz - \frac{\bar{\mu}}{(\bar{\mu}^2 + 1)^{1/2} - \bar{\mu}} \]

\[
= \bar{f}(\mu) - f(\mu) > 0 , \tag{4.93}
\]

and where we have defined

\[
f(\mu) = \frac{\mu}{(\mu^2 + 1)^{1/2} - \mu} . \tag{4.94}
\]

Inequality (4.93) comes from application of Jensen’s inequality, and relies on the fact that \( f(\mu) \) is a convex function of \( \mu \) (Hardy et al., 1952).

We proceed in an analogous fashion to the pore pressure ratio case and arrive at

\[
\int_{z_b}^{z_u} \frac{\partial g_\mu}{\partial x} \, dz = (\bar{f} - f_u) \frac{dz_u}{dx} + (f_b - \bar{f}) \frac{dz_b}{dx} . \tag{4.95}
\]

where \( f_u \) and \( f_b \) correspond to the function \( f(\mu) \) evaluated at \( \mu(x, z_u) \) and \( \mu(x, z_b) \) respectively. Inserting equations (4.93), (4.94), and (4.95) into equation (4.92) yields

\[
\frac{dI_\mu}{dx} = (z_u - z_b) \left[ (\bar{f} - f_b) \frac{dz_b}{dx} + (\bar{f} - f(\bar{\mu})) \frac{dz_u}{dx} \right] + (z_u - Z') \left[ (\bar{f} - f_u) \frac{dz_u}{dx} + (f_b - \bar{f}) \frac{dz_b}{dx} \right]
\]

\[
= (Z' - z_b) (\bar{f} - f_b) \frac{dz_b}{dx} + [(z_u - z_b)(\bar{f} - f(\bar{\mu})) + (z_u - Z')(\bar{f} - f_u)] \frac{dz_u}{dx} < 0 . \tag{4.96}
\]
Inequality (4.96) can be rewritten as

$$\left(z_u - z_b\right) \left(\bar{f} - f(\mu)\right) \frac{dz_u}{dx} < \left(Z' - z_b\right) \left(f_b - \bar{f}\right) \frac{dz_b}{dx} + \left(z_u - Z'\right) \left(f_u - \bar{f}\right) \frac{dz_u}{dx}, \quad (4.97)$$

where the LHS and both terms on the RHS are greater than zero, since $f(\mu)$ is an increasing function of $\mu$, and we have assumed $\partial \mu / \partial z > 0$. Thus, we can state two conditions that will make inequality (4.96) true. First we have

$$\left(z_u - z_b\right) \left(\bar{f} - f(\mu)\right) \frac{dz_u}{dx} < \left(z_u - Z'\right) \left(f_u - \bar{f}\right) \frac{dz_u}{dx}$$

$$\frac{\bar{f} - f(\mu)}{f_u - \bar{f}} < \frac{z_u - Z'}{z_u - z_b} < 1. \quad (4.98)$$

And second we have

$$\left(z_u - z_b\right) \left(\bar{f} - f(\mu)\right) \frac{dz_u}{dx} < \left(Z' - z_b\right) \left(f_b - \bar{f}\right) \frac{dz_b}{dx},$$

$$\frac{(\bar{f} - f(\mu)) \frac{dz_u}{dx}}{(\bar{f} - f_b) \frac{dz_b}{dx}} + 1 < \frac{z_u - Z'}{z_u - z_b} < 1, \quad (4.99)$$

where we have added and subtracted the term $z_u(\bar{f} - f_b)dz_b/dx$ to arrive at inequality (4.99). If either inequalities (4.98) and (4.99) are true then inequality (4.96) will be as well. However, if both inequalities (4.98) and (4.99) are false, it is still possible that inequality (4.96) is true. The inequalities can be straightforwardly checked for a given functional form of $\mu(x, z)$. It is easy to show that inequality (4.96) is true when $\mu(x, z)$ decreases linearly with depth, and in a subsequent paper we will also show that it is true when $\mu(x, z)$ decreases exponentially with depth.
CHAPTER V

CONCLUSION

This dissertation is concerned with the mechanics of slow slip and tremor in subduction zones. Chapter II focuses on heterogeneous frictional controls on the generation and propagation of slow sliding transients. This model is motivated by geologic observations indicating that shear at the plate interface in the slow slip zone is distributed over broad zones ($\sim 10^3$ m) composed of rocks with marked differences in mechanical properties. Chapter III makes further use of this concept to examine the conditions that lead to the generation and maintenance of large fluid pressures in the slow slip zone. While Chapters II and III detail the mechanics of slow slip located down-dip of the seismogenically locked zone, Chapter IV looks at the mechanics of submarine accretionary prisms, where slow slip and tremor can occur up-dip of the locked zone.

In Chapter II, I present a model for quasi-dynamic rupture along faults composed of material mixtures characterized by different rate-and-state-dependent frictional properties to determine the parameter regime capable of producing slow slip in an idealized subduction zone setting. Keeping other parameters fixed, the relative proportions of velocity-weakening (VW) and velocity-strengthening (VS) materials control the sliding character (stable, slow, or dynamic) along the fault. The stability boundary between slow and dynamic is accurately described by linear analysis of a double spring-slider system with VW and VS blocks. The results place bounds on the volume fractions of VW material present in heterogeneous geological assemblages that host slow slip and tremor in subduction zones.
In Chapter III, I model the compaction of low porosity material subducting through the slow slip and tremor zone in the presence of pressure and temperature-dependent dehydration reactions. Pore pressures in excess of lithostatic values are a robust feature of simulations that employ parameters consistent with the geometry of the Cascadia subduction margin, and bulk permeabilities in the range $10^{-25} \leq k \leq 10^{-23} \text{ m}^2$. In these calculations, the dehydration fluid source is parameterized using the predictions of previous studies that have calculated the amount of bound H$_2$O lost from subducting oceanic crust as a result of a generalized basalt dehydration reaction. We also report the predictions of simulations that include a viscous component to deformation and dehydration of antigorite serpentinite through a nonlinear kinetic law. Simulations that include viscous deformation uniformly generate traveling porosity waves that transport increased fluid pressures within the slow slip region. Our results indicate that processes must be active in the slow slip region of subduction zones that are responsible, perhaps periodically, for alleviating excess pore pressures generated by dehydration reactions. Candidate mechanisms include hydraulic fracturing within or below the plate interface, lateral and/or focused fluid migration, or increases in permeability during slow slip events.

In Chapter IV, I consider the mechanics of submarine accretionary wedges, and in particular examine how spatial variations in pore pressure, porosity, and internal friction coefficient affect predictions of basal shear stress, taper angle, and internal slip surface geometry. Compared to wedges with depth-averaged parameter values, the basal shear stress will be lower or the taper angle will be larger if: i) the pore pressure ratio increases monotonically with depth, ii) the porosity decreases monotonically with depth, or iii) the internal friction coefficient decreases monotonically with depth. The first two conditions can be considered first-order descriptions of many natural
settings. To illustrate their effects I consider two specific functional forms: a linear increase in the pore pressure ratio, and an exponential decrease in porosity with depth. The results suggest that assuming an average porosity throughout the wedge may be a good approximation in many cases, but assuming an average value for the pore pressure ratio can cause significant errors. Because of their large affect on calculations made with Coulomb wedge theories, spatial variations in pore pressure should be accounted for whenever possible.

The unifying thread of the chapters contained here has been the effort to develop theories of slow slip and tremor from a geologic perspective. In addition to the inherent scientific merit of studying the mechanics of subduction zone plate boundaries, there is also the potential for societal benefit. The world’s largest earthquakes occur at subduction zones, and there is still much to be learned about the mechanisms that lead to these events.
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