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If you can read this, you are doing so with biological machinery selected through a four billion year history of evolution. Your eyes, that can see the words, and your brain, that can understand them, are products of this rich history, as is every organ used to construct a creature capable of reading. As is a human being in its entirety, and every other living thing on Earth. This history is a story as much of accident as much innovation. Its result are the millions of species alive today.

To understand this staggering diversity in all of its complexity is the unenviable task of the biologist. As a biophysicist, I'm tempted to seek unifying principles analogous to Newton's gravity, that explains both falling apples and orbiting planets. But from a superficial inspection, this seems nothing short of hopeless. That there are unifying principles that can describe a whale as well as a flea seems unlikely. But nonetheless, that such unifying principles do in fact exist is obvious inasmuch as we can learn about ourselves by studying Eschericia coli. Some such unifying principles are conceptual- there is a logic to evolution, and biology is as subject to physics as is chemistry. But others are concrete and material- all living things make use of DNA, of the same amino acids.

My dissertation research is an attempt to develop tools that will help us understand another such universal feature of cellular life: the lipid bilayer. This structure is the foundational, essential component of all biological membranes, and by any assessment one of the most important structures in biology.

**The Cell Membrane**

While the lipid bilayer is the essential component of a cell membrane, you might not know it by looking at one. In fact even in the middle of the twentieth century there was debate as to whether lipids or proteins constituted the essential component of a living membrane[2]. This isn’t really an odd confusion. Cell membranes often contain an appreciable amount of proteins by weight, sometimes even exceeding the lipid content[3]. The variety of these proteins is a testament to the importance of the membrane structure to life: in E. Coli, which has the most understood
genome, almost a quarter of genes code for membrane proteins[4]. There are many reasons for this
variety, a corollary to the many roles that cell membranes play in cellular function. As the barrier
that separates a cell’s interior from its exterior, any interaction with a cell’s environment must be
mediated through the membrane. It also serves as a semi-permeable barrier, keeping biological
molecules and cellular contents localized to different regions where they can be useful to the cell.
Flexibility, or deformability, is another key requirement, in part because cells will sometimes wish
to ingest large amounts of material, for instance through phagocytosis, but especially because
major requirement for all life on a cellular scale is division. All of these functions require families
of proteins and other macromolecules. The physical mechanisms that govern the organization of
these proteins on the cell’s surface is an area of research rife with controversy, particularly with
respect to lipid rafts[5]- the point being that now is a good time to study membranes.

The fluid mosaic model of Singer and Nicholson established a view of membranes according
to which the bilayer serves as a matrix on which proteins are able to move and spatially
organize[6]. Singer and Nicholson emphasized the fluidity of the bilayer, a feature responsible
for the membrane’s ability to dynamically and chemically reorganize in response to a cell’s needs.

Additionally, the magnitude of fluid properties of the bilayer, such as bilayer viscosity,
are in their own right biological parameters of important scope. The timescale for diffusion in a
membrane is set by bilayer viscosity, and therefore viscosity sets a physical limit on the speed with
which cells can perform certain functions. At a different lengthscale, viscosity also determines how
much a membrane will deform in response to an in-plane force, and so will also be a determining
feature for how quickly cells can stretch and broadly change their shape.

If, then, we wish to model any such cellular process, we will require good measurements of
membrane viscosity. My dissertation research is an attempt to make such measurements, but also
to develop improved methodologies for making them. The hope is that, in the future, we will have
the means to make relatively easy and precise measures of the viscosity of two-dimensional fluids.

This document is divided in to five chapters. In the second, I discuss some of the chemistry
and fluid mechanics that inform our understanding of lipid bilayers. This includes the chemical
nature of the lipids that form bilayers, and how that chemistry informs bilayer viscosity. I also
discuss continuum models of diffusion in membranes; these models have been broadly, but not
universally, successful in describing the motion of inclusions within membranes.
In the third chapter, I discuss the analytical and computational tools needed to perform a microrheology experiment like those I performed. These are specific cases of problems, such as feature localization, within the larger field of image analysis. The information in this chapter is summary and general.

The fourth chapter contains the experimental details and results of my experiments. These are the main conclusions of my dissertation research. The specifics of analytic and experimental approaches we used for each project will be found here. This chapter includes material coauthored with Sarah Kurihara, Kathleen Brennan, Matthew Wozniak, Matthew Reyer and Raghuveer Parthasarathy.

The final chapter offers concluding remarks and some ideas for extensions of my work that could be performed by another researcher.
Even though the cell membrane is a small structure, there are a lot of ways to characterize it. In this chapter, I’ll present details of two such characterizations, one which relies on the physical chemistry of the bilayer and another which considers the fluid mechanics of two-dimensional membranous structures. Throughout, the membranes I’ll discuss will be simplified, cell-free lipid bilayers, devoid of the proteins and other cellular machinery that complicate the real things in real life.

**Membrane Biochemistry**

The experiments I performed are amenable to continuum descriptions of lipid bilayers. That is, given the size of relevant experimental features, we were able to ignore the molecular nature of the bilayer in our calculations and measurements. Nonetheless a few words on the constituents of these membranes, lipids and otherwise, are in order. In particular, lipid structural properties can illuminate some of the characteristics of the bilayers that they form, including bilayer viscosity.

*Lipid Species*

Lipids are an enormous class of molecules, and approximately 5% of genes are used in synthesizing many different types[7]. Taken in the broadest sense, they comprise not just the bilayer forming lipids present in cell membranes, but also a host of other compounds with varying degrees of complexity and size[8]. The latter include detergents (such as sodium dodecylsulfate, familiar to shampoo users) and some vitamins, while an important example of the former are the phospholipids.

All lipids are amphipathic molecules, composed of a hydrophilic (water-loving) region, and a hydrophobic (water-hating) region. In phospholipids the hydrophobic region is termed a “headgroup”, while the hydrophobic region is composed of hydrocarbon (acyl) chains of varying length (Fig. 1 and 2). The core, or conserved, portion of phospholipids is a glycerol molecule, or
backbone, attached to a phosphomoiety containing headgroup (Fig. 1 and 2). Many different headgroups are used by cells, and the headgroup is one feature that distinguishes different categories of phospholipids. Phosphatidylcholines, or PC lipids, comprise one of the most studied and most common groups, and are the subject of my research, but phosphatidylethanolamines (PE) and phosphatidylserines (PS) are also abundant and well-studied. The glycerol core is also bound to two acyl chains. The length and saturation of these chains is another distinguishing feature of phospholipids. While phospholipids differentiated by acyl chain structure always carry different chemical names, due to the large number of phospholipid varieties these names can be chunky; and it is therefore often easier and more illuminating, especially when considering lipids with a common headgroup, to refer to lipids by (chain length):(number of double bonds). For instance, 1,2-dioleoyl-sn-glycero-3-phosphocholine, DOPC, and 18:1 PC all refer to the same molecule (Fig. 2(b)), as do 1,2-dipalmitoyl-sn-glycero-3-phosphocholine, DPPC and 16:0 PC, respectively (Fig 2(c)), but the 18:1 PC and 16:0 PC nomenclature make the differences between the two most obvious, at least for a physicist. When one is interested in discussing the location of a particular bond in the acyl chain, this is done by referring to a Δ position, which is the number of carbon bonds from the headgroup. So, for example, DOPC has a double bond at the Δ 9 position. Furthermore, the conformation of the tail chains is important in lipid phase behavior. Carbon bonds in lipid acyl chains have two conformations, either cis or trans. The cis conformation places a bend in the acyl chain that increases the cross-sectional area of the lipid molecule. Unsaturated double bonds are almost always found in the cis conformation, while single bonds can be found in either, dependent upon bilayer phase (see section 2.1.2).

Phospholipids are not the only lipids found in biological membranes. Table 1 gives the lipid composition of several membranes from several lifeforms. Like phospholipids, sphingolipids are complex lipids with a polar headgroup and acyl chains. Some biological membranes also contain cholesterol (Fig 3). Cholesterol is a sterol lipid that, on its own, does not form bilayers. It is, however, readily incorporated into phospholipid and especially sphingolipid bilayers. It is present in large quantities in the plasma membrane of eukaryotes, where it can be present at

1Phospholipids are also termed glycerophospholipids, but in practice they are almost always referred to using the briefer designation.

2In saturated chains, every carbon atom in the chain is bound to other carbons with just single bonds, while the other bonds are filled with hydrogen; unsaturated chains contain one or more double bonds between carbon atoms.

3These terms come from the latin cis = this side, trans = the other side.
FIGURE 1. Space filling models for DPPC (top) and DOPC (bottom). Tail bonds are in the trans conformation, with the exception of the cis double bond at the ∆9 position in DOPC. Images from Avanti Polar Lipids.

FIGURE 2. Bond line models for the same lipids, DPPC (top) and DOPC (bottom). Images from Avanti Polar Lipids.
molar concentrations of up to 45%[12]. The enzymatic pathway that produces cholesterol is long and energy intensive, requiring over three dozen steps, including 18 steps to obtain cholesterol from a similar sterol, lanosterol[8]. In mammalian cell membranes, cholesterol seems to serve a number of purposes, including direct modulation of the activity of some proteins[13, 14]. Cholesterol also has a profound effect on membrane fluidity, and especially the phase behavior, of lipid bilayers.

**Lipid Phases**

Because they are amphipathic, lipids in aqueous environments will form structures that simultaneously shelter hydrophobic regions from and expose hydrophilic regions to the surrounding solvent. The bilayer, oriented such that the acyl chains are sandwiched between two layers of polar headgroups, obviously has this property. But the bilayer is only one of several structures lipids form in aqueous solution[15]. Additionally, the bilayer itself is not organized in just a single way- there are in fact several bilayer phases. Collectively, these are termed lamellar phases, while any non-bilayer phase is nonlamellar4. What phases can form depend on the chemical identity of the lipid— even within bilayer forming lipids, like phospholipids, there is variation[16]. DPPC, for example, can form any lamellar phase, but some phospholipids with short chains in particular will not form some bilayer phases and will instead create micelles, a nonlamellar phase in which lipids pack into spheres with hydrophobic acyl chains pointing inward.

---

4 Another distinction often encountered is between unilamellar, as in giant unilamellar vesicle, and multilamellar phases. Multilamellar phases are usually considered nonlamellar.

TABLE 1. Lipid components of membranes in rat liver cells. Taken from ref. [1]
In general, both acyl chain length and polar headgroup size are important determinants of lipid phase behavior[17]. However, headgroup interactions are hard to modify[1], while lipids with different chain lengths are readily available. This means that in practice, it is often easier to study the effect of chain length and conformation on bilayer properties, an approach that we adopted in our experiments.

Bilayers transition between different lamellar phases due to changes in temperature, pressure, composition, tension and hydration. Of these, temperature is especially convenient to examine experimentally. Differential Scanning Calorimetry (DCM) can be used to determine the temperature of different bilayer phase transitions when other variables are held constant[18]; DCM studies can be combined with Nuclear Magnetic Resonance (NMR) or Fourier Transform Infrared spectroscopy (FTIR) to determine the conformation of the bilayer in the different phases[19].

The simplest lamellar phase behavior is seen in bilayers containing just a single component. Such systems are therefore important models for investigating lipid phase behavior. Single component membranes exhibit one fluid, or liquid crystalline, and several sub-fluid gel and
crystalline phases. Bilayers formed from DPPC, the most studied single component system\(^5\), will form all four phases\(^8\).

In all of the gel and crystalline phases, saturated acyl chains are fully extended (i.e., the hydrocarbon chains contain only trans conformers; see Fig. 4). The lowest temperature state is the pseudocrystalline L\(_{c}\) phase. Here lipid motion is severely restricted. Lipids pack in a formation that is similar to their crystalline dehydrate. With increasing temperature, the bilayer enters the gel phase. This state has several polymorphisms, in each of which lipids slowly rotate. One of the polymorphisms, confusingly, is termed the gel phase L\(\beta\). Here, the lipids pack in to orthorhombic lattice. In the tilted gel phase, P\(\beta'\), lipids tilt with respect to the bilayer normal. As temperature is increased further, the bilayer will enter the Ripple P\(\beta\) phase. Here, the lipids exhibit faster rotation and are packed in a hexagonal lattice. Lipids are displaced vertically, so that the bilayer no longer exists in a plane, but is rippled\(^8\).

The main transition, called the chain melting transition, occurs when the highly ordered acyl chains of the gel phases melt; this creates the fluid L\(\alpha\) phase, also called the liquid crystalline or liquid disordered (L\(D\)) phase. In contrast to gel phases, where acyl chains are extended, in the L\(D\) phase chains have both cis and trans bonds. For DPPC, with its 16 carbon chains, on average 3.9 bonds will be in the cis configuration\(^{10}\). The bonds most often form “kinks” by adopting a cis-trans-cis configuration\(^{20}\). These kinks, and the cis bond angles in general, have the effect of frustrating the hexagonal packing of the gel phases. As a result, lipids occupy a greater area, and are more free to rotate. All of this has the result of markedly increasing the fluidity of the membrane: the translational diffusion coefficient for lipids in a liquid crystalline bilayer is \(\approx 1 \mu m/s^2\)\(^{21}\), orders of magnitude faster than the equivalent value in a gel phase bilayer \((\approx 1 \times 10^{-2} - 1 \times 10^{-3} \mu m/s^2)\)\(^{22, 23}\).

Understanding the phase behavior of a single component bilayer will obviously be an important step in attaining a similar understanding for living membranes. Nonetheless, it is worth emphasizing that if a single component phospholipid bilayer membrane is to serve as a model of a biological membrane, it is an extremely reductionist one. At the very least, living membranes are replete with sometimes hundreds of different varieties of proteins\(^4\) (which, in total, can outweigh the lipid components of living membranes\(^3\)), and carbohydrates. Any of these might

\(^5\)DPPC is particularly well studied primarily for two reasons: (1) it readily forms bilayers, and so is easy to work with, and (2) it is of a headgroup type and chain length that are widely utilized in living cells.
FIGURE 4. Schematic. Different bilayer phases, top to bottom: Psuedocrystalline, gel, tilted gel, ripple gel, and liquid disordered.
reasonably be expected to significantly affect the phase behavior of the constituent lipid bilayer. Furthermore, cells employ not just a single species of lipid when building their membranes, but thousands[24]. It is therefore also important that we understand the phase behavior of lipid mixtures. In particular, two obvious questions are (1) do multicomponent bilayers form the same phases as single component membranes; and (2) how are different lipid species distributed in the bilayer?

These questions are actually related: multicomponent bilayers can, in the right conditions, phase separate into domains rich in a certain lipid species and depleted of another, creating heterogeneous bilayers with gel and fluid regions. An important case of this behavior is cholesterol-mediated, and involves a cholesterol dependent phase. This phase, termed liquid ordered (L
\textsubscript{O}), is in many ways intermediate between gel phases and the liquid disordered state. It occurs at temperatures below the chain melting temperature (although it should be noted that cholesterol affects this temperature in the phospholipids in complex ways that depend on both headgroup structure and acyl chain length[17, 25]), and so acyl chains are extended. On the other hand lateral lipid diffusion more closely resembles the L
\textsubscript{D} phase, though it is still slowed (6.9 \(\mu\text{m}^2/s\) in the L
\textsubscript{D} phase[21] vs. 3.3 \(\mu\text{m}^2/s\) in L
\textsubscript{O} phase[26] for DMPC at 43° C, for example). Cholesterol also affects acyl chain order and lipid packing above the melting transition temperature; lipid tails appear more ordered in the presence of cholesterol[27]. Finally, even when phospholipids will phase separate in the presence of cholesterol, the literature is somewhat unclear with respect to the location of cholesterol itself. There is broad agreement that living membranes contain L
\textsubscript{O} domains rich in cholesterol[28], but at least in two PC component bilayers with cholesterol the cholesterol doesn’t seem to have a preference for L
\textsubscript{O} or L
\textsubscript{D} domains[22].

Multicomponent, phase separated bilayers are an especially important model systems for experimentalists. They have an instructive appeal, as they represent a midway point between gross complexity of cell membranes, from which it is difficult to draw organizing principles, and single-component or homogeneous bilayers, from which biological inference is questionable. More importantly, they possess an immense experimental utility. Fluorescently labeled lipids can themselves partition in to a particular lipid phase, and when included in small quantities in model membranes they provide a convenient means through which phase separation can be viewed[29]. A number of experiments utilize these visibly phase separated domains[30–33]. Particularly relevant
is that, since the domains undergo Brownian diffusion, they can be used to measure membrane viscosity[34, 35]; see chapter 4.

**Membrane Fluid Mechanics**

Now I will take a larger view, and consider the bilayer on a scale at which the motions and conformations of individual molecules are smeared out. That is, I want to investigate a description of bilayer fluidity that relies not on the organization of lipid molecules, but instead is parametrized by fluid properties such as viscosity. I will focus mostly on diffusion of objects embedded in membranes. There are two reasons that diffusion is an especially important in this context: (1) living organisms make extensive use of diffusion, and so the phenomenon is of intrinsic biological interest, and (2) measurements of diffusion can be used to determine bilayer fluid properties. This second point is the motivation for microrheological experiments, and the logic is the reason that we are able to engage in such measurements in the first place.

**Einstein Relations**

We begin by considering a suspension of particles of mass $m$ in a homogeneous fluid\(^6\). The system is in equilibrium, and acted on by a gravitational force in the $z$ direction $F_z = mg$. We'll begin by writing the continuity equation

$$\frac{\partial \rho}{\partial t} + \nabla \cdot \mathbf{j} = 0,$$

(2.1)

where $\rho \left( \mathbf{r}, t \right)$ is the particle density at $\mathbf{r}$ at time $t$, and $\mathbf{j} \left( \mathbf{r}, t \right)$ is the particle flux. In a steady state, $\frac{\partial \rho}{\partial t} = 0$, so we only need concern ourselves with the particle flux. This term can be broken into parts: a deterministic portion due to particle sedimentation, and a stochastic portion due to Brownian motion. To obtain the former, we can balance forces to get the sedimentation speed

$$\mathbf{v} \left( \mathbf{r}, t \right) = -\frac{mg}{b} \hat{z},$$

(2.2)

\(^6\)This derivation follows my notes from one of John Toner’s classes.
where \( b \) is the drag on the particles. We’ll calculate the drag on particles in membranes in the next section, but for now we can treat it as a constant\(^7\). Then the deterministic flux is just

\[ J_{\text{Det}} = -\rho \frac{mg}{b} \hat{z}. \]  

(2.3)

Meanwhile, Fick’s Law gives contribution to flux from diffusion:

\[ J_{\text{Sto}} = -D \nabla \rho. \]  

(2.4)

Combining, the continuity equation (2.1) becomes

\[ -\frac{mg}{b} \frac{\partial \rho}{\partial z} - D \nabla^2 \rho = 0. \]  

(2.5)

The only interesting direction is \( \hat{z} \):

\[ \frac{d^2 \rho}{dz^2} = -\frac{mg}{bD} \frac{d \rho}{dz}, \]  

(2.6)

which can be solved by

\[ \rho(z) = \rho_0 e^{-\frac{mg}{bD} z}, \]  

(2.7)

where I’ve chosen boundary conditions such that \( \rho(z \to \infty) = 0 \). This molecular view must match Boltzmann’s answer

\[ \rho(z) = \rho_0 e^{-\frac{mg}{k_B T} z}, \]  

(2.8)

which requires

\[ D = \frac{k_B T}{b}. \]  

(2.9)

\(^{7}\)In principle, the drag \( b \) will depend on properties of the fluid and the suspended particles, but for this derivation none of these quantities will vary.
FIGURE 5. Setup for calculating the Stokes drag on a circle embedded in a 2D fluid. The fluid moves with velocity $U$ far from the inclusion. At the edge of the inclusion, the fluid is stationary.

(2.9) is called the Einstein relation. The essential feature that makes (2.9) so useful is that it provides a connection between fluctuations (of which Brownian motion is an example) and energy dissipation (drag). In this respect it is just one of several instances of the fluctuation-dissipation theorem, a subject that has received considerable theoretical attention[36]. Experimentally, it suggests a method of relating an observable phenomenon (the random motion of a particle) to underlying features of the material in which it is embedded. This connection forms the basis of passive microrheological techniques. However, if we are to use (2.9) to measure fluid properties, we still must connect the drag to these fluid properties. In principle, this is simple, and the drag on a sphere in three dimensions, for instance, takes a satisfyingly simple form. For an object embedded in a two-dimensional membrane, however, the calculation is problematic.

The Stokes Paradox

The drag we wish to calculate is the translational drag\(^8\) on a cylinder of radius $a$ embedded in a two dimensional surface, as shown in Fig 5.

---

\(^8\)A similar derivation for the rotational drag on a cylinder in a 2D membrane does not encounter the difficulties that will become evident below.
The incompressible fluid in which the cylinder is embedded moves with velocity $\mathbf{u}$ in one direction at a steady rate. To find the drag, we can begin with the equations of motion for the system, which are given by the Navier-Stokes equations for an incompressible fluid:

$$\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \frac{\eta}{\rho} \nabla^2 \mathbf{u} = -\frac{1}{\rho} \nabla p + \mathbf{g},$$

$$\nabla \cdot \mathbf{u} = 0$$  \hspace{1cm} \text{Navier-Stokes Equations (2.10)}

where $\rho$ is the fluid density, $\eta$ is the fluid viscosity, and $\mathbf{g}$ is any body accelerations acting on the fluid (for instance from gravity). (2.10) is notoriously difficult to work with in this general form, but we can get considerable mileage by making simplifications appropriate to the problem at hand. Specifically, we won’t consider forces acting on the fluid, so we can ignore the final term in (2.10).

A less trivial simplification involves rewriting (2.10) in a dimensionless form. The motivation for such an action is that we can sometimes construct dimensionless quantities that are small out of the lengthscales inherent to the problem. For instance, the Reynolds number

$$Re = \frac{\rho v L}{\eta},$$

(2.11)  \hspace{1cm} \text{Reynolds Number}

where $L$ is a characteristic length, represents the ratio of inertial to viscous forces. For cells and their associated machinery, $Re$ is always small.\footnote{It almost goes with out saying that, since we are talking about biology, there are exceptions to this “universal” rule.} So if we are trying to derive drag on a cylinder in an cell membrane from (2.10), we can gain some traction by defining dimensionless versions of the variables appropriate to the given scales:

$$r^* = \frac{r}{L}, \quad \mathbf{u}^* = \frac{\mathbf{u}}{v},$$

$$t^* = \frac{t}{L/v}, \quad p^* = \frac{pL}{\eta v}.$$
In terms of these variables, it is possible to write (2.10) as

$$\text{Re} \left( \frac{\partial \mathbf{u}^*}{\partial t^*} + \mathbf{u}^* \cdot \nabla \mathbf{u}^* \right) = -\nabla p^* + \nabla^2 \mathbf{u}^*, \quad (2.12)$$

which indicates that for small Reynolds number we can ignore the LHS of (2.12). Returning to dimensional units, we then have

$$\nabla p = \eta \nabla^2 \mathbf{u}. \quad (2.13)$$

We can take the curl of (2.13) to eliminate $\nabla p$. Meanwhile, since $\nabla \cdot \mathbf{u} = 0$, we can there exists $\psi$ such that $\nabla \times \psi = \mathbf{u}$. Therefore, after taking the curl of (2.13) and performing some vector calculus and algebra, we have

$$\nabla^4 \psi = 0, \quad (2.14)$$

where $\nabla^4$ is the biharmonic operator. Working in cylindrical coordinates, we can now separate the coordinates by taking $\psi = \sin \theta f(r)$, giving

$$\left( \frac{d^2}{dr^2} + \frac{1}{r} \frac{d}{dr} - \frac{1}{r^2} \right)^2 f = 0. \quad (2.15)$$

The general solution to (2.15) is

$$f(r) = Ar^3 + Br \log r + Cr + D \frac{1}{r}, \quad (2.16)$$

which is to be solved subject to the boundary conditions (1) $\psi(a) = \frac{\partial f}{\partial r} \bigg|_{r=a} = 0$ (no slip boundaries), and (2) $f(r \to \infty) \propto vr$ (free flow far from the inclusion). (2) requires $A = B = 0$, and if we subsequently try to solve for $C$ and $D$ subject to (1), we find that we also require $C = D = 0$: (2.16) cannot be solved subject to the desired boundary conditions.

This result is Stokes’ paradox. It is only a paradox in a limited sense, in that it’s not too difficult to ascertain where the difficulty lies: (2.16) was derived by neglecting terms proportional to the Reynolds number; apparently these terms must contribute to the flow fields we were trying to calculate. A more strenuous calculation than the one I outlined above, obtained by keeping the
\( \mathbf{u} \cdot \nabla \mathbf{u} \) term from (2.12), was obtained by Horace Lamb\[37\]. His result gives

\[
b_T = \frac{1}{4\pi\eta} \left( \log \frac{4\eta}{\rho U a} + \frac{1}{2} - \gamma \right),
\]

(2.17)

where \( \gamma \) is Euler’s constant. The problem with (2.17), however, is that the drag is now force dependent, which means that the argument leading to the Einstein relation (2.9) fails\[38\].

Membrane Fluid Mechanics

Another, real world objection to the discussion given above might be the strict restriction of the discussion to two dimensions. In 1975, Saffman and Delbrück suggested\[38\] that (2.9) could be salvaged by coupling flow in the two-dimensional fluid sheet with flow in a surrounding medium. Their motivation was biological: lipid bilayers are surrounded by water. By including dissipation into the surrounding bulk fluid, they calculated the drag to be

\[
b_T = \frac{1}{4\pi\eta} \left( \log \frac{\eta}{\eta_w a} - \gamma \right),
\]

(2.18)

Saffman-Delbrück Model

where \( \eta_w \) is the viscosity of the surrounding fluid. The expression for rotational drag calculated under identical circumstances is

\[
b_R = \frac{1}{4\pi\eta a^2}.
\]

(2.19)

Equations (2.18) and (2.19) represent the Saffman-Delbrück (SD) model. While simple, it holds only for \( \epsilon = \frac{2\eta_w a}{\eta} \ll 1 \); that is, for relatively small inclusions in relatively viscous membranes. If we wish to find a more general solution, we must return to (2.10) and work through the calculation explicitly for the “actual” situation: a cylindrical inclusion in a thin membrane spanning a three-dimensional bulk fluid. The mathematics quickly becomes grim, but a full analytic solution was obtained by Hughes, Pailthorpe and White (HPW) in 1981\[39\]. While their solution can’t be expressed in terms of elementary functions, it is more or less easily implemented computationally.
The SD model, then, and its extension by Hughes et al., represent a complete description of an idealized inclusion diffusing in an idealized membrane. Many other models are possible, and have been developed\cite{40, 41}, but these are just bells and whistles appropriate for more specific systems, such as curved membranes or inclusions that jut out of the membrane plane. We have found that (2.18) and the HPW model have been adequate to describe our data.

**Conclusion**

In this chapter I’ve tried to give a broad overview of the chemistry and physics that inform the structure and material properties of lipid bilayers. Such knowledge will form the basis of any complete understanding of both living membranes and simpler model bilayer systems. But the models I’ve just presented, and their relation to underlying bilayer structure and phase, are of limited utility if they cannot be tested. In the next chapter I’ll turn an experimental protocol that can be used to test models such as the SD or HPW, and in the process yield measurements of the viscosity of bilayers in different phases.
CHAPTER III

MEASUREMENTS AND MICRORHEOLOGY

The picture of membranes developed in chapter two already suggests an experimental approach to measuring bilayer viscosity: measure the diffusion of a membrane inclusion, and use the Einstein relation to calculate viscosity. Passive microrheological experiments follow this suggested protocol \(^1\). In broad strokes, the experiment is that simple. All we require are some small objects that we can embed in a membrane and then image. These objects, termed tracers or probes, are common biophysical tools. There is, nonetheless, a substantial degree of subtlety in their application. The ways in which such experiments invite complication will become apparent in the following chapter, but for now I want only to explain the analytic tools that microrheology requires—namely, a means of measuring diffusion in a membrane. I will keep the identity of the tracer intentionally generic; you can imagine microbeads or fluorescent proteins. Both of these objects are used in real experiments, but the only crucial requirement is that we are able to see the probes, and that they are diffusing.

Since Perrin’s experiments in the early twentieth century, the sophistication of methods for measuring diffusion has come a long way. Using (high speed) cameras it is possible to obtain hundred of locations in a diffusing tracer’s trajectory in a matter of seconds. These images form a time series from which a diffusion coefficient can be estimated, and from a number of measurements of diffusion we can calculate viscosity. In 2015, then, the task is essentially a task for software.

We’ll examine the major steps in a passive microrheology experiment:

1. Locate tracers in successive frames of a recording;
2. Link the tracer locations into tracks, forming a timeseries of tracer displacements;
3. From the timeseries of displacements, estimate the tracers’ diffusion coefficients;
4. Use the measured diffusion coefficients to estimate viscosity using appropriate models such as the Saffman-Delbrück or Hughes-Pailthorpe-White models.

\(^1\) As opposed to active microrheology, in which membrane inclusions are manipulated through means of some applied force, usually magnetic.
The first two of these steps will be detailed in the first section. Section two on diffusion measurements will discuss the surprisingly non-trivial process of converting tracer displacements to diffusion coefficients. Section three will detail how to obtain membrane viscosity from these diffusion measurements.

**Image Processing**

Micro rheology begins with images of tracers. From an analytic perspective, these images are just arrays of values (integers) corresponding to the measured intensity at a pixel location in a CCD (usually) or CMOS sensor. Unfortunately, the exact value recorded by a sensor suffers from a few complications.

The largest of these is noise. The integers corresponding to a pixel value consist of not just the measured illumination from the tracer, but additionally noise that confounds any task that we could wish to perform. Noise has multiple sources\(^2\)[42], but regardless of the sources or magnitudes it can generally be modeled by adding a Gaussian random variable to the value of a particular pixel\(^3\)[43]. It is customary and useful to quantify these effects with the Signal-to-Noise Ratio (SNR) of a CCD image. Experimentally this number is easily obtained by measuring the pixel mean value within a portion of the image and the standard deviation of pixel values in the background (thus measuring the variance of the Gaussian random variable)\(^4\).[42]

A second complication concerns the signal itself. This image is built up not just of a direct translation of illumination profile → pixel values. Instead, any point source gets “smeared” in its CCD image as a consequence ultimately of the wave nature of light\(^5\).[44]. This smearing is quantified as the microscope’s Point Spread Function (PSF). The image we detect at the CCD is not simply the illumination profile of the object we are imaging, but rather the convolution of that profile with the microscope’s PSF\(^6\).[45]. In practice this means that there is a concrete limit to the amount of contrast we can expect to obtain in any microscope image. Like the SNR, though, the PSF can be measured experimentally. Here the procedure is to image stationary, sub-pixel light sources. The illumination profile measured from such a source allows us to calculate the PSF\(^7\).[46]

---

\(^2\)The three main sources of noise in a CCD are dark current (due to thermal generation of electric current), shot noise (variation in the number of photons detected for a given intensity), and read noise (errors in the conversion of light to an electronic signal). These noise sources are in addition any other infidelities in the actual image itself, for instance from optical abberations.
These are the facts of experimental life. Such issues problematize any direct measurement from microscope images, but one upshot is that by being able to quantify these sources of error we can construct reasonable model microscope images. This means that although it is not always easy to measure experimental uncertainty in microscope images, (for example in determining the precision with which we are locating an object whose true position is unknown), we can get a handle on our precision through simulation. To assess the precision and accuracy of our particle tracking routines, then, we can simulate images in which the true characteristics (such as position) of a feature are known, run the tracking routine, and compare the results to the “true” simulated values.

Particle tracking consists of three main steps: feature identification, localization, and finally trajectory construction. All of these are subject to the experimental uncertainties I just described, but in our systems identification and trajectory linking are much more trivial than localization. This is more or less due to the nature of the experiment: modern fluorophores are almost miraculous in brightness and longevity, and so tracers can generally be identified through simple thresholding and linked into tracks using a simple nearest neighbor algorithm. But this is also due to the nature of the task. Identification and linking are essentially binary operations: we want to know if a particular region of an image forms part of a tracer or not, if a series of tracer locations form a track or not. Localization, on the other hand, returns a quantitative measurement, the probe’s location. This means that while localization schemes equivalently simple (or “dumb”) as thresholding can be pursued, metrics of success have allowed innovators to increase performance. Sophistication in this regard goes a long way. Given all of the uncertainty in measurement, and the digitized, discrete nature of the measurement itself, one could be forgiven for assuming that we can only broadly give the location of a tracer. Actually, sub-pixel resolution is readily achievable, and good localization algorithms approach the theoretical limit in precision for an unbiased estimator (the Cramer-Rao lower bound).[44].

3In practice, we do process images before identifying features. A bandpass filter can greatly reduce error in feature identification by limiting noise on the lengthscale of the features we wish to identify. Still, stochastically bright pixels will often produce several illumination peaks within the vicinity of a true feature, leading to multiple feature identifications even when just a single object is present. This effect can be limited by dilating these illumination peaks to the size of the feature we are looking for; overlapping peaks can then be identified as a single object.

4In this algorithm, we look for the tracers that agree that they are closest to each other in successive frames, and link these tracers as the time series of a single object. This task is made simple in microrheology due to an unrelated experimental requirement that probes be disperse.
In Parthasarathy group, we use two different localization techniques, both of which are essentially optimal. For small, point-source like objects (in our experiments, paired microscale beads) we can use a radial symmetry based approach\cite{45}. For more extended objects (phase separated domains), we use the ponderously slow Gaussian Maximum Likelihood Estimation (Gaussian MLE).

The first of these approaches, radial symmetry localization, works by exploiting the fact that, for a radially symmetric illumination profiles, lines drawn perpendicular to profile’s gradient will intersect at the profile’s center. Of course, in noisy images such gradient lines will not neatly intersect in just one location; nonetheless we can identify the center of the object with the point that minimizes the distance between all such lines\textsuperscript{5}. This approach is surprisingly robust: Fig. 6 shows the localization precision obtained from radial symmetry localization as a function of SNR for simulated \textit{ellipsoidal} tracers. Even though ellipsoids are obviously not radially symmetric, the algorithm performs as well as or better than any of other localization technique that we tested. Furthermore, it has a swift execution time. This is because the radial center can be calculated algebraically, in sharp contrast to (most) other localization techniques, which require iterative fitting of parameters.

While radial symmetry localization works well for small objects, we find that it does not perform well with larger, extended objects such as phase separated domains. For such objects, we resort to Gaussian MLE fitting. This technique executes more slowly by over an order of magnitude, but achieves better precision and accuracy for such objects. It works by maximizing the likelihood function, which gives the probability of observing a given data set given a set of parameters, for a Gaussian illumination profile. Estimation of this variety is a powerful analytic/computational technique, and furthermore it is an incredibly general, “turn the crank” procedure. A good discussion of MLE and other estimation schemes can be found in Ref. [47].

In a microrheology experiment, these steps are often all of the image processing that is required. After we have completed these steps (feature identification, localization, linking), we will be in possession of a time series of probe displacements. It is from this data that we calculate diffusion coefficients.

\textsuperscript{5}For high accuracy, it is also necessary to weight different lines’ contribution to this minimization.
FIGURE 6. Simulated localization error vs. SNR for elliptical tracers localized using the radial symmetry based approach.
Diffusion Measurements

The canonical diffusion scaling relation states that

\[ Dt = \langle \Delta x^2(t) \rangle, \]

(3.1)

that a diffusing particle’s Mean Square Displacement (MSD), not simply the mean displacement, scales linearly with time. Equation (3.1) is extremely useful, and has afforded an enormous degree of insight into biological function\(^6\). It suggests a method for estimating a particle’s diffusion coefficient. Simply take the measured displacements from the particle’s trajectory, square, and fit successively further temporally separated displacements (between frames 1 and 10, say, instead of 1 and 2) to a line. Despite its utility in other contexts, however, (3.1) does not provide a good estimate of \( D \). The problem is that displacements \( \Delta x(t) \) are correlated. An easy way to see this is to note that we are recycling measurements to obtain this estimate. Since we build up a particle’s mean square displacement as a function of time by considering displacements between frames separated by successively larger times, we end up using the particle’s position in most frames to calculate not just \( x(t_{n-1}) - x(t_n) \), but also \( x(t_{n-2}) - x(t_n) \) and \( x(t_{n-3}) - x(t_n) \), etc., where \( n \) denotes a frame number. This has the unexpected affect of reducing the precision of an MSD based estimate as more time lags are included\(^7\).[48].

This fact is not widely appreciated. Luckily, while an MSD based estimate is imprecise, it is still unbiased. Nonetheless better estimators exist. We currently make use of a Covariance based Estimator (CVE)[48]. This essentially optimal estimator takes the form

\[ D = \frac{\langle \Delta x_n^2 \rangle}{2\Delta t} + \frac{\langle \Delta x_n \Delta x_{n+1} \rangle}{\Delta t}. \]

(3.2)

\(^6\)For example, simple diffusive scaling explains why bacteria don’t need molecular motors, and why their swimming strategies are optimized for finding high food concentrations only, to name just a few examples.

\(^7\)Clever MSD based estimates can mitigate this problem to certain extent, but suffer from unwieldiness and are in general difficult to analytically characterize.
Furthermore, the formalism used to develop the estimator also supplies an associated estimate of uncertainty in localization

\[ \sigma^2 = R \langle \Delta x_n^2 \rangle + (2R - 1) \langle \Delta x_n \Delta x_{n+1} \rangle \]  

and the estimate of \( D \)

\[ \text{var} (D) = D^2 \left[ \frac{6 + 4 \xi + 2 \xi^2}{N} + \frac{4 (1 + \xi)^2}{N^2} \right], \]  

where \( \xi = \sigma^2 / (D \Delta t) - 2R \), \( N \) is the total number of frames, and \( R \) is a numerical constant related to the camera shutter (= 0.6 if the shutter is left open for the duration of data acquisition, which is normal).

**Parameter Estimation**

From the estimates of diffusion coefficients so obtained, we wish to extract a measurement of the fluid properties of the material in which the tracers are included. Inasmuch as we model the bilayer as a simple fluid, we are particularly interested in measuring viscosity, although in principle any of the techniques I will discuss here would be equally suited to the examination of other material properties given other models. Even in the Saffman-Delbrück model

\[ b_T = \frac{1}{4 \pi \eta} \left( \log \frac{\eta}{\eta_{wa}} - \gamma \right), \]

the simplest model we have for membrane viscosity, we are confronted with a non-algebraic dependency of viscosity on diffusion coefficient. The greater complication is that our measurements of \( D \) for every tracer contain some degree of uncertainty. As for the tracer locations, and the diffusion coefficient itself, some technique for estimating the viscosity is needed.

One reliable and fairly general technique utilizes the \( \chi^2 \) test statistic. For a set of measurements \( y_i \) that we are attempting to describe with some model \( f_i (\alpha; x_i) \) with fit parameter
α, such that \( y_i = f_i(\alpha; x_i) \), this statistic is given by

\[
\chi^2(\alpha) = \sum_{i=1}^{N} \left( \frac{y_i - f_i(\alpha; x_i)}{\sigma_i} \right)^2,
\]

where \( \sigma_i \) being the uncertainty in the measured value \( y_i \). Even outside of parameter estimation, the \( \chi^2 \) value of experimental data with respect to a specific model is useful: it quantifies how well the data fit the model under consideration. Without too much work \( \chi^2 \) values can be converted to \( p \) values. With even less work one can compare \( \chi^2 \) to \( N \), the number of observations in the data set. The difference of these values should be the same as the number of constraints in the model; roughly, how many parameters within the model were calculated from the experimental data. Actually, it is more usual to make this quantitative assessment with respect to the reduced \( \chi^2 \) value, given by \( \tilde{\chi}^2 = \chi^2 / (N - c) \), where \( c \) is the number of constraints. In this case, we expect \( \tilde{\chi}^2 \approx 1 \).

A word of warning. (3.5) assumes that the data being considered (the \( y_i \)) are normally distributed around their actual (theoretical) values. This is one reason that binning experimental data is useful: the values in a bin give the distribution of the data around the expected model parameter.

To use (3.5) in order to estimate a model parameter, we compare the experimental data to the model value for that data calculated assuming a particular parameter value \( \alpha \). We then search for the value of \( \alpha \) that minimizes the \( \chi^2 \) statistic over the entire data set. Several algorithms for finding this minimal value exist. For the computers of 2015, even the dumbest, most computationally expensive method, the grid search, can be completed fairly quickly, even for models as complex as the HPW model of diffusion in a membrane. In this method, we simply incrementally check all of the possible values in a range of interest, and then equate our estimate with the smallest value so calculated. The grid search, though expensive, guarantees that we will find the minimal \( \chi^2 \) value, provided the increments in our search are small enough.

This methodology will retrieve an estimate of a model parameter; of course, we would also like to obtain uncertainty in our estimate. For \( \chi^2 \) minimization, the exhaustiveness of the

---

8The normality demand is not always easy to quantify in this way, especially when experimental limitations produce bins with limited numbers of data points. A seemingly cavalier but widely used rule of thumb states that each bin contain at least 5 data points.
grid search is in some ways an added virtue in this respect. In the right circumstances\(^9\), the distribution of $\chi^2$ around its minimum can be used to calculate this uncertainty. However, with even average computers, computation is now affordable enough that we can resort to general approaches that have no regard whatsoever for how the data is distributed. One such approach is jackknife resampling, in which we obtain a new data $\bar{y}_i$ by removing a single measurement[51]. In this way we can generate $N$ new data sets, and from each we can then generate a new jackknife estimate of the fit parameter $\bar{\alpha}$. The variance of these jackknife estimates $\bar{\alpha}$ provide an estimate of the uncertainty in our estimate according to

$$
\sigma^2 = (N - 1) \sum_{i=1}^{N} \left( \bar{\alpha}_i - \alpha \right)^2 / N.
$$

(3.6)

Conclusion

These are the analytical and computational techniques that we’ve used to obtain our measurements of membrane viscosity. I’ve yet to talk about the experimental techniques that are required to perform such an experiment. This will be the topic of the next chapter, in which I will also present the results from two such experiments.

\(^9\)For instance, that $\chi^2 (\alpha)$ is locally parabolic- not always a particularly good assumption with models as non-linear as HPW.
CHAPTER IV
EXPERIMENTS AND RESULTS

Introduction

In order to actually employ any of the experimental techniques that I have discussed, we must choose an experimental system to examine. Like most things in life, there is no perfect model membrane system, and any selection will entail complications or limitations to the experimentalist. The degree to which these complications are assessed and characterized can make an experiment that would otherwise yield precise measurements inconclusive, or vice versa. The first experiment I’ll present is a good example of dealing with features and complications that are often glossed over. This chapter includes material coauthored with Sarah Kurihara, Kathleen Brennan, Matthew Wozniak, Matthew Reyer and Raghuveer Parthasarathy.

Rotating Tracers

Though measurements of lipid and protein diffusion coefficients are routine, it is difficult to determine membrane viscosity, the fundamental material property that describes fluid response, from such measurements. This difficulty can be ascribed in part to ignorance of the effective size of diffusing bodies. The approach we describe here uses measurement of both the translational and rotational diffusion coefficients of membrane-anchored tracer particles to provide, via simple analysis, precise and robust values of viscosity as well as effective tracer radii. The method is generally applicable to membranes of different compositions and geometries, and allows tests of theoretical models of membrane hydrodynamics. Moreover, it enables discovery of rheological effects induced by membrane proteins. We provide the first demonstration that a protein involved in generating membrane curvature also has a large impact on the effective in-plane membrane viscosity, a finding that would have been difficult to uncover with existing techniques.

Diffusion in two dimensions is inherently non-trivial due to the long range of flow fields. Saffmann and Delbrück (SD) showed that hydrodynamic coupling between the 2D membrane and the bulk 3D fluid results in well-defined diffusive behavior within the membrane[38]. According to this model, the rotational and translational drag coefficients $b_R$ and $b_T$, respectively, for a disk-like
membrane inclusion of radius $a$ are given by

$$b_T = \frac{4\pi \eta_m}{\ln(2\epsilon^{-1}) - \gamma}, \quad (4.1)$$

$$b_R = 4\pi \eta_m a^2; \quad (4.2)$$

where $\gamma$ is Euler’s constant, $\eta_m$ is the two-dimensional membrane viscosity and $\epsilon = 2\eta_w a/\eta_m$ is a dimensionless number relating $a$, $\eta_m$, and the bulk 3D viscosity $\eta_w$. The diffusion coefficients follow from the drag coefficients via the Einstein relations $D_{R,T} = k_B T (b_{R,T})^{-1}$, where $k_B$ is Boltzmann’s constant and $T$ is the temperature. The SD model is valid in the limit of small $\epsilon$, corresponding to membrane inclusion radii that are small compared to the ratio of the 2D membrane viscosity to the 3D bulk viscosity. Hughes, Pailthorpe and White (HPW) extended the SD model to arbitrary $\epsilon$[39]. The full HPW model cannot be condensed into simple equations, but can be evaluated computationally. Both the SD and HPW models describe diffusion in a planar membrane. However, membrane inclusions may generate distortions of the membrane’s shape[52–54]. A recent model by Naji, Levine and Pincus (NLP)[40] considers protrusions as generating additional dissipation in the bulk fluid, leading to an effective translational drag:

$$b_{T,\text{eff}} = b_T + c\eta_w a (b_T)^{-1}. \quad (4.3)$$

The parameter $c$ is, roughly, the ratio of the volume of bulk fluid displaced by the membrane deformation to $a^3$. High values of $c$, then, indicate that the presence of the membrane inclusion is leading to large out of plane membrane deformations, while low values correspond to relatively smaller membrane deformations.

In conventional microrheology, the viscosity of Newtonian fluids is typically extracted from measurements of (just) the translational diffusion coefficient $D_T$ of tracer particles [55, 56]. This diffusion coefficient, the temperature and the tracer’s radius can then be used to determine the viscosity of the fluid by using an appropriate model. For 3D fluids, the radius $a$ is typically taken to be the tracer particle radius, though there are situations in which this is a poor assumption due to interactions between the particle and its surroundings[57]. For membranes, it is especially dangerous to assume that the effective radius of the diffusing object is identical to the radius of a membrane-bound tracer. Unless using phase-separated lipid domains as tracers[31, 34, 35], in
which case the tracer radius equals the domain radius, the tracked particles must be peripherally bound to the lipid bilayer, for example by a protein-lipid linkage. The number of lipid links is generally not easily controlled, and could range from one lipid (an area of approximately 70 Å²[58]) to an upper limit set by the tracer surface area. Moreover, it would not be surprising if the binding of a colloidal particle induced distortions of the membrane topography, further impacting the effective size of the diffusing object. We address these issues by measuring the rotational diffusion coefficients \( (D_R) \) of our membrane-bound tracers in tandem with their translational diffusion coefficients \( (D_T) \). These two measurements allow determination of the two unknown quantities, namely the inclusion radius \( a \) and the membrane viscosity \( \eta_m \), via the SD, HPW or NLP relations.

Experimentally, we make use of planar bilayers spanning apertures in supports, also known as black lipid membranes (BLMs). The geometry conveniently confines tracer motion to the focal plane of our microscope, and the lack of a support eliminates frictional coupling between the membrane and solid or polymeric substrates[59]. The bilayers are formed using Langmuir-Schaefer deposition[60] from lipid monolayers at air-water interfaces, composed of a majority (typically 98%) of a single lipid species, for instance 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC), with a small percentage of fluorescent lipid probes for visualizing the membrane (Texas Red DHPE) and lipids with biotinylated headgroups. The membranes span 100 µm diameter apertures in hydrophobically-coated gold transmission electron microscope grids. This diameter is large compared to the physical tracer size, the effective tracer radii noted below, and the length scale set by the ratio of (expected) 2D to 3D viscosities \( \eta_m/\eta_w \approx 1 \mu m \).

The biotinylated lipids in the membrane are bound by neutravidin-coated fluorescent microspheres of radius 100 nm. These in turn bind 100 nm biotinylated fluorescent microspheres (Fig. 7), forming an extended unit whose orientation as well as position can be discerned in CCD images. Fluorescence images of beads were captured at 10 to 40 frames/second, and analyzed to give particle locations and orientations with an estimated precision of 1.2 nm and 0.022 radians, which yield average uncertainties of 6.3 nm²/s for \( D_T \) and \( 7.2 \times 10^{-4} \) rad²/s for \( D_R \), both of which are negligible compared to the statistical spread in the data. All experiments were carried out at room temperature (24 ± 1 °C).
FIGURE 7. Experimental setup. (a) Schematic of a membrane spanning an aperture. Fluorescent microspheres are associated with the membrane via a protein linkage, including some that are also bound with other microspheres to form the non-spherical tracers considered in the text. (b) Fluorescence images of one microsphere pair, separated by 0.3 seconds. Both rotational and translational motion are apparent as the tracer thermally diffuses. The final image shows the best-fit center and orientation of the tracer. Scale: 0.123 μm/pixel.
FIGURE 8. Diffusive behavior of tracers at DOPC bilayers. (a) Diffusion coefficients for motion parallel ($D_\parallel$) and perpendicular ($D_\perp$) to the tracer long axis. The best fit line, shown in red, has slope $B = 1.03 \pm 0.04$, indicating isotropic diffusion. (b) and (c): Translational and angular mean square displacements versus time for several tracers. The average is shown as a thick gray line, while a dotted line with slope = 1 (expected for purely diffusive motion) is shown as a guide to the eye.
The small tracer size helps ensure that tracer motion is dominated by the mechanics of
the membrane rather than dissipation in the bulk fluid. For an expected membrane viscosity of,
roughly, \( \eta_m \approx 3 \times 10^{-9} \text{ Pa·s·m}^{[61]} \), the Stokes drag for translation in the bulk for a bead of radius
\( \approx 100 \text{ nm} \) is an order of magnitude smaller than the Saffman-Delbrück drag \( b_T \) for a 100 nm disk;
the same relative scale holds for rotation. Furthermore, with the above values, the dimensionless
size parameter \( \epsilon \approx 0.1 \). Therefore, though we perform calculations using the full HPW model,
we expect our system to occupy the regime of validity of the SD relations. Note also that, though
the HPW and SD models describe the diffusion of cylinders incorporated into membranes, the
diffusion of membrane inclusions in this regime is largely insensitive to protrusions\[62\].

We are able to observe the translational and rotational diffusion of membrane-anchored
particle pairs (Fig. 7). The elongated form of the composite paired tracer does not bias the
tracers’ trajectories. Decomposing the translational diffusion into components along \( (D_\parallel) \) and
perpendicular \( (D_\perp) \) to the ellipse major axis, we find that \( D_\parallel = BD_\perp \) with \( B = 1.03 \pm 0.04 \)
(Fig. 8a), implying that the diffusing object can be treated effectively as an isotropic membrane
inclusion. As we would expect from the dominance of the membrane drag compared to the bulk
noted above, and from the lack of binding between the secondary beads and the bilayer, it appears
that the tracer motion is dominated by the diffusion of a region of anchored lipids diffusing within
the bilayer and not by the size and shape of the tracer pair. We find that the mean-squared
translational and rotational displacements are each linear in time over experimentally accessible
time-scales (Fig. 8b), indicative of Newtonian fluid dynamics, and thereby allowing application of
the SD and HPW models.

We observe a spread of \( D_T \) and \( D_R \) values within and among lipid bilayers of identical
composition. Applying the SD relations yields a wide range of effective radius \( (a) \) values (Fig 9,
inset). The mean inclusion radius, 170 nm, is orders of magnitude larger than the radius of single
lipids (0.5 nm\[58\]), and is about twice as large as the 100 nm radius of the primary membrane-
linked microspheres. The distribution shows a long tail with some effective radii exceeding 500
nm. On the other end, we do not find radii much smaller than 50 nm, indicating that each
neutravidin-coated microsphere is anchored to the membrane at several binding sites.

Each of the models of membrane viscosity we consider describes a relationship between
\( D_R \) and \( D_T \) for a given viscosity. This relationship can be used to construct contours of constant
viscosity on $D_R$-$D_T$ axes (Fig. 9). If a particular model describes the $D_R$ and $D_T$ measurements well, the measured values for individual tracers should collapse on to one of these contours. We find that the SD model is a fair fit to the data (Fig. 9), yielding a best-fit viscosity of $15.3 \pm 3.4 \times 10^{-9}$ Pa·s·m for DOPC bilayers. The goodness of fit (reduced $\chi^2$) of the SD model to our data is 0.41. The full HPW model performs similarly, with a viscosity of $15.9 \pm 2.3 \times 10^{-9}$ Pa·s·m, and reduced $\chi^2 = 0.48$. It is reasonable to speculate that our tracers may deform the membranes to which they are associated. We therefore also fit our data to the NLP model. This achieves a closer fit (reduced $\chi^2 = 0.28$), with viscosity $13.1 \pm 2.6 \times 10^{-9}$ Pa·s·m, but at the expense of the additional parameter $c$. One would expect $c^{1/3}$, the effective rescaling of the radius due to deformation, to be of order 1. We indeed find that $c^{1/3} = 3.0 \pm 0.5$.

To evaluate the robustness of our approach for measuring membrane viscosity, we examined another lipid that, like DOPC, is in a fluid ($L_\alpha$) phase at room temperature: 1,2-di-O-tridecyl-sn-glycero-3-phosphocholine (13:0 PC)[63]. Fluorescence recovery after photobleaching (FRAP) measurements (performed as in [64]) give similar lipid translational diffusion coefficients for the two species: $D_{\text{lipid}} = 3.4 \pm 2.3 \ \mu$m$^2$/s for 13:0 PC bilayers and $D_{\text{lipid}} = 4.1 \pm 1.2 \ \mu$m$^2$/s for DOPC bilayers. Unlike DOPC, 13:0 PC is a saturated lipid, and has a shorter acyl chain length (13 carbon atoms, compared to 18 for DOPC). Viscosity measurements for 13:0 PC give $14.7 \pm 6.9 \times 10^{-9}$ Pa·s·m using the HPW model ($\chi^2 = 3.4$), or $10.4 \pm 4.8 \times 10^{-9}$ Pa·s·m ($\chi^2 = 1.8$) using the NLP model ($c^{1/3} = 3.8 \pm 1.3$). These viscosities are similar to those we measure for DOPC.

Notably, using lipid radius $a = 0.5$ nm and $D_{\text{lipid}} = 3 \ \mu$m$^2$/s gives a membrane viscosity of $1 \times 10^{-10}$ Pa·s·m, two orders of magnitude smaller than that measured above. This is not surprising; it has long been known that hydrodynamic treatments fail at molecular scales, and that diffusing lipids experience an effectively lower viscosity than do embedded proteins or other larger objects[21].

The viscosity values we observe are larger than those reported for fluid phases in membranes exhibiting cholesterol-dependent phase separation, derived by examining the diffusion of domains of one phase in another [31, 34, 35], or by measuring the shape fluctuations of domain boundaries [32]. For liquid-disordered ($L_D$) phases, values of $(3.3 \pm 1.1) \times 10^{-9}$ [61] and $(5.4 \pm 1.4) \times 10^{-9}$[65] Pa·s·m have recently been reported. There are fewer measurements
FIGURE 9. Effective inclusion radius and viscosity of a DOPC bilayer. (Main Panel) Translational and rotational diffusion coefficients. Each data point is the average of 4 to 24 individual tracer measurements, with the error bars indicating the standard deviations. Decreasing inclusion radius size is indicated by progressively lighter shades of green. The curves are best-fit constant-viscosity contours determined by the SD (light green, solid), the HPW (dark green, solid) and NLP (dark green, dashed) models. (Inset) Histogram of effective tracer inclusion radii on log-linear axes. The bins correspond to the data points in the main panel, with radii obtained using the SD model, and placed such that the left-hand edge of the bin corresponds to the largest inclusion radius in its set. Though peaked near the microsphere radius of 100 nm, much larger inclusion radii are evident.
FIGURE 10. Membrane viscosity measured at different concentrations of the trafficking protein Sar1p on a log-log scale. The plot shows the mean and standard error of viscosity values determined by fitting individual paired-tracer diffusion coefficients to the HPW model, at each protein concentration examined. Inset: The effective radius for the same data, also on a log-log scale.
of the viscosity of homogeneous (not phase-separated) fluid bilayers, and these, prior to the method introduced here, involve complex, model-dependent analyses. Dimova et al. examine the gravity-driven fall of a microparticle along the surface of a giant lipid vesicle, the hydrodynamic interactions between which are computed to give a two-dimensional viscosity of \((3 \pm 0.9) \times 10^{-9}\) Pa·s·m for SOPC (1-stearoyl-2-oleoyl-sn-glycero-3-phosphocholine)[66]. For DOPC, which differs by a single double bond in one of the eighteen-carbon acyl chains, Herold et al. report \((5.9 \pm 0.2) \times 10^{-10}\) Pa·s·m based on the Brownian motion of absorbed DNA, whose radii of gyration are estimated from comparisons of their diffusion coefficients with those of colloidal tracer particles[67]. There are several possible reasons for the \(\approx 10\times\) difference between the viscosity that we measure and those reported for other fluid membranes: multi-component, phase separated membranes may simply have a lower viscosity than the phosphatidylcholine membranes used in this study; the BLMs examined here may not consistently be pure lipid bilayers, due to retention of solvent during their formation; membrane tension in the edge-adhered BLM geometry may differ considerably from that of lipid vesicles, altering the membrane viscosity. While developing experiments to investigate these topics is likely to yield future insights, a question of greater importance is whether our approach can reveal alterations in membrane rheology driven by membrane-active proteins.

Proteins that are actively involved in reshaping membranes, generating curvature in contexts such as cargo trafficking, filopodial extension, and mitosis[68–70], form a particularly interesting class of macromolecules in which to uncover previously unknown couplings to membrane viscosity. We focus on the vesicle trafficking protein Sar1p, a 21 kDa protein with an N-terminal amphipathic alpha helix that anchors it to lipid membranes[71–73]. Prior experiments have shown that Sar1p dramatically lowers the bending rigidity of lipid bilayers [74, 75], leading to the open question of whether its influence also alters the in-plane viscosity. Measuring tracer diffusion in BLMs with the same endoplasmic-reticulum-mimic lipid composition and similar range of Sar1p concentration ([Sar1p]) as previously examined[74–76], we find a large drop in diffusion coefficients as a function of [Sar1p]. Separating the roles of effective radius and membrane viscosity, we find an increase in \(a\) of \(\approx 4.5\times\), and a dramatic increase in \(\eta_m\) of more than an order of magnitude (Fig. 10). Notably, the lipid diffusion coefficient is unaffected by Sar1p [77], again highlighting that the viscosity experienced at molecular length scales can differ greatly
from its effective value for larger objects. While a mechanistic explanation of Sar1p’s influence on measured viscosity is beyond the scope of this work, we note that Sar1p’s reduction of the membrane bending modulus leads to enhanced topographic fluctuations [75], which may obstruct lateral motion. Notably, budding transport vesicles (formed by Sar1p and other proteins) are of similar 10-100 nm size as our tracers and their effective radii, suggesting that Sar1p’s effect on viscosity at this scale can affect the dynamics of vesicle trafficking.

The results presented above demonstrate a microrheological method that can robustly be applied to fluid membranes, including membranes with bound proteins. Furthermore, since our method requires only that the membrane incorporate biotinylated lipids to construct a tracer linkage, different model systems (e.g., supported bilayers, multilayers, and giant unilamellar vesicles) could be studied using the same approach. An important conclusion that can be drawn from our measurements is that the linkage between membrane and tracer can be non-trivial. Finally, we note that our discovery that the trafficking protein Sar1p dramatically increases large-scale membrane viscosity opens the door to a wide range of studies on the impact of proteins upon membrane rheology.

Two-point Microrheology

Introduction

Many of the most precise measurements of lipid bilayer viscosity have used passive microrheology, in which the Brownian trajectories of membrane-anchored particles or of lipid domains in the bilayer are recorded and analyzed to reveal insight into the fluid properties of the sample [34, 35, 78]. While powerful, all such studies to date have made use of single-point methods, in which the statistics of individual tracer motions are analyzed, which report on the local environment of the tracer and hence may not be representative of global characteristics, perhaps due to the influence of the tracer itself.

The methodology of two-point microrheology compliments single-point techniques by considering the correlated displacements of pairs of particles. This extends the length scale examined from the tracer radius to the separation distance between tracer pairs, and is therefore sensitive to the separating medium in addition to the individual tracer neighborhoods [79–82]. Disparities between two-point and single-point microrheology, then, demonstrate length-scale
dependent effective viscosities. For a cellular membrane, such length-scale separation could imply that the viscosity relevant for protein diffusion, say, would be different than the viscosity relevant for large scale membrane deformations.

Two-point microrheology has been applied to a wide variety of three-dimensional materials [79, 83, 84], and has been extended both theoretically and experimentally to two dimensional fluids. Levine and MacKintosh have derived the response functions that characterize a membrane embedded in a three dimensional fluid, providing explicit forms for interparticle correlation functions that can be compared to measured correlations [85]. Weeks and co-workers have used two point microrheology with colloidal microspheres as tracers to examine thin soap films as well as proteins at an air-water interface, quantifying the two dimensional viscosity and establishing the hydrodynamic response functions of these systems [86–88]. To date, these pioneering studies have been the only published reports of two point microrheology of two dimensional fluids, leaving open the question of what two-point analysis will reveal for lipid membranes. In particular it is unknown, prior to the studies reported here, whether simple viscous fluid models are adequate to describe correlated diffusion of membrane inclusions, and if so, whether the reported viscosity will be the same as that shown by single-point methods.

We examined the rheology of giant unilamellar vesicles (GUVs) exhibiting cholesterol-dependent phase separation into coexisting liquid phases. Such systems can be broadly controlled to tune the degree and scale of compositional heterogeneity. Furthermore, phase separated bilayers are well characterized model systems [89], and, importantly, have been studied using single point microrheology since phase separated domains themselves can be used as tracers that report the viscosity of the majority phase [34, 61].

Materials and Methods

Giant Unilamellar Vesicle Composition and Preparation

We formed GUVs by electroformation [90] in 0.1 molar sucrose, and used the same solution for the exterior environment in our experiments. The diameters of the vesicles examined were in the range 50-100 µm. We considered five different GUV compositions with differing fractions of DPPC (1,2-dipalmitoyl-sn-glycero-3-phosphocholine), DOPC (1,2-dioleoyl-sn-glycero-3-phosphocholine) and cholesterol. All lipids were purchased from Avanti Polar Lipids. Vesicles
with such compositions readily partition into liquid-ordered (LO) and liquid-disordered (LD) domains [29, 30, 61, 65, 89]. This phase separation can be observed experimentally through inclusion of a small amount of Texas Red DHPE, a fluorescent lipid probe that preferentially partitions into the LD phase (Fig. 11). In our experiments, we formed GUVs with 1 mol% Texas Red DHPE. Control experiments using a lower probe concentration (0.2 mol%) showed similar domain diffusion coefficients, but poor signal-to-noise ratios prohibited precise assessments of viscosity.

Fluorescence Microscopy and Domain Tracking

We recorded epifluorescence images at 10-40 frames per second with a Hamamatsu ORCA CCD camera on a Nikon TE2000 inverted fluorescence microscope with a 60X magnification objective. All measurements were made at room temperature (296 K).

We identified phase separated domains in images by intensity-based thresholding and estimated domain centers by fitting two-dimensional Gaussian profiles using maximum likelihood estimation. From tracking simulated images with similar signal-to-noise characteristics, and from the statistical assessment of Ref. [48] (see below), we estimate our localization error to be less than 0.07 µm. This localization uncertainty contributes to the uncertainty in measured diffusion coefficients and correlations. Domain boundaries were determined using a bilateral filter [91]; the enclosed area was used to determine the domain radius. Uncertainties in the domain radius due to growth and bulging of domains out of the membrane plane have negligible effects on the assessed viscosities. We considered only domains that are located within at most 1/3 of the vesicle radius from the GUV pole, as these appear in-focus in images, and only small components of their motion are perpendicular to the focal plane. Furthermore, we selected only domains that were continuously imaged for at least one hundred frames; this ensures sufficient statistics to characterize domain diffusion (see below). We linked domain positions into trajectories using a nearest neighbor linking algorithm. This process yields a time series of domain positions for several domains per GUV that can be analyzed to obtain diffusion coefficients and other statistics. The number of domains per GUV ranged from three to over fifty.
Analysis of Tracer Motion

Given a set of single particle positions $\mathbf{x}(t_n)$ measured at times $t_1, t_2, \ldots, t_N$, each separated by an interval $\Delta t$, (for instance from time series data such as we obtained using the process detailed above), estimating the particle's diffusion coefficient is a well-defined task, for which there exists an explicit, unbiased, and nearly optimal estimator based on the covariance of the displacements [48]. (A linear fit of the mean-squared displacements $\Delta x^2(\tau)$ vs. the time interval of the displacement, $\tau$, though often employed, does not provide a good estimate due the correlation of the values with one another; in fact, it can have the perverse property of becoming less accurate as the number of data points increases [48].) The covariance-based estimator is given by

$$D = \langle \Delta x_n^2 \rangle / (2\Delta t) + \langle \Delta x_n \Delta x_{n+1} \rangle / \Delta t,$$

where $\Delta x_n = \mathbf{x}(t_n) - \mathbf{x}(t_{n-1})$ is the displacement over one time step and the angle bracket indicates an average over all time steps. Moreover, the approach described in Ref. [48] provides
a measure of the goodness of fit ($\chi^2$) of an observed trajectory to a purely Brownian one via comparison of its periodogram (roughly, the power spectrum of $\Delta x_n$) to the functional form for free diffusion. For our lipid domains, we find the average reduced $\chi^2 = 1.25$, indicative of pure diffusion in a viscous liquid (Fig. 12).

In two-point microrheology, one considers the correlations of displacements. The radial component of the correlation tensor, $D_{rr}$, is determined from measurements of the displacements of tracers $i$ and $j$ over time $\tau$ as [85, 86]:

$$D_{rr}(R, \tau) = \langle \Delta r^i(\tau) \Delta r^j(\tau) \delta[R - R^{ij}] \rangle_{i \neq j}. \quad (4.5)$$

Here, $R$ is the particle separation distance, $R^{ij}$ is the distance between tracers $i$ and $j$, the $\Delta r$ are the components of the displacements calculated along the axis connecting the tracers’ positions, and the angle brackets indicate an average over all time points and particle pairs $i \neq j$. $D_{rr}$ increases linearly with $\tau$ for Brownian particles, much like a particle’s mean square displacements. As is the case for single-point diffusion, however, this linearity is misleading and does not yield an optimal estimator for the correlation. The aim of quantifying the correlation between Brownian processes arises often in finance [92, 93], and the associated literature shows that the optimal estimator, just like in the single particle case, is formed from the covariance of single frame displacements [93].

**Results**

We first consider single-point viscosity measurements, determined from the dependence of the diffusion coefficients, $D$, of phase-separated domains on their radii, $a$. Our single-domain diffusion data for two of the compositions examined, a $L_D$ majority phase (2:1 DOPC:DPPC with 20% cholesterol) and a $L_O$ majority phase (1:2 DOPC:DPPC with 40% cholesterol), are shown in Fig. 13. Fitting to the classic two-dimensional hydrodynamic model of Hughes, Pailthorpe and White (HPW) [39], as in earlier work [34, 61], gives membrane viscosity $\eta_{1pt} = 0.75 \pm 0.15 \text{ nPa} \cdot \text{s} \cdot \text{m}$ for the $L_D$ majority phase, and $\eta_{1pt} = 3.90 \pm 0.42 \text{ nPa} \cdot \text{s} \cdot \text{m}$ for the $L_O$ majority phase, with uncertainties assessed by jackknife error estimation [51]. As expected, the $L_O$ phase is more viscous than the $L_D$ phase [61]. The HPW model applies to solid inclusions, however recent calculations of the mobility of liquid domains in fluid membranes [41, 94] indicate that for the
FIGURE 12. Histogram of reduced $\chi^2$ values obtained by comparing tracer motion with the expected form for free diffusion. Binned values for the $L_O$ majority composition 2:1 DPPC:DOPC with 40% cholesterol are shown in blue; corresponding bins for the $L_D$ majority composition 1:2 DPPC:DOPC with 20% cholesterol are shown in orange.
FIGURE 13. Single-point microrheology: radius dependence of domain diffusion coefficients. Shown are data from two different GUV compositions considered, a $L_D$ majority phase (2:1 DOPC:DPPC with 20% cholesterol) in orange and a $L_O$ majority phase (1:2 DOPC:DPPC with 40% cholesterol) in blue. Points are averages from roughly 10 domains each, with error bars indicating the standard deviation. Curves represent fits to the HPW model of $D(a)$ with bilayer viscosity as the single free parameter.
FIGURE 14. Two-point correlations $D_{rr}$ and determination of viscosities. Shown are data from the same two GUV compositions as in Fig. 13, with $L_D$ majority data in orange and $L_O$ majority data in blue. Curves represent fits to Equation 3. Each point is the average of more than one hundred measurements of $D_{rr}$, with error bars indicating the standard deviation.
conditions observed in our experiments, corrections to the HPW model will be approximately a few percent in magnitude, well within the uncertainty of our measurements.

Similarly, we can calculate viscosity from the two-point correlations measured from the same trajectories. From Ref. [85], the expected form is

$$\frac{D_{\tau\tau}(R, \tau)}{\tau} = \frac{k_B T}{2\pi \eta} \left[ \frac{\pi}{\beta} H_1 (\beta) - \frac{2}{\beta^2} - \frac{\pi}{2} [Y_0 (\beta) + Y_2 (\beta)] \right],$$

(4.6)

where $\beta = 2R\eta_B/\eta$ is the reduced tracer separation, $\eta_B$ is the viscosity of the aqueous medium surrounding the bilayer, $H_\nu$ are Struve functions, and $Y_\nu$ are Bessel functions of the second kind.

We find that the dependence of the measured correlations on domain separation agrees with the expected theoretical form (Fig. 14). However, in contrast to the single-point measurements, we find that the viscosities of the two compositions as measured from two-point correlations are indistinguishable within uncertainties: $\eta_{2pt} = 2.76 \pm 1.45$ nPa·s·m for the L_D majority phase, and $\eta_{2pt} = 2.95 \pm 0.61$ nPa·s·m for L_O majority phase. Furthermore, we note that these values are similar to the average of the single point results for the two majority phases: 2.32 nPa·s·m.

It appears that two-point microrheology of minority-phase lipid domains returns a value for membrane viscosity that is intermediate between those of the majority and minority phases. To test whether this is merely a peculiarity of the compositions examined for the data in Fig. 13 and 14 or a more robust feature of phase-separated vesicles, we measured one- and two-point-derived viscosities over a range of GUV compositions for which the single-point-derived majority phase viscosity spans nearly two orders of magnitude (Fig. 15). For L_O majority-phase lipids spanning 1:1 to 1:9 DOPC:DPPC, we find that the ratios of $\eta_{2pt}/\eta_{1pt}$ are less than 1, with $\eta_{2pt} = (0.77 \pm 0.05) \times$ the single-point viscosity (Fig. 15, blue symbols). Analogously, for L_D majority-phase lipids of 2:1 and 4:1 DOPC:DPPC, $\eta_{2pt}/\eta_{1pt}$ is greater than 1, with $\eta_{2pt} = (3.07 \pm 0.86) \times$ the single-point viscosity (Fig. 15, orange symbols).

Discussion

We report the first demonstration that two-point microrheology can be applied to lipid membranes, providing a sensitive test of the applicability of continuum two-dimensional hydrodynamic models to lipid systems. Despite their topographic distortions [54] and potential for long-range interactions [95], phase-separated membrane domains show a distance-dependent
FIGURE 15. Ratio of the viscosities derived from two- and one-point methods as a function of single-point viscosity for a range of different compositions. Blue icons indicate compositions that are majority L₀, while orange symbols indicate compositions that are majority L₅. Compositions are given as mol% DOPC:DPPC:cholesterol.
correlation in their Brownian dynamics with a functional form in remarkably good agreement with theories of two-dimensional fluid response.

More importantly, our results imply that two-point measurements report an effective global membrane viscosity, amalgamating the characteristics of compositionally different regions of the membrane, while single-point measurements probe the viscosity of the majority phase surrounding tracer domains. This is perhaps to be expected for a two-dimensional fluid, since hydrodynamic correlations in two-dimensions are intrinsically long-ranged. Relatedly, recent theoretical work points to a strong sensitivity of in-plane correlations to static inclusions, even at low concentrations, again driven by long-range interactions [96]. It would be interesting to develop methods to examine, both theoretically and experimentally, two-point viscosity as a function of the area fraction of the minority phase to determine the weighting of the properties of different regions toward the overall response. We also note that existing theories of two-point correlations are formulated for small, rigid inclusions. Though their forms fit our observations, we hope that our work will spur the development of models that explicitly consider the dynamics of finite-sized fluid domains, as has recently been done for single-domain diffusion [41, 94].

We stress that, in contrast to various three-dimensional complex fluids for which two-point methods give measures of viscosity relatively uncontaminated by the distortions of local probes, our results imply that two-point methods applied to phase-separated membranes should not be considered “better” than single-point methods. Rather, the latter provide insights into the viscosity of particular phases, while the former provide insights into the larger-scale effective viscosity of a heterogeneous fluid. We note that cellular membranes exhibit a far greater degree of heterogeneity in structure and composition than the model bilayers examined here. It would be interesting to examine whether, similarly, two-point viscosity using various cellular membrane probes would show robust features that average over small-scale heterogeneity.
CHAPTER V

CONCLUSION AND OUTLOOK

The experiments and results presented in the last chapter represent the outcome of our efforts to develop new methods for measuring lipid bilayer viscosity. Together, they comprise general and complimentary techniques.

A few words on the tracers selected for our studies. In our study on GUVs, we employed phased separated domains as tracers. In many ways, these are the best possible tracer: as constituents of the bilayer themselves, they do not perturb they bilayer like beads or other tracers that must be associated with the membrane through a linkage scheme, and their extended nature make tracking and assessment of their size relatively simple. However, they are extremely limiting in the sense that they can only be employed for very specific membrane compositions. Whether such compositions are an acceptable limitation will depend on the specifics and goals of the experiment being attempted.

On the other hand, our data indicates that the use of extrinsic tracers like beads does perturb the local bilayer environment. If this effect is unaccounted for, the experiment will suffer. Our bead linkage scheme is one method for mitigating this concern, but really any asymmetric tracer will do the trick. Once such precautions have been taken, any membrane composition in which a small quantity of biotinylated lipids are included are open for exploration.

Additionally, there is nothing preventing these techniques from being combined. Future experiments that would utilize both approaches would be able to accurately measure the viscosity and characterize the heterogeneity of a bilayer composition.

We therefore have the means to examine a number of bilayer phenomena. I'll briefly discuss two experiments that we have spent some time exploring, the first being the affect of membrane tension on bilayer viscosity.

Tension is an attractive target for a biophysicist since it represents another physical parameter, like temperature, that could conceivably affect lipid bilayers. A simple experiment would involve sequentially varying the tension on a bilayer, and measuring the viscosity. The main hurdle is finding a simple means of varying membrane tension. I would claim that it is currently unknown whether such a method exists; however, one approach that is at least conceptually, if not
experimentally, simple, makes use of micropipette aspiration\cite{97}. Here, flow in to a micropipette from the bulk reservoir can pull a GUV located at the pipette tip partially into the micropipette channel, increasing tension on the GUV. Such flows are easy to achieve by elevating the fluid reservoir containing the GUV samples above a second reservoir attached to the micropipette, thereby creating a pressure differential between the chambers that is proportional to their height:

\[ \Delta P = \rho g \Delta h, \]  

(5.1)

where \( \Delta P \) is the pressure difference, \( \rho \) is the density of water, \( g \) is the gravitational constant and \( \Delta h \) is the height difference between the reservoirs. The tension on the membrane is then found from

\[ \Delta P = 2T \left( \frac{1}{R_P} - \frac{1}{R_G} \right), \]  

(5.2)

where \( T \) is the tension, \( R_G \) is the radius of the GUV and \( R_P \) is the radius of the micropipette.

Our preliminary results are shown in Fig. 16. The data shown is for a 20:40:40 DOPC:DPPC:Cholesterol mol percent GUV composition. We are able to increase tension over three orders of magnitude, over which we see a decrease in membrane viscosity. One possible explanation for this behavior could be that, as tension increases, domains bulge less from the GUV surface, leading to decreased drag from the bulk; this will be easy to check by imaging GUV’s at various tensions near their equators. Another hypothesis is that, as tension is increased, lipids are pulled farther apart and therefore occupy a larger area within the bilayer, which is again a reasonable mechanism for reducing viscosity. Unfortunately, this later hypothesis would be difficult to verify.

Another experiment that can be attempted in the near future would involve measuring modulation of bilayer viscosity by different proteins. Our lab has some experience working with SpoVM, a protein that localizes on the surface of \textit{Bacillus subtilis} during spore formation\cite{98}. Experiments have shown that SpoVM is sensitive to membrane curvature\cite{99}, and therefore is able to sense material configurations of the bilayer. Using our microrheological techniques, we could assess if the protein also modulates material properties or membrane organization. Proteins like SpoVM, or Sar1, that interact with membrane curvature, are attractive targets because such
FIGURE 16. Viscosity of GUV’s under different tensions calculated from one-point microrheology.
interactions indicate that they have some means of interacting directly with and are sensitive to the local bilayer environment. By examining these, and other similar proteins, we could seek to uncover mechanical similarities in function that are perhaps not obvious from protein structure.

These are just two possible directions that future work could take. But we could have similarly asked how a large cast of biological molecules or physical parameters modulate viscosity. My dissertation research developed experimental methods that will make answering such questions possible.
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