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CHAPTER I
INTRODUCTION

Motivation and the Nilpotence Theorem

The Nilpotence Theorem [DHS88] identifies certain properties that a self map on a spectrum $X$, $f : \Sigma^d X \to X$, must have in order to be non-nilpotent. In particular, these maps are detected by the Morava K theories [Rav16], a set of related cohomology theories for each prime $p$. For a fixed prime $p$, the theories are indexed by the integers $n \geq 0$ and denoted $K(n)$ for each $n$.

**Definition 1.1.** A $p$-local, finite spectrum $X$ is called type $n$ if $n$ is the smallest integer such that $K(n)_*(X)$ is nontrivial.

Furthermore, every $p$-local, finite spectrum is type $n$ for some $n$. On these spectra, we define a particular type of self map based on the Morava K theories. The following definition comes from [Rav16].

**Definition 1.2.** For a type $n$ spectrum, $X$, we define a $v_n$ self map to be a map $f : \Sigma^d X \to X$ such that $K(n)_*(f)$ is an isomorphism, and $K(m)_*(f)$ is trivial for $m \neq n$.

Some power of any such map induces multiplication by some power of $v_n$ in $K(n)$ homology. We say that a $v_n^i$ map on $X$ is a $v_n$ self map that induces multiplication by $v_n^i$ in $K(n)$ homology.

The Periodicity Theorem [HS98] tells us that such type $n$ spectra and $v_n$ maps exist for each $n$. In addition, every type $n$ spectrum has a $v_n^i$ self map for some power $i \geq 0$. This theorem does not give a construction for the map or the power $i$. 
Consider the mod $p$ Moore spectrum, $M(p)$, which is a type 1 spectrum. In [Ada66], Adams showed that $M(2)$ admits a $v_4^1$ map, but no smaller power, and that for $p \geq 3$, $M(p)$ has a $v_1^1$ map. Taking the cofiber of a $v_n$ map gives a type $n + 1$ spectrum, which has a $v_{n+1}$ map. For $p \geq 5$, the cofiber of $v_1 : \Sigma^{2(p-1)} M(p) \to M(p)$ has a $v_2^1$ map [Smi70]. At $p = 3$, the cofiber of our $v_1$ map has a $v_2^0$ map instead [BP04]. We construct a related finite spectrum that has a $v_2^1$ map instead.

**Theorem 1.3.** There exists a $p$-local, finite spectrum, $Z_f$, with a map $v_2^1 : \Sigma^{16} Z_f \to Z_f$.

One application of the Nilpotence theorem to these $v_n$ maps is outlined in Theorem 9 of [Hop87]. For $n > 0$, and $X$ a type $n$ spectrum, there is a map

$$f : \text{Center } [X, X]_* \to \mathbb{Z}_p[v_n]$$

such that ker$(f)$ consists of nilpotent elements, and given any element $b \in \mathbb{Z}_p[v_n]$, then $b^j \in \text{im}(f)$ for some $j$. This map $f$ is induced by the $K(n)$ Hurewicz homomorphism. This tells us that the $v_n$ self maps on $X$ generate the center of $[X, X]$ modulo nilpotents.

Another application of these $v_n$ self maps on finite spectra can is that they can give us examples of periodic families of stable homotopy elements. Given a finite spectrum $X$ with a $v_n$ self map $f : \Sigma^d X \to X$, and two maps $i : S^t \to X$ and $j : X \to S^t$, we can construct a stable homotopy element from the composition

$$S^{d+t} \xrightarrow{\Sigma^d i} \Sigma^d X \xrightarrow{f} X \xrightarrow{j} S^t$$

In fact, we can create a family of related, possibly nonzero stable homotopy elements by iterating $f$. As an example, iterating $f$ twice would give us the
element:

\[ S^{2d+\ell} \xrightarrow{\Sigma^{2d}i} \Sigma^{2d}X \xrightarrow{\Sigma^d f} \Sigma^d X \xrightarrow{f} X \xrightarrow{i} S^i \]

We use a technique from [PS94] to construct our example of a finite spectrum and a corresponding \( v_2 \) map. An advantage of using this technique is that along the way, we construct a spectrum which has a vanishing line in the \( E_2 \) page of the Adams spectral sequence that is, in some sense, parallel to \( v_2 \). As in [Mil81] for a \( v_1 \) map, if we are able to compute this \( E_2 \) page in a band around the vanishing line, that may lead to information about the homotopy of the mapping telescope \( v_2^{-1}Z_f \).

For this construction, and to ensure the vanishing line in Ext behaves in the expected manner, we will be working with modules over the Steenrod Algebra, and computing Margolis homology groups for these modules. We give a little background about these topics below.

**The Steenrod Algebra and its Dual**

Recall from [Ste62] that the mod 3 Steenrod Algebra, which we will denote \( A \), is the Hopf algebra of stable mod 3 cohomology operations. It is generated, as an algebra over \( \mathbb{Z}_3 \), by the Bockstein operation \( (\beta, \text{in degree 1}) \), and the reduced \( p \)-th power operations \( (P^i, \text{in degree } 4i) \), modulo \( P^0 = 1, \beta^2 = 0 \) and the Adem relations given below:

\[
P^aP^b = \sum_i (-1)^{a+1}\binom{2(b-i)-1}{a-3i}P^{a+b-i}P^i
\]
for $a < 3b$, and

$$P^a \beta P^b = \sum_i (-1)^{a+i} \binom{2(b - i)}{a - 3i} \beta P^{a+b-i} P^i$$

$$+ \sum_i (-1)^{a+i+1} \binom{2(b - i) - 1}{a - 3i - 1} P^{a+b-i} \beta P^i$$

for $a \leq 3b$.

Given these relations, we can write any monomial in $A$ in the form

$$\beta^{e_0} P^{s_1} \beta^{e_1} \ldots P^{s_k} \beta^{e_k}$$

where $e_i \in \{0, 1\}$, and $s_i \in \{0, 1, 2, \ldots \}$. We call the monomial admissible if $s_i \geq 3s_{i+1} + e_i$. These admissible monomials form a basis for $A$ as a $\mathbb{Z}_3$ vector space, that is, every element of $A$ can be written as a $\mathbb{Z}_3$ linear combination of admissible monomials.

The dual of the Steenrod algebra, $A^*$, is also a Hopf algebra, with a simpler multiplicative structure. Specifically, $A^*$ is a tensor product of a polynomial algebra on generators $\xi_k$ of degree $2 \cdot 3^k - 2$, and an exterior algebra on generators $\tau_k$ of degree $2 \cdot 3^k - 1$.

$$A^* = \mathbb{Z}_3[\xi_1, \xi_2, \ldots] \otimes E(\tau_0, \tau_1, \ldots)$$

Dualizing the basis for $A^*$ given by monomials in the $\{\xi_i\}$ and $\{\tau_j\}$ gives us another basis for $A$, called the Milnor basis. It contains elements $Q_i$ dual to $\tau_i$, and $P^*_t$ dual to $\xi^*_t$. 

Margolis Homology

Given a nilpotent element $x$ of $A$, we can view $x$ as a differential on any $A$ module. If $x^n = 0$ and $M$ is an $A$ module, then we can define the homology of $M$ with respect to $x$ by:

$$H_*(M; x) = \frac{\ker(x^{n-1})}{\text{im}(x)}$$

Remark 1.4. We note that there are other ways we could define the $x$ homology of a module $M$, depending on the value of $n$. For example, we could flip the powers and take

$$H'_*(M; x) = \frac{\ker(x)}{\text{im}(x^{n-1})}$$

Given a short exact sequence of $A$ modules, we get a long exact sequence in homology with respect to $x$. If $n = 2$, then this long exact sequence behaves as we expect. However, if $n > 2$, then our long exact sequence will alternate three terms of $H_*$ with three terms of $H'_*$. As in [Mar83], we focus on particular nilpotent elements of $A$ when defining this type of homology. Specifically, we consider the elements $Q_n$ and $P_s^t$ with $s < t$ from the Milnor basis of $A$. We know from [Mar83] that for these elements, we have $(Q_n)^2 = 0$ and $(P_s^t)^3 = 0$. We use the following notation in this paper:

Definition 1.5. Let $M$ be an $A$ module. For elements $Q_n \in A$ and $P_s^t \in A$ with $s < t$ define:

$$H_*(M; Q_n) = \frac{\ker(Q_n)}{\text{im}(Q_n)}, \quad H_*(M; P_s^t) = \frac{\ker((P_s^t)^2)}{\text{im}(P_s^t)}$$
In some sense, the Margolis homology of a bounded below A module M with respect to these particular differentials gives us a way to measure how close M is to being free over A. From [MW81], we have the following results:

- If $H_*(M; P^s_t) = 0$ for all $P^s_t \in A$ with $s < t$, and $H_*(M; Q_t) = 0$ for all $Q_t \in A$, then M is free over A.

- If $M$ is of finite type, $H_*(M; P^s_t) = 0$ for all $P^s_t \in A$ with $s < t$ and $p|P^s_t| < 2d$, and $H_*(M; Q_t) = 0$ for all $Q_t \in A$ with $|Q_t| < d$, then $\operatorname{Ext}^{s,t}_A(M, M)$ has a vanishing line of slope $d$.

$u_k$ Maps for A Modules

If $x$ is either a $Q_n$ or $P^s_t$ differential, then we define $C(x) \subseteq A$ to be the sub Hopf algebra generated by $x$. If $x = Q_n$, then $C(x) = E(x)$, an exterior algebra, and we can compute

$$\operatorname{Ext}^{*,*}_{C(x)}(\mathbb{Z}_3, \mathbb{Z}_3) = \mathbb{Z}_3[u]$$

The polynomial generator, $u$, is in bidegree $(1, |x|)$

Similarly, if $x = P^s_t$ with $s < t$, then $C(x) = \mathbb{Z}_3[x]/x^3$, a truncated polynomial algebra, and we can compute

$$\operatorname{Ext}^{*,*}_{C(x)}(\mathbb{Z}_3, \mathbb{Z}_3) = E[y] \otimes \mathbb{Z}_3[u]$$

Here, the exterior generator, $y$, is in bidegree $(1, |x|)$, and the polynomial generator, $u$, is in bidegree $(2, 3|x|)$. 
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These computations give rise to the notion of “slope” for these differentials, corresponding to multiplication in \((s,t)\) coordinates by the polynomial generators \(u\) in both cases. More precisely, we have

**Definition 1.6.** For each of these differentials \(Q_n\) and \(P_t^s\) with \(s < t\), we define the slope via the following formulas:

\[
    s(Q_n) = |Q_n|, \quad \text{and} \quad s(P_t^s) = \frac{3|P_t^s|}{2}
\]

The \(Q_n\) and \(P_t^s\) differentials can be linearly ordered by slope, and we let \(x_k\) denote the \(k\)th differential in this ordering. The first few of these differentials are given in Table 1. below.

**TABLE 1.** The first four differentials, ordered by slope

<table>
<thead>
<tr>
<th>(k)</th>
<th>(x_k)</th>
<th>element</th>
<th>(s(x_k))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(x_0)</td>
<td>(Q_0)</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>(x_1)</td>
<td>(Q_1)</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>(x_2)</td>
<td>(P_1^0)</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>(x_3)</td>
<td>(Q_2)</td>
<td>17</td>
</tr>
</tbody>
</table>

In computing Ext groups of \(A\) modules, we make use of the following lemma from [Mar83, Theorem 19.7] about the \(x_k\) differentials:

**Lemma 1.7.** Suppose \(M\) is a bounded below \(A\) module, with bottom degree \(m\), such that \(H_*(M; x_i) = 0\) for \(i \leq k\). Let \(B\) be the sub Hopf algebra of \(A\) containing \(\{x_0, x_1, \ldots, x_k\}\), and let \(d\) be the bottom nonzero degree of \(A/B\). Then \(M\) is free through degree \(d + m - 1\). That is, there is an surjection from a free \(A\) module to \(M\) such that the bottom degree of the kernel is in degree at least \(d + m\).

Specifically, if we are constructing a minimal resolution for a bounded below \(A\) module, \(M\), then the bottom degree of the first stage of the resolution will be
at least \( d + m \). Since free \( A \) modules have no \( x_i \) homology for any \( i \), there is an isomorphism between the \( x_i \) homology of \( M \) and of the kernel of the surjection. In particular, the \( x_i \) homology of the kernel vanishes for \( i \leq k \), so the kernel is also free through degree \( 2d + m - 1 \), and therefore the bottom degree of the second stage of the resolution must be at least \( 2d + m \). We can repeat this process inductively to see that the bottom degree of each stage of the resolution must increase by at least \( d \).

We use this fact several times. Given a module with vanishing \( x_0 \) (and \( x_1 \)) homology, the bottom nonzero degree of \( A/B \) will be 4, represented by \( P^1 \). Then the bottom degree in our minimal resolution for \( M \) will increase by at least 4 at each stage, giving us a vanishing line in \( \text{Ext}^{s,t}_A(M, \mathbb{Z}_3) \). For a module with vanishing \( x_0, x_1, \) and \( x_2 \) homology, the bottom degree of \( A/B \) will be 12, represented by \( P^3 \). Then the bottom degree in our minimal resolution for \( M \) will increase by at least 12 at each stage.

To each \( x_k \), we let \( u_k \) be the polynomial generator of \( \text{Ext}^{*,*}_{C(x_k)}(\mathbb{Z}_3, \mathbb{Z}_3) \). Recall that if \( x_k = Q_n \), then the bidegree of \( u_k \) is \( (1, 2 \cdot 3^n - 1) \), and if \( x_k = P^s_t \), then the bidegree of \( u_k \) is \( (2, 3[2 \cdot 3^t - 2]^{3^s}) \). The following definition gives us a connection between these elements of \( \text{Ext} \) and self maps of spectra. It utilizes the fact that the inclusion \( C(x_k) \hookrightarrow A \) gives a map of algebras \( \text{Ext}^{*,*}_A(M, M) \rightarrow \text{Ext}^{*,*}_{C(x_k)}(M, M) \).

**Definition 1.8** (Definition 2.4 from [PS94]). Given an \( A \) module \( M \), we say that \( f \in \text{Ext}^{*,*}_A(M, M) \) is a \( u^i_k \)-map of \( M \) if \( f \) restricts to \( u_k^i \otimes 1_M \in \text{Ext}^{*,*}_{C(x_k)}(M, M) \). Similarly, a spectrum \( X \) has a \( u^i_k \)-map if there is an element \( g \in [X, X] \) which is represented at the \( E_2 \) term of the Adams spectral sequence by a \( u^i_k \)-map of \( H^*(X) \).
Remark 1.9. The restriction map mentioned in this definition comes from the fact that $A$ is a free $C(x_k)$ module [MM65], so a free $A$ resolution of $M$ is automatically a free $C(x_k)$ resolution of $M$ as well. Thus, our inclusion $C(x_k) \hookrightarrow A$ gives us the restriction map $\text{Ext}^{s,t}_A(M, M) \to \text{Ext}^{s,t}_{C(x_k)}(M, M)$.

To build the element $u^i_k \otimes 1_M$ that we will need for comparisons, we begin with the minimal $C(x_k)$ resolution of $\mathbb{Z}_3$:

$$
\mathbb{Z}_3 \leftarrow C(x_k) \leftarrow \Sigma^d C(x_k) \leftarrow \ldots
$$

where the suspension $d$ depends on the type of differential. Then the element $u^i_k$ is represented by a map from an appropriate (either $i$ or $2i$) stage of the resolution to $\Sigma^{i,s(x_k)} \mathbb{Z}_3$.

If we then tensor this resolution on the right by $M$, we get a $C(x_k)$ resolution of $M$:

$$
\mathbb{Z}_3 \otimes M \leftarrow C(x_k) \otimes M \leftarrow \Sigma^d C(x_k) \otimes M \leftarrow \ldots
$$

Then the element $u^i_k \otimes 1_M$ is represented by the element mapping from the same stage of the resolution to $\Sigma^{i,s(x_k)} \mathbb{Z}_3 \otimes M$, which is $u^i_k$ on the first factor, and the identity on the second factor.

We will see in the next section the importance of these $u_k$ maps. In particular, Lemma 1.12 illustrates the relationship between $u_k$ maps on certain types of spectra and $v_n$ maps on related finite spectra.

Stably Finite Spectra and $v_n$ Maps

In constructing our $u^i_k$ maps, we will be working with a special category of spectra as defined in [PS94].
**Definition 1.10.** The category of *stably finite* $p$-local spectra is the thick subcategory of $p$-local spectra generated by finite spectra and locally finite generalized mod $p$ Eilenberg-MacLane spectra (i.e. bounded below generalized $\mathbb{Z}_p$ Eilenberg-MacLane spectra with finitely many homotopy groups in each dimension).

In particular, we know that the cohomology of such a stably finite $p$-local spectrum will be an $A$ module of finite type.

Instead of directly constructing a $v_2$ self map on a finite spectrum, we instead create a stably finite spectrum with an appropriate $u^i_k$ map, and take advantage of a nice relationship between $u_k$ maps and $v_n$ maps whenever $x_k = Q_n$. In particular, we use the following results to see that such a constructed $u^i_k$ map induces a $v_n$ map on a related finite spectrum.

**Lemma 1.11** (Lemma 3.1 from [PS94]). *Suppose that $W$ is a spectrum, $M$ is a finite spectrum, and there is a map $g : W \to M$ such that the fiber of $g$ has a finite Adams resolution. If $W$ has a self map $f$, then $M$ has an associated self map $\bar{f}$ such that $gf = \bar{f}g$."

The proof of this Lemma essentially boils down to the fact that $[K, M] = 0$ if $K$ is an Eilenberg-MacLane spectrum, a result from [Mar74].

Thus, once we have found our stably finite spectrum with a $u^i_k$ map, we simply need to find a map from it to an appropriate finite spectrum. We then use the following result to show that the induced map on the finite spectrum is actually a $v_n$ map. This result comes from the proof of Corollary 3.5 in [PS94]
Lemma 1.12. Suppose that $x_k = Q_n$, and that $W$ is a stably finite spectrum with a $u_k$ map, $f$. Then $K(n)_*(f)$ is an isomorphism, and if $M$ is a finite spectrum with a map $g : W \to M$ whose fiber has a finite Adams resolution, then the self map $\bar{f}$ on $M$ associated to $f$ is a $v_n$ map.

At $p = 3$, since $x_3 = Q_2$, we will need to find a stably finite spectrum with a $u_3^i$ map for some $i$, along with a suitable map to some finite spectrum. Then by appealing to this Lemma, we have the desired $v_2$ map on a finite spectrum.

To find such a $u_3$ map, we use one further result about stably finite spectra:

Proposition 1.13 (Proposition 2.8 from [PS94]). If $X$ is a stably finite $p$-local spectrum such that $H_*(H^*(X); x_j) = 0$ for $j < k$ and $H_*(H^*(X); x_k) \neq 0$, then $X$ has a $u_k^i$-map for some $i \geq 1$.

This means that we will need to construct a spectrum whose cohomology has no homology with respect to the differentials $x_0, x_1,$ and $x_2$. We construct such a spectrum by starting with one that has no $x_0$ homology, and iteratively killing off the $x_1$ and $x_2$ homology by taking the cofibers of maps that are isomorphisms with respect to $x_1$ and $x_2$ homology. The resulting spectrum, which we denote $Z$ below, will then be guaranteed to have a $u_3^i$ map for some $i$. 
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CHAPTER II

A RESULT ABOUT $U_K$ SELF MAPS AND $X_K$ HOMOLOGY

Before proceeding to the construction of our self maps, we prove a result about $x_k$ homology and its connection with $u_k$ maps.

General Results

The following two lemmas help us to identify $u_k$ self maps. We do not need to restrict to the $p = 3$ case for these two results. Given a stably finite spectrum, $W$, we use the proposition below in order to be able to work with the $x_k$ homology of $H^*(W)$.

Proposition 2.1. If $W$ is a stably finite spectrum, then $H_*(H^*(W); x_k)$ will be a finite dimensional vector space over $\mathbb{Z}_p$.

Proof. Suppose that $W$ is a stably finite spectrum. If $W$ is finite, then $H^*(W)$ is finite, and thus $H_*(H^*(W); x_k)$ is finite as well. If $W$ is a generalized Eilenberg-MacLane spectrum, then its cohomology is a sum of copies of $A$, which has no $x_k$ homology. Otherwise, $W$ is obtained by a finite number of cofibrations involving finite spectra and generalized Eilenberg-MacLane spectra. By examining the long exact sequences in $x_k$ homology, we can see that $H_*(H^*(W); x_k)$ will be finite dimensional as a vector space over $\mathbb{Z}_p$. 

We make use of the first lemma below to take advantage of this fact. We will use this later to determine that certain maps we create are $u_k$ maps.
Lemma 2.2. Let $V$ and $V'$ be finite dimensional vector spaces over a field $F$. If $R$ is an augmented $F$ algebra, then we have an isomorphism:

$$\operatorname{Ext}^*_R(V, V') \cong \operatorname{Ext}^*_R(F, F) \otimes \operatorname{Hom}(V, V')$$

(2.1)

Further, this isomorphism is natural with respect to Yoneda multiplication.

In the context of this Lemma, we view the vector spaces $V$ and $V'$ as trivial $R$ modules, that is $R$ acts through its augmentation $\varepsilon : R \to F$.

Proof. To first prove isomorphism (2.1), we pick bases $I$ and $J$ for $V$ and $V'$, respectively. By assumption, $I$ and $J$ are finite. By writing $V$ and $V'$ as direct sums of copies of $F$, we can use the properties of Ext to then write an isomorphism:

$$\operatorname{Ext}^*_R(V, V') \cong \bigoplus_{I, J} \operatorname{Ext}^*_R(F, F)$$

This, in turn, gives us the isomorphism

$$\bigoplus_{I, J} \operatorname{Ext}^*_R(F, F) \cong \operatorname{Ext}^*_R(F, F) \otimes \operatorname{Hom}(V, V')$$

This establishes (2.1); it remains to show that it is natural with respect to Yoneda multiplication in Ext. To do this, we need to describe the isomorphism of (2.1). Using our chosen bases, an element of $\operatorname{Hom}(V, V')$ is a matrix with entries in $F$. Let $E_{i,j}$ be the matrix that is 0 in all entries except the $(i, j)$ entry, which is 1. So $E_{i,j}$ takes the $i$th basis element of $V$ to the $j$th basis element of $V'$ and is zero on the other basis elements of $V$. Consider the $i$th projection map $\pi_i : V \to F$, and the $j$th inclusion map $f_j : F \to V'$. Combining these maps with the functoriality of Ext (contravariant in the first position, and covariant in the second), we have a
map $E_{i,j} : \text{Ext}_R(F, F) \to \text{Ext}_R(V, V')$. Then the image of $x \otimes E_{i,j}$ under the map $\text{Ext}_R(F, F) \otimes \text{Hom}(V, V') \to \text{Ext}_R^s(V, V')$ from (2.1) is $E_{i,j}(x)$.

We then look at the following diagram, for finite dimensional $F$-vector spaces $V, V', V''$, and show that it commutes:

\[
\begin{array}{ccc}
\text{Ext}_R^s(V, V') \otimes \text{Ext}_R^{s'}(V', V'') & \longrightarrow & \text{Ext}_R^{s+s'}(V, V'') \\
\downarrow & & \downarrow \\
\text{Ext}_R^s(F, F) \otimes \text{Hom}(V, V') \otimes \text{Ext}_R^{s'}(F, F) \otimes \text{Hom}(V', V'') & \longrightarrow & \text{Ext}_R^{s+s'}(F, F) \otimes \text{Hom}(V, V'')
\end{array}
\] (2.2)

We start with an element $x \otimes E_{i,j} \otimes y \otimes E_{j',k}$ in the bottom left corner. Going up, we have $E_{i,j}(x) \otimes E_{j',k}(y)$. We then need to describe the product of these two elements of Ext. To do this, we take some $R$ resolution of the field $F$

\[
F \leftarrow B_0 \leftarrow B_1 \leftarrow \ldots
\] (2.3)

Then the element $x$ is represented by a map $\tilde{x} : B_s \to F$, and $y$ by a map $\tilde{y} : B_{s'} \to F$. In particular, since $B_s$ is projective, and the map $B_0 \to F$ is surjective, we can lift $\tilde{x}$ to $\tilde{x}_0$, a map $B_s \to B_0$
We can then lift this map \( s' \) additional times to \( \tilde{x}_{s'} : B_{s+s'} \to B_{s'} \). The product \( xy \) in \( \text{Ext} \) is then represented by the composition \( \tilde{y} \circ \tilde{x}_{s'} \) as shown along the top of the diagram below.

\[
\begin{array}{c}
B_{s+s'} \xrightarrow{\tilde{x}_{s'}} B_{s'} \\
\downarrow \quad \downarrow \\
\vdots \quad \vdots \\
B_s \xrightarrow{\tilde{x}_0} B_0 \\
\downarrow \quad \downarrow \\
\tilde{x} \quad \tilde{x} \quad \tilde{x} \\
\downarrow \\
F \\
\end{array}
\]

We can use (2.3) to create particular resolutions of \( V, V', V'' \) by tensoring on the right by those vector spaces. We can then represent \( E_{i,j}(x) \) and \( E_{j',k}(y) \) by maps

\[
\tilde{x} \otimes E_{i,j} : B_s \otimes V \to F \otimes V' \quad \tilde{y} \otimes E_{j',k} : B_{s'} \otimes V' \to F \otimes V''
\]

Then, the product of \( E_{i,j}(x) \otimes E_{j',k}(y) \) is given by the composition along the top of the following diagram:

\[
\begin{array}{c}
B_{s+s'} \otimes V \xrightarrow{\tilde{x}_{s'} \otimes E_{i,j}} B_{s'} \otimes V' \xrightarrow{\tilde{y} \otimes E_{j',k}} F \otimes V'' \\
\downarrow \quad \downarrow \quad \downarrow \\
\vdots \quad \vdots \quad \vdots \\
B_s \otimes V \xrightarrow{\tilde{x}_0 \otimes E_{i,j}} B_0 \otimes V' \\
\downarrow \quad \downarrow \quad \downarrow \\
\tilde{x} \otimes E_{i,j} \quad \tilde{x} \otimes E_{i,j} \quad \tilde{x} \otimes E_{i,j} \\
\downarrow \quad \downarrow \quad \downarrow \\
F \otimes V' \\
\end{array}
\] (2.4)
The composition of these maps in (2.4) gives $E_{i,k}$ on the right factor exactly when $j = j'$, otherwise the composition of the vector space maps is 0. Thus, the product of our two ext elements is just $E_{i,k}(xy)$ when $j = j'$ and 0 otherwise.

Going to the right in diagram (2.2), we have $xy \otimes E_{i,j}E_{j',k}$. The product of matrices on the right is $E_{i,k}$ when $j = j'$, and 0 otherwise. As in our description of the isomorphism (2.1), we know the image of this element will be $E_{i,k}(xy)$ when $j = j'$ and 0 otherwise. This coincides with the image from the other path around the square, so we can conclude that it commutes.

From this, we can conclude that our isomorphism (2.1) is natural with respect to the Yoneda multiplication in Ext. □

As we saw in Definition 1.8, $u_k$ maps on $M$ are defined by their restriction to $\text{Ext}_{C(x_k)}(M, M)$. Our goal in this chapter is to establish a connection between $u_k$ maps on $M$ and the $x_k$ homology of $M$. The following lemma assists us in computing these Ext groups in the case that $x_k = Q_n$ for some $n$. This result holds for any prime, not just $p = 3$. Recall that in this situation the sub Hopf algebra $C(x_k)$ is exterior.

**Lemma 2.3.** Let $p$ be a prime, and $A$ the mod $p$ Steenrod algebra. Let $x_k = Q_n \in A$ for some $n$, and let $M$ and $M'$ be bounded below $A$ modules with finitely generated $x_k$ homology. Then, for $s \geq 1$, we have an isomorphism

$$\text{Ext}_{C(x_k)}^{s,t}(M, M') \cong \mathbb{Z}_p[u_k] \otimes \text{Hom}(V, V'),$$

which is natural with respect to the two modules, and where $V = H_s(M; x_k)$, and $V' = H_s(M'; x_k)$.  
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Proof. We first decompose $M = W \oplus V$, and $M' = W' \oplus V'$, where $W$ and $W'$ are free $C(x_k)$ module [Mar83, Theorem 15.20 a]. We can then use this to decompose $\text{Ext}(M, M')$ in the following way:

$$\text{Ext}_{C(x_k)}^{s,t}(M, M') \cong \text{Ext}_{C(x_k)}^{s,t}(W, W') \oplus \text{Ext}_{C(x_k)}^{s,t}(W, V')$$

$$\oplus \text{Ext}_{C(x_k)}^{s,t}(V, W') \oplus \text{Ext}_{C(x_k)}^{s,t}(V, V')$$

(2.6)

We know that $C(x_k)$ is injective as a $C(x_k)$ module. Then a direct sum of copies of $C(x_k)$ is also injective [Mar83, Theorem 15.27 c], so $W'$ is injective. Also, $W$ is clearly projective, so for $s \geq 1$, the first three terms on the right side of (2.6) are 0, giving us

$$\text{Ext}_{C(x_k)}^{s,t}(M, M') \cong \text{Ext}_{C(x_k)}^{s,t}(V, V')$$

(2.7)

Then, we know (2.7) is a natural isomorphism, coming from the naturality of the Yoneda product and the maps $M \to V$ and $V' \to M'$. We can now appeal to Lemma 2.2 to establish the natural isomorphism:

$$\text{Ext}_{C(x_k)}(V, V') \cong \text{Ext}_{C(x_k)}(\mathbb{Z}_p, \mathbb{Z}_p) \otimes \text{Hom}(V, V') \cong \mathbb{Z}_p[u_k] \otimes \text{Hom}(V, V')$$

A similar result about $\text{Ext}$ over $C(x_k)$ when $x_k = P^*_t$ would be helpful, but we do not have such a result.

Main Theorem

We return here to the specific case that $p = 3$, and that $A$ denotes the mod 3 Steenrod algebra.
Before stating the next theorem, we introduce a bit of notation. Let $M$ be an $A$ module, and let $P_\bullet$ be a projective $A$ resolution of $M$. Then, given an element $\alpha \in \text{Ext}^{s,t}_A(M,M)$, $\alpha$ is represented by one or more maps $f : P_s \to \Sigma^t M$. This map $f$ induces a map $\bar{f}$ defined to make the lower right triangle in the diagram below commute:

\[
\begin{array}{ccccccccc}
M & \stackrel{\partial_0}{\leftarrow} & \cdots & \stackrel{\partial_{s-1}}{\leftarrow} & P_{s-1} & \stackrel{\partial_s}{\leftarrow} & P_s & \stackrel{\partial_{s+1}}{\leftarrow} & \cdots \\
 & & \downarrow & & \downarrow & & \downarrow & & \\
& & \ker(\partial_{s-1}) & & f & & \Sigma^t M \\
& & & & \bar{f} & & \\
\end{array}
\]

**Theorem 2.4.** Let $M$ be a stably finite $A$ module such that $H_*(M; x_m) = 0$ for $m < k$, and $H_*(M; x_k) \neq 0$. Using the same notation as above, let $\alpha \in \text{Ext}^{s,t}_A(M,M)$. Then some power of $\alpha$ is a $u_k^i$ map if, and only if, the induced map $\bar{f} : \ker(\partial_{s-1}) \to \Sigma^t M$ is an isomorphism on $x_k$ homology.

**Proof.** The “only if” direction of this proof comes from [PS94, Proposition 2.7]. We must still prove that if the induced map $\bar{f} : \ker(\partial_{s-1}) \to \Sigma^t M$ is an isomorphism on $x_k$ homology, then some power of $\alpha$ is a $u_k^i$ map for some $i$. We proceed by considering two cases, $x_k = Q_n$, and $x_k \neq Q_n$.

**Case 1.** $x_k = Q_n$ for some $n$

As in Remark 1.9, our free $A$ resolution is also a free $C(x_k)$ resolution, so we can consider the image of $\alpha$ in $\text{Ext}^{s,t}_{C(x_k)}(M,M)$.

Let $V = H_*(M; x_k)$ be the $x_k$ homology of $M$. Consider the short exact sequence

\[
0 \to \ker(\partial_0) \to P_0 \xrightarrow{\partial_0} M \to 0
\]
Since $P_0$ is free over $A$, it must have zero $x_k$ homology. Thus, by examining the long exact sequence in $x_k$ homology, we see that

$$H_*(\ker(\partial_0); x_k) = \Sigma^{(x_k)} V$$

Repeating this argument $s - 1$ more times, we have that

$$H_*(\ker(\partial_{s-1}); x_k) = \Sigma^{s(x_k)} V$$

Then, by assumption $\tilde{f}$ gives us an isomorphism $\hat{f} : \Sigma^{s(x_k)} V \to \Sigma^{t} V$.

By Lemma 2.3, we know that

$$\text{Ext}_{C(x_k)}(M, M) \cong \mathbb{Z}_3[u_k] \otimes \text{Hom}_{\mathbb{Z}_3}(V, V).$$

Under the isomorphism outlined in this lemma, we can see that $\alpha$ maps to $u_k^s \otimes \hat{f}$.

Since $M$ is assumed to be stably finite, $V$ is finitely generated as a vector space. Thus, some power of $\hat{f}$ is the identity on $V$, and we can conclude that some power of $\alpha$ restricts to $u_k^i \otimes 1$ for some $i$, that is, some power of $\alpha$ is a $u_k^i$ map.

**Case 2.** $x_k \neq Q_n$

For this case, we note that we must have $s$ even, this is the only opportunity for us to have an isomorphism on $x_k$ homology.

Our subalgebra $C(x_k)$ is equal to $\mathbb{Z}_3[x_k]/x_k^3$. Since $C(x_k)$ is a graded PID, we can describe graded, finitely generated $C(x_k)$ modules using the graded, cyclic module $\mathbb{Z}_3$, $B = C(x_k)/(x_k^2)$, and $C(x_k)$. We then decompose $M$, as a $C(x_k)$
module, that is, for some index sets $I, J, L$, we can write:

$$M = \bigoplus_{i \in I} \Sigma^{a_i} C(x_k) \oplus \bigoplus_{j \in J} \Sigma^{b_j} B \oplus \bigoplus_{\ell \in L} \Sigma^{c_\ell} \mathbb{Z}_3$$

The $x_k$ homology of $M$ comes from the copies of $B$ and $\mathbb{Z}_3$ in this decomposition, and since $M$ is stably finite, there are finitely many copies of $B$ and $\mathbb{Z}_3$. We assume, without loss of generality, that these factors are ordered by suspension, that is $b_j \leq b_{j+1}$ and $c_\ell \leq c_{\ell+1}$. Let $W = H_*(M; x_k)$.

Similarly to the previous case, we compute the $x_k$ homology of $\ker(\partial_{s-1})$ in our resolution of $M$. Consider the $A$ resolution where

$$P_0 = \bigoplus_{i \in I} \Sigma^{a_i} A \oplus \bigoplus_{j \in J} \Sigma^{b_j} A \oplus \bigoplus_{\ell \in L} \Sigma^{c_\ell} A$$

Then, as a $C(x_k)$ module, we have

$$\ker(\partial_0) = \bigoplus_{j \in J} \Sigma^{b_j + 2|x_k|} \mathbb{Z}_3 \oplus \bigoplus_{\ell \in L} \Sigma^{c_\ell + |x_k|} B \oplus \bigoplus_{I'} C(x_k)$$

The copies of $C(x_k)$ do not contribute to the $x_k$ homology, so we do not keep track of their suspensions.

At the next stage of the resolution, $\ker(\partial_1)$ can be computed similarly, with

$$\ker(\partial_1) = \Sigma^{|x_k|} \left( \bigoplus_{j \in J} \Sigma^{b_j} B \oplus \bigoplus_{\ell \in L} \Sigma^{c_\ell} \mathbb{Z}_3 \right) \oplus \bigoplus_{I''} C(x_k)$$

as a $C(x_k)$ module. Specifically, this tells us that

$$\Sigma^{|x_k|} H_*(M; x_k) \cong H_*(\ker(\partial_1); x_k)$$
This process generalizes, and we can describe \( \ker(\partial_{s-1}) \). Since \( s - 1 \) is odd, we know that \( \ker(\partial_{s-1}) \) will have a copy of \( B \) for each copy of \( B \) in \( M \), and a copy of \( \mathbb{Z}_3 \) for each copy of \( \mathbb{Z}_3 \) in \( M \). Each of these copies is shifted by up by \( s \cdot 3|x_k|/2 \). Since only the \( B \)'s and \( \mathbb{Z}_3 \)'s contribute to the \( x_k \) homology, and the relative distance between the suspensions are not changed, we have that

\[
H_*(\ker(\partial_{s-1}); x_k) = \Sigma^{s\cdot 3|x_k|/2} W = \Sigma^{s\cdot 3|x_k|/2} H_*(M; x_k)
\]

We are assuming \( \bar{f} \) gives us an isomorphism \( \hat{f}: \Sigma^{s\cdot 3|x_k|/2} W \to \Sigma' W \).

Since \( \bar{f} \) is an \( A \) module map, it is also a \( C(x_k) \) module map. Recall that the \( x_k \) homology of our modules comes from the generator in each copy of \( B \), and from the generator in each copy of \( \mathbb{Z}_3 \). To help us describe the effect of the map \( \bar{f} \), we rewrite our decomposition of the module \( M \) as \( M = C \oplus D \oplus E \), where \( C \) is a sum of copies of \( C(x_k) \), \( D \) is a sum of copies of \( B \), and \( E \) is a sum of copies of \( \mathbb{Z}_3 \).

If \( g : \mathbb{Z}_3 \to B \) is a map of \( C(x_k) \) modules, then we must have \( g(1) = \lambda x \) for some \( \lambda \in \mathbb{Z}_3 \). Therefore, since \( \bar{f} \) is a map of \( C(x_k) \) modules, then the composition

\[
\Sigma^{s\cdot 3|x_k|/2} E \hookrightarrow C' \oplus \Sigma^{s\cdot 3|x_k|/2} (D \oplus E) \xrightarrow{\bar{f}} \Sigma'(C \oplus D \oplus E) \rightarrow \Sigma'D
\]

must land in \( x_k \cdot \Sigma'D \). Here, \( C' \) denotes a sum of copies of \( C(x_k) \). This composition is then 0 in \( x_k \) homology. Thus, since \( \bar{f} \) induces an isomorphism in \( x_k \) homology, the composition

\[
\Sigma^{s\cdot 3|x_k|/2} E \hookrightarrow C' \oplus \Sigma^{s\cdot 3|x_k|/2} (D \oplus E) \xrightarrow{\bar{f}} \Sigma'(C \oplus D \oplus E) \rightarrow \Sigma'E
\]
must be an isomorphism. Similarly, the composition

$$\Sigma^{s \cdot 3|x_k|/2} D \hookrightarrow C' \oplus \Sigma^{s \cdot 3|x_k|/2} (C \oplus D \oplus E) \xrightarrow{\bar{f}} \Sigma'(C \oplus D \oplus E) \twoheadrightarrow \Sigma' D$$

can be written as a matrix of the form $P + x_k \cdot Q$, where $P$ is invertible.

We must show that some power of $\bar{f}$ is the identity on $x_k$ homology. To do this, we represent $\bar{f}$ as a block matrix:

$$F = \begin{bmatrix} P & Q \\ R & S \end{bmatrix}$$

where $P$ represents the part of the map sending copies of $B$ to copies of $B$, $R$ represents the part sending copies of $B$ to copies of $\mathbb{Z}_3$, $Q$ represents the part sending copies of $\mathbb{Z}_3$ to copies of $B$, and $S$ represents the part sending copies of $\mathbb{Z}_3$ to copies of $\mathbb{Z}_3$. In particular, we know that the blocks on the diagonal ($P$ and $S$) are isomorphisms, and thus invertible over $C(x_k)$.

Further, based on our ordering of the suspensions in the decomposition, we can say a little more about the structure of the blocks. $P$ is an upper block triangular matrix, where the blocks along the diagonal are invertible over $\mathbb{Z}_3$, with the size of these blocks determined by the number of copies of $B$ with the same suspension. Blocks above the diagonal may contain multiples of $x_k$ when the suspensions of copies of $B$ differ by $|x_k|$. Otherwise, they are all zero. Similarly, $S$ is a block diagonal matrix, with the nonzero blocks along the diagonal being invertible over $\mathbb{Z}_3$. We can also describe $R$ as a block matrix containing only elements of $\mathbb{Z}_3$, and $Q$ is a block matrix containing multiples of $x_k$. 
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Then, we can write $F = N + Tx_k$, where $N$ and $T$ are matrices over $\mathbb{Z}_3$. In addition, $N$ is a lower triangular block matrix over $\mathbb{Z}_3$, with invertible blocks along the diagonal. Thus, $N$ is invertible over $\mathbb{Z}_3$. $Tx_k$ is a matrix over the augmentation ideal of $C(x_k)$. Since this augmentation ideal is nilpotent, this is enough to guarantee that $F$ is invertible over $C(x_k)$. Then, because the group of invertible matrices over $\mathbb{Z}_3$ is finite, there is some power $m$ such that $F^m = I$. This means that $(\hat{f})^m$ is the identity on $x_k$ homology.

We must now show that the restriction of $\alpha^m$ to $\text{Ext}^{ms,mt}_{C(x_k)}(M, M)$ is equivalent to $u^{ms/2} \otimes 1_M$. From above, we know that

$$\ker(\partial_{ms-1}) = C' \oplus \Sigma^{ms-3|x_k|/2}(D \oplus E)$$

where $C'$ is a large sum of copies of $C(x_k)$. Further, $P_{ms}$ can be interpreted as a free $C(x_k)$ module with a copy of $C(x_k)$ mapping surjectively onto each summand of $D$ and $E$.

Let $Q_{\bullet}(M)$ be the $C(x_k)$ resolution of $M$ as described in Remark 1.9, and denote the differentials $\partial'_i : Q_i \to Q_{i-1}$. We claim that

$$\ker(\partial'_{ms-1}) = \Sigma^{ms-3|x_k|/2}(D \oplus E). \quad (2.8)$$

We can decompose each stage of $Q_{\bullet}$ as:

$$C(x_k) \otimes M \cong \bigoplus (C(x_k) \otimes C(x_k)) \bigoplus (C(x_k) \otimes B) \bigoplus (C(x_k) \otimes \mathbb{Z}_3)$$
As $C(x_k)$ modules, we have

$$C(x_k) \otimes B \cong C(x_k) \oplus \Sigma^{x_k}C(x_k).$$

We note that $Q_\bullet(M \oplus N) = Q_\bullet(M) \oplus Q_\bullet(N)$. In particular $Q_\bullet(B)$ is

$$\mathbb{Z}_3 \otimes B \xleftarrow{\partial_0'} C(x_k) \otimes B \xrightarrow{\partial_1} \Sigma^{x_k}C(x_k) \otimes B \xrightarrow{\partial_2} \Sigma^{3|x_k|}C(x_k) \otimes B \leftarrow \ldots$$

Here, the kernel of $\partial_0'$ is isomorphic, as a $C(x_k)$ module, to $\Sigma^{x_k}C(x_k)$. Similarly, the kernel of $\partial_1'$ is isomorphic, as a $C(x_k)$ module, to $\Sigma^{3|x_k|}B$.

Then $Q_2(B)$ is a copy of $C(x_k)$ mapping surjectively onto this copy of $B$. A similar argument holds for the $Q_\bullet(\mathbb{Z}_3)$.

This pattern repeats every two stages of the resolution, so that

$$\ker(\partial_{2n-1}') = \Sigma^{2n-3|x_k|/2}(D \oplus E)$$

and $Q_{2n}$ has a copy of $C(x_k)$ mapping surjectively onto each summand of $D$ and $E$.

This shows our claim in (2.8) is true.

To finish the proof, we must construct a map between $Q_\bullet(M)$ and $P_\bullet$ to show that our two Ext elements are equivalent. We take the map that sends the copy of $C(x_k)$ in $Q_{ms}$ mapping to a particular summand of $\ker(\partial'_{ms-1})$ isomorphically to the copy of $C(x_k)$ in $P_{ms}$ mapping onto the same summand of $\ker(\partial_{ms-1})$.

Then the composition of this map and $f$ is the same as $u_k^m \otimes 1$, so $\alpha^m$ is a $u_k^{ms/2}$ map.

Now, for a spectrum $X$, we can construct an Adams resolution for $X$. For a more thorough description, see [Rav03, Definition 2.1.3]. Let $X_i$ be the $i$th stage of
the Adams resolution, where $X_0 = X$. Given a self map $g : \Sigma^d X \to X$ coming from an element of $\text{Ext}_A^{s,d+s}(H^s(X), H^s(X))$, we can lift $g$ to a map $\bar{g} : \Sigma^d X \to X_s$. This also gives us a map in cohomology $\bar{g}^* H^s(X_s) \to H^s(\Sigma^d X)$.

**Theorem 2.5.** Let $X$ be a stably finite $p$-local spectrum, $H_*(H^*(X); x_m) = 0$ for $m < k$, and $H_*(H^*(X); x_k) \neq 0$, and let $f : \Sigma^d X \to X$ come from an element $\alpha \in \text{Ext}_A^{s,d+s}(H^*(X), H^*(X))$. Then some power of $\alpha$ is a $u_k$ map if and only if $\bar{f}^*$ is an isomorphism on $x_k$ homology.

**Proof.** An Adams resolution of $X$ gives a resolution, $P_\bullet$ of $H^*(X)$ by free $A$ modules. In this correspondence, we have that $\ker(\partial_i) \cong \Sigma^i H^*(X_{i+1})$. Then, $\bar{f}^*$ corresponds to a map $\ker(\partial_{s-1}) \to \Sigma^d H^*(X)$. Now apply Theorem 2.4 with $M = H^*(X)$.

\qed
CHAPTER III

CONSTRUCTING $U_K$ MAPS

General Strategy for Constructing $u_k$ Maps

In this chapter, we detail the construction of our $u_1$, $u_2$, and $u_3$ maps and the spectra on which they give us the desired self maps. Each of these three constructions follows the same general pattern, and we will refer back to the following numbered steps during our construction.

Step 0: Begin with a spectrum $X$ such that $H^i(H^*(X);x_j) = 0$ for $j < k$. By proposition 1.13, $X$ will have a $u_k^i$ map for some $i$.

Step 1: Construct a minimal resolution for the cohomology of the spectrum as an $A$ module.

Step 2: Construct an element of $\text{Ext}_A$ in the appropriate bidegree to be a $u_k$ map.

Step 3: Appeal to theorem 2.4 to show that some power of this map is a $u_k^i$ map.

Step 4: Show that this element survives the Adams Spectral Sequence to give a self map on the corresponding spectrum.

Step 5: Lift the self map up the Adams tower for the spectrum.

Step 6: Take the cofiber of this lifted map to generate the spectrum for the next iteration. The cohomology of this new spectrum will have no $x_j$ homology for $j < k + 1$. To prepare for the next iteration of this process, we describe the $A$ module structure of the cohomology of this newly created spectrum.
The last two steps are not required with our $u_3$ map, as we do not construct a $u_4$ map.
Constructing a $u_1$ Map

**Step 0:** We start with the mod 3 Moore spectrum $M(3)$. As a module over $A$, $H^*M(3)$ has no $x_0 = \beta$ homology. We hope to find a self map of $M(3)$ that is a power of $u_1$. It will turn out that this $u_1$ map is the $v_1$ map on $M(3)$ as seen in [Mil81].

**Step 1:** As outlined above, we start by computing $\text{Ext}_{A}^{s,t}(H^*(M(3)), H^*(M(3)))$ using a minimal resolution of $H^*(M(3))$ in order to find a candidate for a $u_1$ map. A calculation by hand shows the beginnings of this minimal resolution as follows.

$$H^*(M(3)) \xleftarrow{\partial_0} P_0 = A \xleftarrow{\partial_1} P_1 = \Sigma^4 A \oplus \Sigma^5 A \oplus \Sigma^{12} A \oplus \cdots \xleftarrow{\partial_2} P_2 = \Sigma^9 A \oplus \cdots \xleftarrow{\partial_3} \cdots$$

**Step 2:** Now that we have the minimal resolution, we can construct our candidate $u_1$ map. Since the polynomial generator $u_1$ is in bidegree $(1,5)$ as described in Section 1.5, we are looking for an $A$ module map $P_1 \to \Sigma^5 H^*(M(3))$ to generate an element of $\text{Ext}_{A}^{1,5}(H^*(M(3)), H^*(M(3)))$.

We have such a map $f \in \text{Hom}^5(P_1, H^*(M(3)))$, which is unique up to scalar multiplication, sending $(0,1,0,\ldots) \mapsto 1$ and sending all other generators of $P_1$ to 0. For dimensional reasons $f \circ \partial_2 = 0$, and similarly, since $\text{Hom}^5(P_0, H^*(M(3))) = 0$, $f \notin \text{im}(\partial_1^*)$. Thus, $f$ gives us a nonzero element $\alpha \in \text{Ext}_{A}^{1,5}(H^*(M(3)), H^*(M(3)))$.

**Step 3:** We claim that this Ext element is our $u_1$ map, and we’d like to be able to use Theorem 2.4 to prove this.

**Proposition 3.1.** The map $f$ described above induces a map $\tilde{f} : \ker(\partial_0) \to \Sigma^5 H^*(M(3))$ which is an isomorphism on $x_1$ homology.
Proof. We start by noting that the map $\tilde{f}$ is well defined, as the $A$ module generators of $\ker(\partial_0)$ have unique lifts in $P_1$. Since $\partial_0$ maps 1 to 1 and $\beta$ to $\beta$, then $\ker(\partial_0)$ is just a copy of $A$ with these bottom two classes removed. As an $A$ module, the generators in the lowest dimension of $\ker(\partial_0)$ are $P^1$ in dimension 4 and $P^1\beta$ in dimension 5. Then, the generator $(1,0,0,\ldots) \in P_1$ is mapped via the surjection to the element $P^1$ in the kernel, and the generator $(0,1,0,\ldots) \in P_1$ is mapped to $P^1\beta$ in the kernel. This tells us that

$$
\tilde{f}(P^1) = f(1,0,0,\ldots) = 0
$$

$$
\tilde{f}(P^1\beta) = f(0,1,0,\ldots) = 1
$$

The $x_1$ homology of $H^*(M(3))$ is generated by each of the nonzero cohomology classes, 1 and $\beta$. The $x_1$ homology of $\ker(\partial_0)$ is generated by the classes $P^1\beta - \beta P^1$ in dimension 5, and $\beta P^1P^1\beta$ in dimension 6, that is:

$$
H_*(\ker(\partial_0)); x_1) = \langle P^1\beta - \beta P^1, \beta P^1P^1\beta \rangle
$$

We note that these classes are just $x_1$ applied to the two classes we removed from $A$ to construct $\ker(\partial_0)$. These elements can be computed by hand using the long exact sequence in $x_1$ homology from the short exact sequence

$$
0 \to \ker(\partial_0) \to P_0 \to H^*(M(3)) \to 0
$$
We now need to find the image of these two classes under the map $\bar{f}$. Since
\[ \partial_1(-\beta, 1, 0, \ldots) = P^1\beta - \beta P^1 \] and \[ \partial_1(0, \beta, 0, \ldots) = \beta P^1 \beta, \] we have the following for $\bar{f}$:

\[
\begin{align*}
\bar{f}(P^1\beta - \beta P^1) &= f(-\beta, 1, 0, \ldots) = 1 \\
\bar{f}(\beta P^1 \beta) &= f(0, \beta, 0, \ldots) = \beta 
\end{align*}
\]

(3.2)

\[ \Box \]

**Corollary 3.2.** Some power of $\alpha$ is a $u^i_1$ map for some $i$.

**Proof.** $\bar{f}$ is an isomorphism on $x_1$ homology, so we can apply Theorem 2.4 \[ \Box \]

**Step 4:** Next, we must show that $\alpha$ survives the Adams spectral sequence to give us a self map on $M(3)$.

We know that $H_*(H^*(M(3)); x_0) = 0$, so by Lemma 1.7 $H^*(M(3))$ is free through degree 3. This stems from the fact that $P^1$ in degree 4 is the element of lowest degree not in the sub Hopf algebra of $A$ containing $x_0$. This indicates that at each step in our minimal resolution, the bottom suspension will increase by at least 4. This means that $\operatorname{Ext}_{A^f}^{s,t}(H^*(M(3)), H^*(M(3))) = 0$ for $(t - s) \leq 5$ as long as $s > 1$. This is illustrated in the figure below, where all Ext classes above and to the left of the line must be 0.

![Diagram](image)

FIGURE 1. Vanishing edge for $\operatorname{Ext}_{A^f}^{s,t}(H^*(M(3)), H^*(M(3)))$ in $(t - s, s)$ coordinates
Our element $\alpha \in \text{Ext}^{1,5}$ lies below this line at $(4, 1)$ in $(t - s, s)$ coordinates. However, the differential $d_2$ on the $E_2$ page of the spectral sequence would send this to coordinates $(3, 3)$ in the diagram, which must be 0. For dimensional reasons, we can also see that this class cannot be hit by the differential $d_2$. Similarly, all higher differentials would land even higher in the $t - s = 3$ column. Thus, all of the differentials in the Adams spectral sequence on $\alpha$ will be 0, and it is not in the image of any of these differentials, so $\alpha$ survives to the $E_\infty$ page, giving us an essential self-map $f_{M(3)} : \Sigma^4M(3) \to M(3)$

**Step 5:** We now lift our map $f_{M(3)}$ up the Adams resolution. Recall, we construct the first stage of the Adams resolution, denoted $M(3)_1$ by taking the fiber of the map $M(3) \to K(\mathbb{Z}_3)$. Since $f_{M(3)}$ comes from a map of Adams filtration 1, we can lift it to $\bar{f}_{M(3)}$ as in the diagram below.

\[
\begin{array}{ccc}
M(3)_1 & \xrightarrow{f_{M(3)}} & M(3) \\
\Sigma^4M(3) & \xrightarrow{\bar{f}_{M(3)}} & K(\mathbb{Z}_3)
\end{array}
\]

By calculation, the cohomology of $M(3)_1$ corresponds to a shift down by one dimension of $\ker(\partial_0)$ from (3.1) above. This leaves the bottom few classes as $P^1$ in degree 3, $\beta P^1$, $P^1 \beta$ in degree 4, and $\beta P^1 \beta$ in degree 5.

We note that the induced map in cohomology

$$\bar{f}_{M(3)}^* : H^*(M(3)_1) \to H^*(\Sigma^4M(3))$$

is the desuspension of the map $\bar{f}$ from our Ext computations above. Namely, $\bar{f}_{M(3)}^*$ is an isomorphism in $x_1$ homology.
Step 6: Finally, we follow the method outlined in [PS94] to “kill off” the $x_1$ homology of $M(3)$ and produce a new spectrum with no $x_1$ homology.

By taking the cofiber of the map $\tilde{f}_{M(3)}^*: \Sigma^4 M(3) \to M(3)_1$, we create a new spectrum, which we will call $Y$. Since $\tilde{f}_{M(3)}^*$ is surjective, we have that $H^*(Y) = \ker \tilde{f}_{M(3)}^*$.

Further, we have a short exact sequence in cohomology:

$$0 \to H^*(Y) \to H^*(M(3)_1) \xrightarrow{\tilde{f}_{M(3)}^*} H^*(\Sigma^4 M(3)) \to 0.$$ 

When we examine the corresponding long exact sequence in $x_1$ homology, we see that since $\tilde{f}_{M(3)}^*$ is an isomorphism on $x_1$ homology, $H^*(Y)$ will have no $x_1$ homology. As it also has no $x_0$ homology (since $H^*(M(3))$ and $H^*(M(3)_1)$ had no $x_0$ homology), we will be able to find a $u_2^i$ map on $Y$ for some $i$.

From our construction, we can describe $H^*(Y)$ as the submodule of $\Sigma^{-1} A$ containing all Serre-Cartan basis elements except $1, \beta, \beta P^1, \beta$. We know we will need to construct an Adams resolution for $Y$, and an $A$-projective resolution of $H^*(Y)$ in our search for a $u_2$ map, so it will be helpful to describe the generators of $H^*(Y)$ as an $A$ module. The following result summarizes the structure of the $A$ module $H^*(Y)$.

**Proposition 3.3.** $H^*(Y)$ is the submodule of $A$ generated by the classes $P^3 P^1 \beta$ and those of the form $P^{3i}$ for $i \geq 0$.

**Proof.** We begin with $A$ and study the effects of removing the classes listed above. As an $A$ module, $A$ has a single generator, 1. When we remove this generator, the resulting module is generated by the indecomposable elements of $A$, namely, $\beta$, and elements of the form $P^{3i}$ for $i \geq 0$. 
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We next remove $\beta$ to create a module isomorphic to $H^*(M(3)_1)$. This module still contains $P^{3^i}$, but may require other generators of the form $P^{3^i}\beta$. We claim that most of these elements are not, in fact, new generators. By the Adem relations, for $i \geq 1$, we have:

$$P^{3^i}\beta = P^1\beta P^{3^{i-1}} + \beta P^{3^i}$$

Thus, for $i \geq 1$, we can write the element $P^{3^i}\beta$ in terms of the generators of the form $P^{3^i}$ that we already had. Then the only generator we gain at this step is $P^{1}\beta$.

The third step is to remove the class $P^{1}\beta$. The possibilities for new generators are $\beta P^{1}\beta$, and elements of the form $P^{3^i}P^{1}\beta$. Of these, $\beta P^{1}\beta$ is clearly a generator. By computation, we have

$$P^1P^{1}\beta = -P^2\beta = -(\beta P^1 + P^{1}\beta)P^1$$

so that $P^1P^{1}\beta$ is not a generator. Furthermore, by the Adem relations, for $i \geq 2$, we have

$$P^{3^i}P^{1}\beta = P^{2}P^{3^{i-2}}\beta + P^{3^{i+1}}\beta$$

Both terms on the right hand side can be written in terms of our already existing generators, so none of the elements of the form $P^{3^i}P^{1}\beta$ for $i \geq 2$ are generators of the module. After removing three of the four elements, we have an $A$ module with generators: $\beta P^{1}\beta, P^{3}P^{1}\beta$, and the elements of the form $P^{3^i}$.
The final step is to remove $\beta P^1 \beta$. This gives us the elements $P^3 \beta P^1 \beta$ as new possibilities for generators. For small $i$, we have:

$$P^1 \beta P^1 \beta = \beta P^2 \beta = (\beta P^1 \beta) P^1$$

and

$$P^3 \beta P^1 \beta = (\beta) P^3 P^1 \beta$$

so that neither of these classes are new generators. Further, for $i \geq 2$, we have the general formula:

$$P^{3^i} \beta P^1 \beta = P^1 \beta P^{3^{i-1}} P^1 \beta + \beta P^{3^i} P^1 \beta$$

Thus, none of these new candidates for generators are actually generators.

Putting all of this together, we have that our $A$ module, $H^*(Y)$, is generated by the class $P^3 P^1 \beta$ in degree 16, and the classes of the form $P^{3^i}$ in dimension $4(3^i) - 1$.

Note that unlike our original spectrum $M(3)$, the cohomology of $Y$ is no longer finite, or even finitely generated. But we now have the information that we need in order to begin constructing our $u_2$ map.
Constructing a $u_2$ Map

**Step 0:** As we’ve shown in the preceding section, we know that $Y$ is a spectrum whose cohomology has no $x_0$ or $x_1$ homology, so we will be able to find a self map that is a power of $u_2$ by Proposition 1.13. We follow the same outline given at the beginning of the chapter to construct our $u_2$ map.

**Step 1:** To compute $\text{Ext}^s_t(A(H^*(Y), H^*(Y)))$, we’ll need to construct a minimal projective resolution of $H^*Y$. Since $u_2$ is in homological degree 2, we’ll need to construct at least two steps in this resolution. The work we did in the previous section helps us with the first step of this process. We take as our initial projective, $P_0$, a direct sum of copies of $A$, one for each generator of $H^*(Y)$, so that

$$P_0 = \Sigma^3 A \oplus \Sigma^{11} A \oplus \Sigma^{16} A \oplus \Sigma^{35} A \oplus \sum_{i \geq 3} \Sigma^{4 \cdot 3^{i-1}} A$$

(3.4)

Then, the map $\partial_0 : P_0 \twoheadrightarrow H^*(Y)$ sends the generator of each copy of $A$ to the corresponding generator of $H^*(Y)$. To compute the next projective, $P_1$, we need to find generators for ker($\partial_0$). Since $H^*(Y)$ isn’t finitely generated, we use Sage [S+16] to compute the kernel through dimension 100, which will be enough for our purposes in this paper. The code can be found in Section 3.4, but we’ll outline the general procedure here.

The process is carried out dimension by dimension, starting at the bottom. In each dimension $n$, we first compute a vector space basis for $H^n(Y)$ and a separate one for $(P_0)_n$. For each basis element of $(P_0)_n$, we write it as a list of basis elements of $A$, finitely many of which are nonzero. For example, when $n = 12$, we have the element $(\beta P^2, \beta, 0, \ldots) \in (P_0)_{12}$. Since we know where $\partial_0$ sends the generators of $P_0$, we can determine where it sends each of our basis elements of $(P_0)_n$. As an
example, we have:

\[ \partial_0((\beta P^2, \beta, 0, \ldots)) = \partial_0(\beta P^2, 0, \ldots) + \partial_0(0, \beta, 0, \ldots) \]
\[ = (\beta P^2)P^1 + (\beta)P^3 \]
\[ = \beta P^3. \]

We then write the image of each basis element of \((P_0)_n\) as an \(\mathbb{Z}_3\) linear combination of the chosen basis elements for \(H^n(Y)\). From there, we have all of the information we need to write down \(\partial_0\) in this dimension as a linear map between our two vector spaces. We then have Sage compute the kernel of this map, and use this to determine which elements of \((P_0)_n\) are in the kernel of \(\partial_0\).

To continue forming our minimal resolution, we must determine the generators of \(\ker(\partial_0)\) as an \(A\) module. Clearly, the element in the bottom dimension \(((P^2, 0, \ldots) \in (P_0)_{11})\) must be a generator. For higher dimensions we use the following method to determine if an element in dimension \(n\) of the kernel is a module generator or not. First, we compute \(\beta\) on elements of the kernel in dimension \(n - 1\), then \(P^1\) on elements of the kernel in dimension \(n - 4\), then \(P^3\) and \(P^9\) on elements in the appropriate dimensions. We don’t need to check any other \(P^{3^i}\) in our range of dimensions. We store the images of these elements of lower dimension in a list for later comparison. Once we have computed all of these images, we test each element of dimension \(n\) in the kernel to see if it can be written as an \(A\) linear combination of elements in the list of images. If not, we add it to the list of generators in this dimension. We note that future checks in the same dimension require that we check to see if an element is an \(A\) linear combination of elements from the image list together with the generators we have already found.
For example, if dimension $n$ of the kernel had elements $a$ and $b$ as a vector space basis, and $P^1$ on an element from dimension $n - 4$ was $a + b$, we would only want to count one of the elements $a$ or $b$ as a module generator.

We give a list of the generators of the kernel in Table 2. below, which we will make use of again when we compute our $u_2$ map. As these are elements of $P_0$ of dimension less than 100, we write them as linear combinations of the generators of $P_0$ in dimensions 3, 11, 16, 35.

**TABLE 2. Generators of $\text{ker}(\partial_0)$ and their dimensions**

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Generator</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>$(P^2, 0, 0, 0)$</td>
</tr>
<tr>
<td>19</td>
<td>$(P^3P^1 + P^4, 2P^2, 0, 0)$</td>
</tr>
<tr>
<td>20</td>
<td>$(P^3P^1 \beta + \beta P^3P^1, P^2\beta, 2P^1, 0)$</td>
</tr>
<tr>
<td>27</td>
<td>$(P^6, 2P^3P^1 + 2P^4, 0, 0)$</td>
</tr>
<tr>
<td>28</td>
<td>$(P^5\beta P^1, 2P^3P^1 \beta + 2P^4\beta, 2P^3, 0)$</td>
</tr>
<tr>
<td>33</td>
<td>$(\beta P^6P^1\beta, 0, 2P^3P^1 \beta + 2P^4\beta, 0)$</td>
</tr>
<tr>
<td>35</td>
<td>$(P^7P^1, P^5P^1 + P^6, 0, 0)$</td>
</tr>
<tr>
<td>39</td>
<td>$(P^9, P^6P^1 + P^7, 0, 2P^1)$</td>
</tr>
<tr>
<td>59</td>
<td>$(P^{10}P^3P^1, 2P^9P^3 + 2P^{10}P^2 + P^{12}, 0, P^5P^1 + P^6)$</td>
</tr>
<tr>
<td>64</td>
<td>$(0, 0, P^9P^3 + P^{10}P^2 + P^{12}, 2P^6P^1\beta)$</td>
</tr>
<tr>
<td>83</td>
<td>$(0, 2P^{14}P^3P^1 + P^{14}P^4 + P^{18}, 0, 2P^9P^3 + P^{11}P^1 + 2P^{12})$</td>
</tr>
</tbody>
</table>

Now that we have identified a set of module generators, we can assume $P_1$ has a copy of $A$, with an appropriate suspension, corresponding to each of them. Thus, we will have $P_1$ surjecting onto the kernel, which includes into $P_0$, and $\partial_1$ is the composition of these maps:

$$
\begin{array}{ccc}
\text{ker}(\partial_0) & \xrightarrow{\partial_1} & P_1 \\
& & \downarrow \\
& & P_0
\end{array}
$$

Concretely, we’ve proven the following proposition:
Proposition 3.4.

\[ P_1 = \Sigma^{11}A \oplus \Sigma^{19}A \oplus \Sigma^{20}A \oplus \ldots \]  

(3.5)

and the map \( \partial_1 \), at least in the range of dimensions we are concerned with.

\[ \partial_1(1,0,0,\ldots) = (P^2,0,\ldots) \]
\[ \partial_1(0,1,0,\ldots) = (P^3P^1 + P^4,2P^2,0,\ldots) \]  

(3.6)

We then use a similar process to compute the kernel of \( \partial_1 \) in order to get information about \( P_2 \). We first compute the map \( P_1 \to \ker(\partial_0) \) as a map of vector spaces, and use Sage to find its kernel. Once we’ve done this, we then determine the generators of \( \ker(\partial_1) \) as an \( A \) module as before. These generators are listed below in Table 3. through dimension 75. Again, we write them as a linear combination of the generators of \( P_1 \).

As in the construction of \( P_1 \), this information tells us what the generators for the free module \( P_2 \) are. We can now build \( P_2 \) and describe the map \( \partial_2 \).

Proposition 3.5.

\[ P_2 = \Sigma^{15}A \oplus \Sigma^{23}A \oplus \Sigma^{28}A \oplus \ldots \]  

(3.7)

and

\[ \partial_2(1,0,0,\ldots) = (P^1,0,0,\ldots) \]
\[ \partial_2(0,1,0,\ldots) = (P^3,2P^1,0,\ldots) \]  

\[ \vdots \]
TABLE 3. Generators of $\ker(\partial_1)$ and their dimensions

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Generator</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>$(P^3)$</td>
</tr>
<tr>
<td>23</td>
<td>$(P^3, 2P^1)$</td>
</tr>
<tr>
<td>28</td>
<td>$(P^3P^1\beta, P^2\beta + \beta P^2, 2P^2)$</td>
</tr>
<tr>
<td>31</td>
<td>$(0, P^3, 0, 2P^1)$</td>
</tr>
<tr>
<td>36</td>
<td>$(0, \beta P^3P^1, P^3 P^1 + P^4, 0, 2P^2)$</td>
</tr>
<tr>
<td>37</td>
<td>$(0, \beta P^3P^1\beta, 2P^3P^1\beta + \beta P^4, 0, 2\beta P^2, P^1)$</td>
</tr>
<tr>
<td>39</td>
<td>$(0, 0, 0, P^3, 0, 0, P^1)$</td>
</tr>
<tr>
<td>44</td>
<td>$(0, P^5 P^1\beta + P^6\beta, P^5 P^1 + P^6, \beta P^3 P^1, 2P^3 P^1 + 2P^4, 0, P^2 \beta)$</td>
</tr>
<tr>
<td>45</td>
<td>$(0, 0, P^5 P^1\beta + 2P^6\beta + \beta P^5 P^1 + \beta P^6, 0, 2P^4 \beta, 2P^3, 2\beta P^2 \beta)$</td>
</tr>
<tr>
<td>47</td>
<td>$(P^9, 0, 0 P^4 P^1, 0, 0, P^3, 2P^2)$</td>
</tr>
<tr>
<td>50</td>
<td>$(0, 0, 0, \beta P^4 P^1 \beta, 2P^4 \beta P^1 \beta + 2\beta P^4 P^1 \beta, P^8 P^1 \beta + 2P^4 \beta + \beta P^8 P^1 + 2\beta P^4)$</td>
</tr>
<tr>
<td>52</td>
<td>$(0, 0, 2P^6 P^2 + P^7 P^1, P^5 P^1 \beta + P^6 \beta, P^5 P^1 + P^6, 0, 2P^3 P^1 \beta + P^4 \beta + 2\beta P^3 P^1 + \beta P^4)$</td>
</tr>
<tr>
<td>59</td>
<td>$(0, 0, 0, 0, 0, 0, P^6)$</td>
</tr>
<tr>
<td>71</td>
<td>$(0, 2P^9 P^3 P^1 + P^{13}, 0, 2P^9 P^2, 0, 0, 2P^9, P^6 P^2 + 2P^7 P^1 + 2P^8, 2P^5)$</td>
</tr>
<tr>
<td>72</td>
<td>$(0, P^3 P^3 P^1 \beta + P^{12} P^1 \beta, 2P^{12} P^1 + 2P^{13}, 0, P^9 P^2 + 2P^{10} P^1, 0, P^7 P^2 + 2P^9 \beta + \beta P^7 P^2, P^6 P^2 \beta + P^7 P^1 \beta + P^7 \beta P^1 + \beta P^6 P^2, 2P^3 \beta, 2P^2)$</td>
</tr>
</tbody>
</table>

As our later computations will show, we do not need to construct any more of the minimal resolution for $H^*(Y)$ in order to find our $u_2$ map.

**Step 2:** Our candidate for a $u_2^1$ map will be in $\text{Ext}^{2,12}(H^*(Y), H^*(Y))$, and we will have to construct a map $f : P_2 \to \Sigma^{12}H^*(Y)$. Because of the more complicated module structure of $H^*(Y)$, it is hard to immediately construct such an $f$. We start, however, with an element of $\text{Ext}^{1,11}(H^*(Y), \mathbb{Z}_3)$ which is easier to describe based on our minimal resolution. From our description of the module $P_1$ in (3.5), we will use the class generated by the map

$$f_1 : P_1 \to \Sigma^{11} \mathbb{Z}_3$$

$$(1, 0, 0, \ldots) \mapsto 1$$
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sending all other generators of $P_1$ to 0. We then construct our desired map by working our way through several long exact sequences coming from the construction of $Y$. To make later suspensions work out nicely, we make use of the isomorphism

$$\text{Hom}_{A}^{11}(P_1, k) \cong \text{Hom}_{A}^{12}(P_1, \Sigma^{-1}k)$$

so that $f_1 : P_1 \to \Sigma^{12}(\Sigma^{-1}k)$.

The list below outlines the major steps we must make to construct our desired element, and is followed by the explicit computations. The first step is the map that we have defined above.

- $f_1 \in \text{Hom}_{A}^{12}(P_1, \Sigma^{-1}Z_3)$
- $f_2 \in \text{Hom}_{A}^{12}(P_1, H^*(\Sigma^{-1}M(3)))$
- $f_5 \in \text{Hom}_{A}^{12}(P_2, H^*(M(3)_1))$
- $f \in \text{Hom}_{A}^{12}(P_2, H^*(Y))$

In order to complete the second step, we consider the short exact sequence in cohomology

$$0 \to k \hookrightarrow H^* \Sigma^{-1}M(3) \to \Sigma^{-1}k \to 0 \quad (3.8)$$

The surjective map in (3.8) gives us a map between Hom groups:

$$\text{Hom}_{A}^{12}(P_1, H^*(\Sigma^{-1}M(3))) \to \text{Hom}_{A}^{12}(P_1, \Sigma^{-1}k). \quad (3.9)$$
Our map $f_1$ pulls back along (3.9) to a map

$$f_2 : P_1 \to \Sigma^{12}H^*(\Sigma^{-1}M(3))$$

$$(1, 0, 0, \ldots) \mapsto 1$$

$$(\beta, 0, 0, \ldots) \mapsto \beta$$

and sending the rest of $P_1$ to 0.

To accomplish the third step, we use our construction of an Adams resolution for $M(3)$ from (3.3) to get a map into $H^*(M(3)_1)$. We have a cofibration

$$\Sigma^{-1}M(3) \to \Sigma^{-1}K(\mathbb{Z}_3) \to M(3)_1.$$  

Taking cohomology gives us a short exact sequence:

$$0 \to H^*(M(3)_1) \hookrightarrow \Sigma^{-1}A \twoheadrightarrow H^*(\Sigma^{-1}M(3)) \to 0 \quad (3.10)$$

Applying the functor $\text{Ext}_A(H^*(Y), -)$ to (3.10) gives rise to a long exact sequence. The connecting homomorphism is

$$\text{Ext}^{s,t}_A(H^*(Y), H^*(\Sigma^{-1}M(3))) \to \text{Ext}^{s+1,f}_A(H^*(Y), H^*(M(3)_1)). \quad (3.11)$$

For $s \geq 1$, (3.11) is an isomorphism since $\text{Ext}^{s,f}_A(H^*(Y), A) = 0$. To understand how this isomorphism works, we look at the diagram

$$\begin{array}{cccc}
0 & \text{Hom}^{12}(P_2, H^*(\Sigma^{-1}M(3))) & \text{Hom}^{12}(P_2, \Sigma^{-1}A) & \text{Hom}^{12}(P_2, H^*M(3)_1) & 0 \\
\downarrow \partial_2 & \downarrow \partial_2 & \downarrow \partial_2 & \\
0 & \text{Hom}^{12}(P_1, H^*(\Sigma^{-1}M(3))) & \text{Hom}^{12}(P_1, \Sigma^{-1}A) & \text{Hom}^{12}(P_1, H^*M(3)_1) & 0
\end{array}$$
The vertical maps here are induced by the map $\partial_2 : P_2 \to P_1$ in the minimal resolution of $H^*(Y)$. We know the rows in the diagram are exact since $P_1$ and $P_2$ are projective, so $\text{Hom}(P_1, -)$ is exact. We then want to trace through the diagram to find the image of our map under the isomorphism in (3.11), moving from the bottom left to the top right. The first step is to pull back $f_2$ along the surjection $\Sigma^{-1}A \to H^*(\Sigma^{-1}M(3))$. The result is a map

$$f_3 : P_1 \to \Sigma^{12}(\Sigma^{-1}A)$$

$$(1, 0, 0, \ldots) \mapsto 1$$

$$(x, 0, 0, \ldots) \mapsto x$$

for $x \in A$. This map sends all other generators of $P_1$ to 0. We note that this map is simply the projection from $P_1$ onto the first factor.

We next move up in the diagram to $\text{Hom}^{12}(P_2, \Sigma^{-1}A)$. We define the map

$$f_4 : P_2 \to \Sigma^{12}[\Sigma^{-1}A]$$

as the composition $f_4 = f_3 \circ \partial_2$. This map on the first two generators gives:

$$f_4(1, 0, 0, \ldots) = f_3(P^1, 0, 0, \ldots) = P^1$$

$$f_4(0, 1, 0, \ldots) = f_3(P^3, 2P^1, 0, \ldots) = P^3$$

We can use Table 3. to see the generators of the kernel of $\partial_1$ in order to describe $f_4$ in our range.

To finish moving through this diagram, the last step is to pull back along our inclusion $H^*M(3) \hookrightarrow \Sigma^{-1}A$. Since $f_4$ maps nothing to 1 or $\beta$, we can successfully
pull our map back, ending up with a map

\[ f_5 : P_2 \to \Sigma^{12} H^*(M(3)_1) \]

sending \((1,0,\ldots) \mapsto P^1\) and so on as above with \(f_4\). This map must generate a nonzero class in Ext as the class is the image of a nonzero Ext class under the connecting homomorphism (3.11) (which we know is an isomorphism).

Finally, we consider the cofibration

\[ \Sigma^4 M(3) \xrightarrow{\bar{f}_M(3)} M(3)_1 \to Y \]

that we used to construct \(Y\). In cohomology, we get the short exact sequence

\[ 0 \to H^*Y \hookrightarrow H^* M(3)_1 \twoheadrightarrow H^*(\Sigma^4 M(3)) \to 0 \]

Above, in (3.2), we showed that the kernel of this surjective map is everything other than the classes \(P^1\beta - \beta P^1\) and \(\beta P^1\beta\). Since the image of \(f_5\) does not include these classes in \(H^*(M(3)_1)\) we do not have any trouble pulling \(f_5\) back into a map

\[ f : P_2 \to \Sigma^{12} H^*(Y) \tag{3.12} \]

which is the correct suspension that we were looking for in order to generate our candidate for a \(u_2\) map. The effect of this map is similar to that of \(f_4\) and \(f_5\).

Given an element of \(P_2\), we apply \(\partial_2\), then project onto the first coordinate.

**Proposition 3.6.** The map \(f\) we have constructed generates a nonzero class \(\alpha \in Ext^{2,12}(H^*(Y), H^*(Y))\)
Proof. We first show that the composition $f \circ d_3 : P_3 \to H^*Y$ is 0. By exactness, the composition

$$P_3 \xrightarrow{\partial_3} P_2 \xrightarrow{\partial_2} P_1$$

is 0. In the process of creating $f$, we had a map $f_2 : P_1 \to H^*\Sigma^{-1}M(3)$. Since $P_1$ is projective, and $\Sigma^{-1}A \to \Sigma^{-1}M(3)$ is surjective, we lifted this map to a map $f_3 : P_1 \to \Sigma^{-1}A$. Then, the composition

$$P_3 \to P_2 \to P_1 \xrightarrow{f_3} \Sigma^{-1}A$$

must also be 0 by exactness. We then used the map $\partial_2 : P_2 \to P_1$ to construct a map $f_4 : P_2 \to \Sigma^{-1}A$. This process can be summarized by the diagram below, in which the triangles commute:

$$\begin{array}{ccc}
P_3 & \xrightarrow{\partial_3} & P_2 \\
\downarrow{\partial_3} & & \downarrow{\partial_2} \\
0 & \downarrow{\ell_4} & \Sigma^{-1}A \\
0 & \xrightarrow{f_4} & H^*(\Sigma^{-1}(M(3))) \\
0 & \xrightarrow{f_3} & H^*(\Sigma^{-1}(M(3))) \\
\end{array}$$

Thus, the composition

$$P_3 \xrightarrow{\partial_3} P_2 \xrightarrow{f_4} \Sigma^{-1}A$$

must be 0 since the upper triangle commutes.

By injectivity of the maps $H^*M(3)_1 \to \Sigma^{-1}A$ and $H^*Y \to H^*M(3)_1$, we get that the compositions

$$P_3 \to P_2 \xrightarrow{f_5} H^*M(3)_1$$

and

$$P_3 \to P_2 \xrightarrow{f} H^*Y$$
must both be 0. Thus, our map \( f \) is in the kernel of \( \partial_3^* \).

To show \( f \) gives us a nonzero Ext class, we also need to show it is not in the image of \( \partial_2 \), i.e. \( f \neq h \circ \partial_2 \) for some \( h \in \text{Hom}^{12}(P_1, H^*Y) \).

This is true for dimensional reasons. Suppose that such a nonzero \( h \) exists, and consider \((1,0,\ldots) \in P_2\). Applying \( \partial_2 \) gives us \((P^1,0,\ldots) \in P_1\) in dimension 15. The only nonzero thing this could map to under \( h \) in \( \Sigma^{12}H^*Y \) is 1. However, \( h \) is an \( A \)-module map, and \((P^1,0,\ldots) = P^1(1,0,\ldots)\). But there is nothing for \( h \) to send \((1,0,\ldots) \) to in \( \Sigma^{12}H^*Y \), so \( h(P^1,0,\ldots) = 0 \). But then we have \( f(1,0,\ldots) = P^1 \) and \((h \circ \partial_2)(1,0,\ldots) = 0 \). Thus, \( f \) is not in the image of \( \partial_2 \), and we can conclude that \( f \) generates a nonzero class \( \alpha \in \text{Ext}^{2,12}(H^*Y, H^*Y) \).

\( \Box \)

**Step 3:** We next want to use Theorem 2.4 to show that \( \alpha \) and the map \( f \) give us a \( u_2 \) map. To apply the theorem, we need to examine the induced map

\[ \bar{f} : \ker(\partial_1) \to H^*(Y). \]  

(3.14)

From our construction of \( f \) above in (3.12), we can see that \( \bar{f} \) takes an element of \( \ker(\partial_1) \), lifts it to \( P_2 \), and applies \( f \). However, the map \( f \) applies \( \partial_2 \), giving us the same element we started with, and then projects onto the first coordinate.

The effect of this map on the first two generators of \( \ker(\partial_1) \), taken from Table 3, is shown below.

\[ \bar{f}(P^1,0,\ldots) = f(1,0,\ldots) = \pi_1(\partial_2(1,0,\ldots)) = \pi_1(P^1,0,\ldots) = P^1 \]

\[ \bar{f}(P^3,2P^1,0,\ldots) = f(0,1,0,\ldots) = \pi_1(\partial_2(0,1,0,\ldots)) = \pi_1(P^3,2P^1,0,\ldots) = P^3 \]
We must show that this map is an isomorphism on $x_2$ homology. In order to accomplish this, we need to compute the $x_2$ homology of $H^*(Y)$, and subsequently $\ker \partial_1$.

From our description of the cohomology of $Y$, we can explicitly compute the classes that generate nonzero $x_2$ homology. Recall that $x_2 = P_1^0 = P_1$. The classes that are killed by $x_2$, but are not in the image of $(x_2)^2$ are $P_1^1$, $\beta P^2$ and $2P^2\beta$ in dimension 8, and $\beta P^2\beta$ in dimension 9. However,

$$\beta P^2 - 2P^2\beta = \beta P^2 + P^2\beta = P^1(\beta P^1),$$

so they generate the same $x_2$ homology class as their difference is in the image of $x_2$. Thus, our three nonzero classes are generated by $P_1^1, 2P^2\beta, \beta P^2\beta$.

We now need to find the elements of $\ker \partial_1$ that generate its $x_2$ homology. We have a short exact sequence:

$$0 \to \ker \partial_0 \hookrightarrow P_0 \twoheadrightarrow H^*(Y) \to 0$$

We can take the long exact sequence in $x_2$ homology from this short exact sequence. Since $P_0$ is free over $A$, it has no $x_2$ homology, so the connecting homomorphism an isomorphism:

$$H_n(H^*(Y); x_2) \cong H_{n+8}(H^*(\ker(\partial_0)); x_2)$$

where $H'_n(-; x_2)$ is the kernel of the action of $x_2$ modulo the image of $(x_2)^2$, as in Remark 1.4.
To find the image of our three classes under this isomorphism, we take the class $a$ in $H^*(Y)$ and lift it to $b$ in $P_0$. Then multiply $b$ by $(x_2)^2$. This element must be in the kernel of $\partial_0$ as $(x_2)^2$ on $a$ is 0. $(x_2)^2b$ is automatically in the kernel of the action of $x_2$. And since $\partial_0(b) = a$, then $b \notin \ker \partial_0$, so $(x_2)^2b$ is not in the image of $(x_2)^2$.

Using this process, we lift the classes $P^1, 2P^2\beta$, and $\beta P^2\beta$. The lifts of these elements in $\ker(\partial_0)$ are

\[(2P^2, 0, 0, \ldots), (2P^3\beta + \beta P^3, 0, 0, \ldots), \text{ and } (2\beta P^3\beta, 0, 0, \ldots) \quad (3.15)\]

respectively. These classes generate the modified $(H'_n)_x$ homology of $\ker(\partial_0)$.

We use a similar process with the short exact sequence:

\[0 \rightarrow \ker(\partial_1) \hookrightarrow P_1 \rightarrow \ker(\partial_0) \rightarrow 0\]

Taking the long exact sequence in $x_2$ homology again, and using the fact that $P_1$ is free over $A$, we get an isomorphism from the connecting homomorphism:

\[H'_{n+8}(\ker(\partial_0); x_2) \cong H_{n+12}(\ker(\partial_1); x_2)\]

This isomorphism works in a similar way to the one above. Take a class $a$ in $\ker(\partial_0)$, lift it to $P_1$, and multiply by $x_2$. For similar reasons as above, this gives an element of $\ker(\partial_1)$ that generates a nonzero class in $x_2$ homology.
The classes that generate the $x_2$ homology of $\ker(\partial_0)$, given in (3.15), lift under this process, to

$$(2P^1, 0, 0, \ldots), (2P^2\beta, 0, 0, \ldots), \text{ and } (2\beta P^2\beta, 0, 0, \ldots)$$

in $\ker(\partial_1)$, respectively. These classes generate $H_*(\ker(\partial_1); x_2)$.

Now, since our map $\bar{f} : \ker(\partial_1) \to \Sigma^{12}H^*(Y)$ is just a projection onto the first coordinate, we can see its effect on the $x_2$ homology generators:

$$\bar{f}(2P^1, 0, 0, \ldots) = 2P^1$$
$$\bar{f}(2P^2\beta, 0, 0, \ldots) = 2P^2\beta$$
$$\bar{f}(2\beta P^2\beta, 0, 0, \ldots) = 2\beta P^2\beta$$

Then $\bar{f}$ gives us an isomorphism (though not the identity) on the $x_2$ homology. By Theorem 2.4, this tells us that some power of $\alpha$ is a power of a $u_2$ map.

**Step 4:** We must now show that our element $\alpha \in \Ext^{2,12}(H^*(Y), H^*(Y))$ survives to the $E_\infty$ page of the Adams spectral sequence to give us a self map on the spectrum $Y$. In terms of the $t - s, s$ coordinates on the $E_2$ page, we have a nonzero element at $s = 2, t - s = 10$. The differential $d_r$ on this class is a map

$$d_r : \Ext^{2,12}(H^*(Y), H^*(Y)) \to \Ext^{2+r,12+r-1}(H^*(Y), H^*(Y))$$

That is, it takes our element in $s = 2, t - s = 10$ to $s = 2 + r, t - s = 9$. We’d like to show all of the Ext classes in the $t - s = 9$ column are zero for $r \geq 2$. We make a similar argument as for our $u_1$ map above.
We’ve constructed the first part of a minimal resolution for \( H^*(Y) \), and we’ve shown in (3.7) that \( \text{Ext}^{2,15}(H^*(Y),\mathbb{Z}_3) \) is the first nonzero Ext class for \( s = 2 \). By Lemma 1.7, since \( H^*(Y) \) has no \( x_0 \) or \( x_1 \) homology, it is free over \( A \) through degree 3, as \( P^1 \) in degree 4 is not in the sub Hopf algebra of \( A \) containing \( x_0 \) and \( x_1 \).

Thus, every increase by 1 of \( s \) corresponds to an increase in the bottom degree of \( P_s \) by at least 4, giving us the vanishing line in Figure 2. below. Everything above and to the left of the solid line must be 0.

![Figure 2](image1.png)

**FIGURE 2. Vanishing edge for Ext\(^{s,t}(H^*(Y),\mathbb{Z}_3)\) in \((t - s, s)\) coordinates**

These Ext classes come from maps sending some element of \( P_s \) to \( 1 \in \Sigma^t\mathbb{Z}_3 \).

If we want to compute \( \text{Ext}^{s,t}(H^*Y, H^*M(3)) \), the “vanishing edge” that we are finding moves to the left by one. This is since we could send the same element in \( P_2 \) to the class \( \beta \in \Sigma^{t-1}H^*M(3) \). This means for \( s = 0 \), our first nonzero class happens when \( t = 2 \). For \( s = 1, 2, 3, 4 \), the smallest nonzero classes could be in dimensions 10, 14, 18, 22, respectively. This is summed up in Figure 3. below. As before, everything above and to the left of the line must be zero.
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**FIGURE 3. Vanishing edge for Ext\(^{s,t}(H^*Y, H^*(M(3)))\) in \((t - s, s)\) coordinates**
Like we did in computing our $u_2$ map, we can use the cofibrations from the construction of the spectrum $Y$ to eventually get information about the vanishing edge for $\text{Ext}^{s,t}(H^*(Y), H^*(Y))$. We have a cofibration

$$M(3) \to K(\mathbb{Z}_3) \to \Sigma M(3)_1,$$

which gives rise to a short exact sequence in cohomology:

$$0 \to H^*(\Sigma M(3)_1) \to A \to H^*(M(3)) \to 0.$$

This, in turn gives rise to a long exact sequence in Ext. The connecting homomorphism from this long exact sequence is given below:

$$\to \text{Ext}^{s,t}_A(H^*(Y), H^*(M(3))) \delta \to \text{Ext}^{s+1,t}_A(H^*(Y), H^*(\Sigma M(3)_1)) \to$$

For $s \geq 1$, the terms on either side of these, $\text{Ext}_A(H^*(Y), A)$, are 0, so the connecting homomorphism $\delta$ is an isomorphism. For $s = 0$, it is a surjection as the next term to the right is 0. We also note that

$$\text{Ext}^{s+1,t}_A(H^*(Y), H^*(\Sigma M(3)_1)) \cong \text{Ext}^{s+1,t+1}_A(H^*(Y), H^*(M(3)_1)). \tag{3.16}$$

This lets us find a vanishing edge for $\text{Ext}^{s,t}_A(H^*(Y), H^*(M(3)_1))$. From our observations about the connecting homomorphism, the vanishing edge will be shifted up by one (in $(t-s, s)$ coordinates) from that of $\text{Ext}^{s,t}_A(H^*(Y), H^*(M(3)))$. However, we can’t say anything about the new information that “shows up” in the $s = 0$ row. The new vanishing edge is shown in 4. below, again everything above and to the left is zero:
Finally, we use the cofibration

$$\Sigma^4 M(3) \rightarrow M(3)_1 \rightarrow Y,$$

and the corresponding short exact sequence in cohomology. Then in Ext, we have a long exact sequence, part of which is shown below:

$$\text{Ext}^{s-1,t}_A(H^*Y, H^* \Sigma^4 M(3)) \rightarrow \text{Ext}^{s,t}_A(H^*Y, H^*Y) \rightarrow \text{Ext}^{s,t}_A(H^*Y, H^*M(3)) \quad (3.17)$$

From this, we know that if both of the end groups are zero for a particular pair of $s, t$, then the middle term must be zero as well. Adding in the $\Sigma^4$ in the first term shifts everything from Figure 3 to the left by 4, and the extra shift to account for the $s - 1$ moves the diagram up and to the left by 1 more, giving us a vanishing edge shown in Figure 5. below:

$$\text{FIGURE 5. Vanishing edge for } \text{Ext}^{s-1,t}_A(H^*(Y), H^*(\Sigma^4 M(3))) \text{ in } (t - s, s) \text{ coordinates}$$
Finally, we note that the intersection of the “vanishing regions” of Figure 4. and Figure 5. gives us at least part of the vanishing region for $\text{Ext}^{s,t}(H^*(Y), H^*(Y))$. In this instance, the vanishing region in Figure 5. lies entirely inside of the vanishing region in Figure 4., so this is our intersection. Figure 6. below provides the vanishing region again with added information about the class $\alpha$, and the location of the first few differentials we are concerned with.
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**FIGURE 6.** Vanishing edge for $\text{Ext}^{s,t}(H^*(Y), H^*(Y))$ in $(t - s, s)$ coordinates. The large open square represents our class $\alpha$, and the smaller open squares show the locations of the image of $\alpha$ under the differentials $d_2$ and $d_3$.

Since these differentials land in the vanishing region of our diagram, we can conclude that $d_r(\alpha) = 0$ for $r \geq 2$, and that our class survives the Adams spectral sequence, and gives us a map $f_Y : \Sigma^{10}Y \rightarrow Y$.

**Step 5:** Since our map $f_Y$ comes from an element of $\text{Ext}^2$, we know that we will be able to lift it two stages up the Adams resolution. This is represented by the figure below:

$$
\begin{array}{c}
\Sigma^{10}Y \\
\downarrow f_Y \\
Y \\
\downarrow f_Y \\
Y_1 \rightarrow K_1 \\
\end{array}
\begin{array}{c}
Y_2 \\
\downarrow \bar{f}_Y \\
\Sigma^{10}Y \\
\end{array}
$$

(3.18)

Here, the spectra $K_0$ and $K_1$ are wedges of copies of $K(Z_3)$, and the cohomology of $K_0$ and $K_1$ are isomorphic, as $A$ modules, to $P_0$ and $P_1$ as described in (3.4) and (3.5) in the resolution of $H^*(Y)$. 
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Similarly to the $u_1$ case above, the cohomology of $Y_2$ corresponds to a shift down by two dimensions of $\ker \partial_1$. The induced map in cohomology, $\tilde{f}_Y^*$ is the desuspension (by two dimensions) of $\tilde{f} : \ker \partial_1 \to \Sigma^{12} H^*(Y)$ as defined in (3.14), and we have shown that it is an isomorphism in $x_2$ homology.

**Step 6:** We follow the same method as with our $u_1$ map to construct a spectrum, $Z$, with no $x_2$ homology by taking the cofiber of $\tilde{f}_Y$. In the dimensions we are considering, $\tilde{f}_Y^*$ is a surjection, so the cohomology of $Z$ is just the kernel of $\tilde{f}_Y^*$.

Unfortunately, unlike the previous case, we do not have a complete description of $H^*(Y_2)$ in order to compute $H^*(Z)$. However, we do know that $\tilde{f}_Y^*$ is a map that projects to the first coordinate, so all of the generators of $H^*(Y_2)$ with first coordinate 0 will be in the kernel. Recall that these generators are the same as those in Table 3., but shifted down in dimension by 2. Those generators that are nonzero in the first coordinate will not be in the kernel of $\tilde{f}_Y^*$. There is a possibility that we gain some extra generators that are $A$ linear combinations of these two types of generators. These are detected using the same SAGE computation procedure as before. The module generators of $H^*(Z)$ up through dimension 70 are given in Table 4. below. Generators not coming directly from a generator of $H^*(Y_2)$ are denoted with a *. As before, the last entry in each tuple is the last nonzero entry.
**TABLE 4. Generators of $H^*(Z)$ and their dimensions**

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Generator</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>$(0, P^3, 0, 2P^1)$</td>
</tr>
<tr>
<td>34</td>
<td>$(0, \beta P^3 P^1, P^3 P^1 + P^4, 0, 2P^2)$</td>
</tr>
<tr>
<td>35</td>
<td>$(0, \beta P^3 P^1 \beta, 2P^3 P^1 \beta + \beta P^4, 0, 2\beta P^2, P^1)$</td>
</tr>
<tr>
<td>37</td>
<td>$(0, 0, 0, P^3, 0, P^1)$</td>
</tr>
<tr>
<td>42</td>
<td>$(0, P^5 P^1 \beta + P^6 \beta, P^5 P^1 + P^6, \beta P^3 P^1, 2P^3 P^1 + 2P^4, 0, P^2 \beta)$</td>
</tr>
<tr>
<td>43</td>
<td>$(0, 0, P^5 P^1 \beta + 2P^6 \beta + \beta P^5 P^1 + \beta P^6, 0, 2P^4 \beta, 2P^3, 2\beta P^2 \beta)$</td>
</tr>
<tr>
<td>48</td>
<td>$(0, 0, 0, \beta P^4 \beta P^1 \beta, 2P^4 \beta P^1 \beta + 2\beta P^4 P^1 \beta, P^3 P^1 \beta + 2P^4 \beta + \beta P^3 P^1 + 2\beta P^4)$</td>
</tr>
<tr>
<td>49*</td>
<td>$(0, P^6 P^2, 0, P^5, P^1, 0, 0, 2P^4)$</td>
</tr>
<tr>
<td>50</td>
<td>$(0, 0, 2P^6 P^2 + P^7 P^1, P^5 P^1 \beta + P^6 \beta, P^5 P^1 + P^6, 0, 2P^3 P^1 \beta + P^4 \beta + 2\beta P^3 P^1 + \beta P^4)$</td>
</tr>
<tr>
<td>57</td>
<td>$(0, 0, 0, 0, 0, 0, P^6)$</td>
</tr>
<tr>
<td>69*</td>
<td>$(0, P^9 P^3 P^1 + P^10 P^1, 0, 0, 0, 0, P^7 P^2, 2P^6 P^2)$</td>
</tr>
<tr>
<td>69</td>
<td>$(0, 2P^9 P^3 P^1 + P^13, 0, 2P^9 P^2, 0, 0, 2P^9, P^6 P^2 + 2P^7 P^1 + 2P^8, 2P^3)$</td>
</tr>
<tr>
<td>70</td>
<td>$(0, P^9 P^3 P^1 \beta + P^12 P^1 \beta, 2P^12 P^1 + 2P^13, 0, P^9 P^2 + 2P^{10} P^1, 0, P^7 \beta P^2 + 2P^9 \beta + \beta P^7 P^2, P^6 P^2 \beta + P^7 P^1 \beta + P^7 \beta P^1 + \beta P^6 P^2, 2P^3 \beta, 2P^2)$</td>
</tr>
</tbody>
</table>
Constructing a $u_3$ Map

**Step 0:** By construction, we know that $H^*(Z)$ has no $x_0$, $x_1$ or $x_2$ homology, so Proposition 1.13 tells us that we will be able to find some power of a $u_3$ map on this spectrum.

**Step 1:** We first need to compute $\text{Ext}^s_t(A(H^*(Z), H^*(Z))$ in order to find our candidate for a $u_3$ map. As before, we will accomplish this by constructing a projective resolution, $R_\bullet$, of $H^*(Z)$. Since $x_3 = Q_2$, we know that $u_3$ is in homological degree 1. This means we may be able to construct our $u_3$ map after only computing $R_0$ and $R_1$.

Based on Table 4., we know that the initial step in the resolution, $R_0$, will have one copy of $A$ for each of the generators in the table, i.e.

$$R_0 = \Sigma^{29} A \oplus \Sigma^{34} A \oplus \Sigma^{35} A \oplus \Sigma^{37} A \oplus \ldots \quad (3.19)$$

Let $\partial'_0$ be the map $R_0 \rightarrow H^*(Z)$. As before, we use Sage to compute the kernel of $\partial'_0$ and to find its $A$ module generators. These generators and their dimensions are in Table 5.. As before, the last entry in each tuple is the last nonzero entry.

As before, we construct $R_1$ to be a free $A$ module with a generator for each generator of $\ker(\partial'_0)$, so

$$R_1 = \Sigma^{46} A \oplus \Sigma^{51} A \oplus \Sigma^{52} A \oplus \ldots \quad (3.20)$$

We’ll show that this is sufficient to construct a $u_3$ map on $Z$. 
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**Step 2:** We’d like to construct an element in $\text{Ext}_{A}^{1,17}(H^*(Z), H^*(Z))$ that is a $u_3$ map. To do this, we need a map from $R_1$ to $\Sigma^{17}H^*(Z)$.

Let $Y_1, Y_2, K_0$ and $K_1$ be the spectra in the construction from the Adams resolution for $Y$ as defined in (3.18). We begin to construct our map by defining a map:

$$g_1 : H^*(K_1) \rightarrow \Sigma^{16}H^*(K_0)$$

We define this map on a small number of the generators of $H^*(K_1)$ as outlined in Table 6. below. In this, and the following tables, generator $i$ refers to the tuple with 1 in the $i$th spot, and 0’s in all other spots.

The map $g_1$ sends the rest of the generators of $H^*(K_1)$ to 0.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Generator</th>
</tr>
</thead>
<tbody>
<tr>
<td>46</td>
<td>$(2P^4 \beta + \beta P^3 P^1 + \beta P^1, P^3, 0, 2P^2 + 2P^1)$</td>
</tr>
<tr>
<td>51</td>
<td>$(0, P^3 P^1 \beta + 2P^4 \beta + \beta P^3 P^1 + \beta P^1, 2P^4 P^1 + 2P^4, 0, 2P^2 \beta, 2P^2)$</td>
</tr>
<tr>
<td>52</td>
<td>$(\beta P^4 \beta P^1 \beta, 0, 2P^3 P^1 \beta + 2P^4 \beta + 2\beta P^3 P^1, 0, 0, P^2 \beta + 2\beta P^2, P^1)$</td>
</tr>
<tr>
<td>53</td>
<td>$(P^5 P^1 + P^6, 0, 0, P^3 P^1 + P^4, 0, 0, 2P^1)$</td>
</tr>
<tr>
<td>54</td>
<td>$(P^5 P^1 \beta, 2P^4 P^1 + P^5, 0, 2P^4 \beta + 2\beta P^3 P^1 + 2\beta P^4, 2P^3, 0, 0, P^1 \beta, 2P^1)$</td>
</tr>
<tr>
<td>59</td>
<td>$(0, P^5 P^1 \beta + 2P^6 \beta, P^5 P^1 + P^6, \beta P^5 \beta, P^4 \beta, P^3 P^1 + P^4, 0, 0, \beta^2 P^2)$</td>
</tr>
<tr>
<td>60</td>
<td>$(0, 0, P^5 \beta P^1 + \beta P^6, 2\beta P^4 \beta P^1 \beta, 0, P^3 P^1 \beta + 2P^4 \beta + 2\beta P^3 P^1, P^3, 0, 2\beta P^2 \beta)$</td>
</tr>
<tr>
<td>61</td>
<td>$(0, 0, 0, P^5 P^1 + P^6, 0, 0, 0, P^3, 0, P^1)$</td>
</tr>
<tr>
<td>65</td>
<td>$(0, 0, P^6 \beta P^1 \beta, 0, \beta P^4 \beta P^1 \beta, P^4 \beta P^1 \beta + \beta P^4 P^1 \beta + 2\beta P^5 \beta, 2P^3 P^1 \beta + 2P^1 \beta)$</td>
</tr>
<tr>
<td>66</td>
<td>$(0, P^8, 0, P^6 P^1 \beta + P^7 \beta, 2P^6, 0, 0, P^4 \beta + \beta P^4, P^3 P^1 + 2P^4, P^2 \beta + \beta P^2)$</td>
</tr>
<tr>
<td>67</td>
<td>$(P^7 \beta P^2 \beta, 2P^6 P^2 \beta, P^7 P^1, 0, 2\beta P^5 P^1, 2P^5 P^1 + 2P^6, 0, 2\beta P^4 \beta, P^3 P^1 \beta + 2P^4 \beta + \beta P^4)$</td>
</tr>
<tr>
<td>69</td>
<td>$(0, 0, 0, 0, 0, 0, 0, P^5, 0, P^3)$</td>
</tr>
</tbody>
</table>
As before, we move through a few exact sequences to end up with the map that we originally wanted. The first step involves the inclusion

$$H^*(\Sigma Y_2) \hookrightarrow H^*(K_1)$$

from the cofibration in constructing the Adams resolution, which gives us a map

$$\text{Hom}^{16}(H^*(K_1), H^*(K_0)) \rightarrow \text{Hom}^{16}(H^*(\Sigma Y_2), H^*(K_0)). \quad (3.21)$$

Further, we have another inclusion

$$H^*(\Sigma Z) \hookrightarrow H^*(\Sigma Y_2)$$

from the construction of $Z$, which gives us a map

$$\text{Hom}^{16}(H^*(\Sigma Y_2), H^*(K_0)) \rightarrow \text{Hom}^{16}(H^*(\Sigma Z), H^*(K_0)). \quad (3.22)$$

Putting together (3.21) and (3.22), since $H^*(\Sigma Z)$ is contained in $H^*(K_1)$, $g_1$ is defined on $H^*(\Sigma Z)$ by restriction. Finally, a map from $H^*(Z)$ gives us a map from $R_0$ by composing with $\partial'_0$. Thus, given an element in $R_0$, we can apply the differential to obtain an element of $H^*(Z)$, which in turn gives us an element of

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Generator #</th>
<th>Image under $g_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>3</td>
<td>(1, 0, 0, 0)</td>
</tr>
<tr>
<td>27</td>
<td>5</td>
<td>(0, 1, 0, 0)</td>
</tr>
<tr>
<td>32</td>
<td>6</td>
<td>(0, $P^1\beta$, 1, 0)</td>
</tr>
<tr>
<td>63</td>
<td>10</td>
<td>(0, $2P^9$, 0, $2P^3$)</td>
</tr>
</tbody>
</table>
$H^*(Y_2)$ via inclusion, and then an element of $H^*(\Sigma^{-1}K_1)$. Let

$$g_2 : \Sigma R_0 \to \Sigma^{16} H^*(K_0)$$

be the composition of these maps and $g_1$ as defined above. This map is defined on the first few generators of $\Sigma R_0$ according to Table 7. below. The later generators do not necessarily go to zero, but they are not needed for the calculations that follow.

In each dimension, we can computationally verify that the image of the generator in $H^*(K_0)$ is actually an element of $H^*(\Sigma Y_1)$. This gives us a map:

$$g_3 : \Sigma R_0 \to \Sigma^{17} H^*(Y_1)$$

<table>
<thead>
<tr>
<th>dimension</th>
<th>generator #</th>
<th>Image under $g_2$ in $\Sigma^{16} H^*(K_0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>35</td>
<td>2</td>
<td>$(P^3 P^1 + P^4, 2P^2, 0, 0)$</td>
</tr>
<tr>
<td>36</td>
<td>3</td>
<td>$(2P^3 P^1 \beta + \beta P^4, 2P^2 \beta + 2\beta P^2, P^1, 0)$</td>
</tr>
<tr>
<td>38</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>43</td>
<td>5</td>
<td>$(P^5 P^1 + P^6, 2P^3 P^1 + 2P^4, 0, 0)$</td>
</tr>
<tr>
<td>44</td>
<td>6</td>
<td>$(P^5 P^1 \beta + 2P^6 \beta + \beta P^5 P^1 + \beta P^6, 2P^3 P^1 \beta + 2P^4 \beta)$</td>
</tr>
<tr>
<td>49</td>
<td>7</td>
<td>$(0, P^4 \beta P^1 \beta + \beta P^4 P^1 \beta, P^3 P^1 \beta + 2P^4 \beta + \beta P^3 P^1 + 2\beta P^4, 0)$</td>
</tr>
<tr>
<td>50</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>51</td>
<td>9</td>
<td>$(2P^6 P^2 + P^7 P^1, P^5 P^1 + P^6, 0, 0)$</td>
</tr>
<tr>
<td>58</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>70</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>70</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>71</td>
<td>13</td>
<td>$(2P^{12} P^1 + 2P^{13}, P^9 P^2 + 2P^{10} P^1 + P^{11}, 0, P^5)$</td>
</tr>
</tbody>
</table>
which we can desuspend to

\[ \Sigma^{-1} g_3 : R_0 \to \Sigma^{16} H^*(Y_1) \]

Now, from the cofibration

\[ Y_1 \to K_1 \to \Sigma Y_2 \]

we have the short exact sequence in cohomology

\[ 0 \to H^*(\Sigma Y_2) \hookrightarrow H^*(K_1) \to H^*(Y_1) \to 0. \]

Further, there is a corresponding long exact sequence from applying the functor \( \text{Ext}_A(H^*(Z), -) \). The connecting homomorphism in this long exact sequence is

\[ \text{Ext}^{s, t}_A(H^*(Z), H^*(Y_1)) \to \text{Ext}^{s+1, t}_A(H^*(Z), H^*(\Sigma Y_2)) \]

We can further apply an isomorphism similar to (3.16) to treat this connecting homomorphism as:

\[ \text{Ext}^{s, t}_A(H^*(Z), H^*(Y_1)) \to \text{Ext}^{s+1, t+1}_A(H^*(Z), H^*(Y_2)) \]

By working through this connecting homomorphism, illustrated in the diagram below, we take our element of \( \text{Ext}^{0,16}_A(H^*(Z), H^*(Y_1)) \) and produce an element of \( \text{Ext}^{1,17}_A(H^*(Z), H^*(Y_2)) \), which is very close to the desired Ext group.
For each generator of $R_0$, we look at the image in $H^\ast(Y_1)$ and find a lift of that element in $H^\ast(K_1)$. Since $H^\ast(K_1) \to H^\ast(Y_1)$ is surjective, we can make this lift. It can be verified computationally that these lifts are also unique. This gives us a map

$$g_4 : R_0 \to \Sigma^{16} H^\ast(K_1)$$

As above in our $u_2$ map computations, we compose with the differential $\partial'_1$ from the $R_\ast$ resolution in order to form

$$g_5 : R_1 \to \Sigma^{16} H^\ast(K_1)$$

Again, we can computationally verify that the image of this map lies entirely in the kernel of $H^\ast(K_1) \to H^\ast(Y_1)$, so we can pull back to a map

$$g_6 : R_1 \to \Sigma^{16} H^\ast(\Sigma Y_2) = \Sigma^{17} H^\ast(Y_2)$$

This map, $g_6$, is summarized in Table 8. below, where we show the image of the first few generators of $R_1$. We only need the first 9 generators for later computations. As above, the remaining generators do not necessarily go to zero, but they are not needed for the computations in the next section.
Now, recall the short exact sequence from the construction of $Z$

$$0 \to H^*(Z) \hookrightarrow H^*(Y_2) \xrightarrow{f_Y^*} \Sigma^{10} H^*(Y) \to 0$$

the surjective map in the sequence above is a projection onto the first coordinate. All of the images in Table 8. have a zero first coordinate, so they are all in the kernel of the suspension of $f_Y^*$. This means these elements are in $H^*(Z)$. Thus, we have defined the desired map $g : R_1 \to \Sigma^{17} H^*(Z)$.

Before checking to see if we have a $u_3$ map, we need to make sure that $g$ generates a nonzero class in Ext. A similar diagram chase as in (3.13) from our $u_2$ construction tells us that the class $g$ generates in Ext is in the kernel of $\partial'_2$, so we must verify it is not the image of some map, $h$, in $\text{Hom}^{17}(R_0, H^*(Z))$.

Consider the first generator in $R_1$, in dimension 46. It maps, via $\partial'_1$ to the element $(2P^4\beta + \beta P^3 P^1 + \beta P^4, P^3, 0, \beta P^2, 2P^1)$ in $R_0$. In order for $g$ to be the image of $h$, we would need for this element to also map to $(0, P^3, 0, 2P^1) \in \Sigma^{17} H^*(Z)$.
However, from (3.19), we know the first five generators of $R_0$ are in dimensions 29, 34, 36, 37, and 42. These generators would need to map to elements in the same dimensions in $\Sigma^{17}H^*(Z)$, corresponding to the dimensions 12, 17, 19, 20, and 25 in $H^*(Z)$. However, there is nothing in $H^*(Z)$ in these dimensions, so the bottom five generators would necessarily map to 0. This is a contradiction as an $A$ linear combination of these generators must map to something nonzero.

Thus, $g$ generates a nonzero class, $\alpha \in \text{Ext}_A^{1,17}(H^*(Z), H^*(Z))$. It remains to show this element gives us a $u_3$ map.

**Step 3:** We must verify that $g$ induces a map $\bar{g} : \ker \partial'_0 \to \Sigma^{17}H^*(Z)$ that is an $x_3$ homology isomorphism. In order to check this, we must determine the $x_3$ homology of $H^*(Z)$, which we can then use to find the $x_3$ homology of $\ker \partial'_0$.

As before, we can start with the $x_3$ homology of $H^*(Y)$ since the cohomology is easy to describe. The nonzero $x_3$ homology of $H^*(Y)$ is generated by $x_3$ applied to the four “missing” cohomology classes: $1, \beta, P^1\beta, \beta P^1\beta$. These classes are generated by the elements:

$$
P^3P^1\beta + 2P^4\beta + 2\beta P^3P^1 + \beta P^4, \quad \beta P^3P^1\beta + 2\beta P^4\beta,
$$

$$
P^4P^1\beta + 2\beta P^5\beta, \quad \beta P^4\beta P^1\beta
$$

which are in dimensions 16, 17, 21, and 22 respectively.

To find the $x_3$ homology of $H^*(Z)$ we will need to compute the $x_3$ homology of $H^*(Y_2)$, since $Z$ is the cofiber of the map $\Sigma^{10}Y \to Y_2$. We have a short exact sequence in cohomology from the construction of the Adams resolution of $Y$:

$$
0 \to H^*(\Sigma Y_1) \hookrightarrow H^*(K_0) \twoheadrightarrow H^*(Y) \to 0
$$
We then look at the long exact sequence induced here in $x_3$ homology. Since $(x_3)^2 = 0$, we don’t need to use $H'_*(-; x_3)$, our long exact sequence just uses the $H_*(-; x_3)$ form instead. Since $H^*(K_0)$ is a sum of copies of $A$, and $A$ has no $x_3$ homology, then we get an isomorphism from the connecting homomorphism of the long exact sequence:

$$H_n(H^*(Y); x_3) \cong H_{n+17}(\Sigma H^*(Y_1); x_3) \cong H_{16}(H^*(Y_1); x_3)$$

The process for computing the isomorphism is as follows. Take $x \in H^*(Y)$ that generates nonzero $x_3$ homology, and lift to some $y \in H^*(K_0)$. Then by construction $x_3y$ maps to 0 in $H^*(Y)$, so $x_3y$ pulls back to an element of $H^*(\Sigma Y_1)$. Then, $x_3(x_3y) = 0$ in $H^*(\Sigma Y_1)$, and $y \notin H^*(\Sigma Y_1)$ as it is not in the kernel of the surjection. Then $x_3y$ generates a nonzero element of $x_3$ homology in $H^*(\Sigma Y_1)$.

Following this process with the four elements listed above, we get the following four generators of the $x_3$ homology of $H^*(Y_1)$, shown in Table 9..

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>$(\beta P^6 P^1 \beta + 2\beta P^6 P^1 \beta, P^4 P^1 \beta + 2\beta P^4 P^1 \beta + \beta P^3 P^1 \beta + 2\beta P^3 P^1 \beta + P^4, 0)$</td>
</tr>
<tr>
<td>33</td>
<td>$(0, 2\beta P^4 P^1 \beta, 2\beta P^3 P^1 \beta + \beta P^4 \beta)$</td>
</tr>
<tr>
<td>37</td>
<td>$(0, 2\beta P^5 P^1 \beta, 2P^4 P^1 \beta + \beta P^5 \beta, 0)$</td>
</tr>
<tr>
<td>38</td>
<td>$(0, 0, \beta P^4 \beta P^1 \beta, 0)$</td>
</tr>
</tbody>
</table>

An identical procedure lets us lift these elements to the generators of the $x_3$ homology of $H^*(Y_2)$, which are summarized in Table 10. below.
TABLE 10. Generators of the $x_3$ homology of $H^*(Y_2)$

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>48</td>
<td>$(0, 0, 2\beta P^6\beta P^1\beta + 2\beta P^5\beta P^1\beta, 2\beta P^4\beta P^1\beta, P^4\beta P^1\beta + 2\beta P^4\beta P^1\beta + 2\beta P^5\beta, 2P^3\beta P^1\beta + P^4\beta + \beta P^3 P^1 + 2\beta P^4, 0, 0)$</td>
</tr>
<tr>
<td>49</td>
<td>$(0, 0, 0, 0, 0, \beta P^4\beta P^1\beta, 2\beta P^3 P^1\beta + \beta P^4\beta, 0, 0)$</td>
</tr>
<tr>
<td>53</td>
<td>$(0, 0, 0, 0, 0, \beta P^5\beta P^1\beta, 2\beta P^4\beta P^1\beta + \beta P^5\beta, 0, 0)$</td>
</tr>
<tr>
<td>54</td>
<td>$(0, 0, 0, 0, 0, 2\beta P^4\beta P^1\beta, 0, 0)$</td>
</tr>
</tbody>
</table>

Now we have the $x_3$ homology generators for both $H^*(Y)$ and $H^*(Y_2)$. We have a short exact sequence from the construction of $Z$

$$0 \rightarrow H^*(Z) \hookrightarrow H^*(Y_2) \xrightarrow{f_Y^*} H^*(\Sigma^{10}Y) \rightarrow 0 \quad (3.24)$$

The surjective map above is projection onto the first coordinate. Since all of our generators in the table above have a zero first coordinate, they are all in $H^*(Z)$. Further, they are in the kernel of $x_3$ but not the image, so they generate nonzero $x_3$ homology classes of $H^*(Z)$. However, there are other pieces to the $x_3$ homology of $H^*(Z)$. The short exact sequence in (3.24) gives us a long exact sequence in $x_3$ homology. Part of this long exact sequence is given below:

$$
\begin{align*}
&H_n(H^*(Y_2); x_3) \\
\downarrow & \\
H_n(H^*(\Sigma^{10}Y); x_3) \rightarrow H_{n+17}(H^*(Z); x_3) \rightarrow H_{n+17}(H^*(Y_2); x_3) \\
\downarrow & \\
H_{n+17}(H^*(\Sigma^{10}Y); x_3)
\end{align*}
$$

Since we have computed the $x_3$ homology of $H^*(Y)$ and $H^*(Y_2)$, we can say that the two vertical maps in the diagram above must be zero for dimensional reasons. That is, the $x_3$ homology of $H^*(Y_2)$ is in dimensions 48, 49, 53, and 54, while the $x_3$ homology of $H^*(\Sigma^{10}Y)$ is in dimensions 26, 27, 31, and 32. Thus, we
have a short exact sequence:

\[ 0 \to H_n(H^*(\Sigma^{10}Y); x_3) \hookrightarrow H_{n+17}(H^*(Z); x_3) \twoheadrightarrow H_{n+17}(H^*(Y_2); x_3) \to 0 \quad (3.25) \]

Further, the inclusion here is really the connecting homomorphism in the long exact sequence, and we use the same process here that we did to compute the \(x_3\) homology of \(H^*(Y_1)\).

We take an element of \(H^*(\Sigma^{10}Y)\) that generates a nonzero \(x_3\) homology class, lift it to an element of \(H^*(Y_2)\), then multiply by \(x_3\) on the left. As in our explanation before, this will give a nonzero element of \(x_3\) homology for \(H^*(Z)\). These elements are given in Table 11. below.

**TABLE 11. Additional generators of \(x_3\) homology of \(H^*(Z)\)**

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>43</td>
<td>((0, P^6 P^1 \beta + 2 \beta P^6 \beta, 2 P^5 P^1 \beta + P^6 \beta P^1 + P^6 \beta + 2 \beta P^6))</td>
</tr>
<tr>
<td>44</td>
<td>((0, 2 \beta P^6 P^1 \beta, \beta P^6 P^1 \beta + 2 \beta P^6 \beta P^1 + 2 \beta P^6))</td>
</tr>
<tr>
<td>48</td>
<td>((0, \beta P^6 P^1 \beta, P^6 \beta P^1 \beta + 2 \beta P^6 P^1 \beta + \beta P^6 \beta P^1))</td>
</tr>
<tr>
<td>49</td>
<td>((0, 0, 2 \beta P^6 P^1 \beta))</td>
</tr>
</tbody>
</table>

We now have generators of eight distinct nonzero \(x_3\) homology classes for \(H^*(Z)\). We note that for dimensional reasons, the pairs of classes in dimensions 48 and 49 cannot generate the same class in \(x_3\) homology as \(H^*(Z)\) contains nothing in dimensions 31 or 32, so their difference cannot be in the image of multiplication by \(x_3\).

From our resolution of \(H^*(Z)\), we have a short exact sequence

\[ 0 \to \ker \partial'_0 \hookrightarrow R_0 \overset{\partial'_0}{\to} H^*(Z) \to 0 \]
Then, since $R_0$ has no $x_3$ homology, in the long exact sequence in $x_3$ homology, we have an isomorphism

$$H_n(H^*(Z); x_3) \cong H_{n+17}(\ker \partial_0; x_3)$$

We can then compute the $x_3$ homology of $\ker \partial_0$ by lifting the elements of $H^*(Z)$ to $R_0$ and then multiplying by $x_3$. The results are summarized in Table 12.

**TABLE 12. Generators of $x_3$ homology of $\ker(\partial_0)$.** The first four generators are the ones lifted through the connecting homomorphism in (3.25). The last four are the ones lifted up the Adams resolution, listed in Table 10.

<table>
<thead>
<tr>
<th>dimension</th>
<th>element</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>$(2\beta P^6 \beta P^1 \beta, 2P^5 \beta P^1 \beta + \beta P^6 \beta, P^5 P^1 \beta + 2P^5 \beta P^1 + 2P^6 \beta + \beta P^6, 0)$</td>
</tr>
<tr>
<td>61</td>
<td>$(0, 2\beta P^5 \beta P^1 \beta, \beta P^5 P^1 \beta + 2\beta P^5 \beta P^1 + 2\beta P^6 \beta, 0)$</td>
</tr>
<tr>
<td>65</td>
<td>$(0, \beta P^6 \beta P^1 \beta, P^6 \beta P^1 \beta + 2\beta P^6 P^1 \beta + \beta P^6 \beta P^1, 0)$</td>
</tr>
<tr>
<td>66</td>
<td>$(0, 0, \beta P^6 \beta P^1 \beta, 0)$</td>
</tr>
<tr>
<td>65</td>
<td>$(0, \beta P^6 \beta P^1 \beta, \beta P^6 P^1 \beta + 2\beta P^6 \beta P^1 + 2\beta P^7 \beta, 0, \beta P^4 \beta P^1 \beta, \beta P^4 P^1 \beta + 2\beta P^4 P^1 \beta + 2\beta P^5 \beta, 2P^3 P^1 \beta + P^4 \beta + \beta P^3 P^1 + 2\beta P^4)$</td>
</tr>
<tr>
<td>66</td>
<td>$(0, 0, 0, 0, 0, \beta P^3 P^1 \beta + 2\beta P^4 \beta)$</td>
</tr>
<tr>
<td>70</td>
<td>$(0, 0, 0, 0, 0, P^4 \beta P^1 \beta + 2\beta P^5 \beta)$</td>
</tr>
<tr>
<td>71</td>
<td>$(0, 0, 0, 0, 0, 0, 2\beta P^4 \beta P^1 \beta)$</td>
</tr>
</tbody>
</table>

Finally, we can compute the images of each of these elements under the map $\bar{g}$. As we hoped, $\bar{g}$ maps each of these generators to either the corresponding element in $H^*(Z)$ or to twice that element, which is an isomorphism on $x_3$ homology. This tells us, by Theorem 2.4, that our element of $\text{Ext}^{1,17}_A(H^*(Z), H^*(Z))$ is, in fact, a $u_3$ map.
Step 4: The last step is to show that this element of Ext survives the Adams Spectral Sequence in order to give us a self map $\Sigma^{16}Z \to Z$. We make a similar argument as the one for our $u_2$ map above using vanishing lines.

By our computations summarized in Table 4., we have shown that our groups $\text{Ext}^t_\mathcal{A}(H^*(\mathbb{Z}), \mathbb{Z}_3)$ are zero for $t < 29$, and from (3.20), that $\text{Ext}^{t+1}_\mathcal{A}(H^*(\mathbb{Z}), \mathbb{Z}_3)$ is zero for $t < 46$. For larger values of $s$, we use Lemma 1.7 again. $H^*(\mathbb{Z})$ has no $x_0, x_1,$ or $x_2$ homology, so the Lemma tells us that it is free through degree 11, as $P^3$ is the element of smallest degree not in the sub Hopf algebra containing $x_0, x_1$ and $x_2$. Thus, each time $s$ increases by 1, $t$ must increase by at least 12, or $t - s$ must increase by at least 11. In Figure 7., everything above and to the left of the solid line must be 0, including the line $s = 0$ for $t - s < 29$.

![Figure 7. Vanishing edge for Ext^s,t_A(H^*(\mathbb{Z}), \mathbb{Z}_3) in (t - s, s) coordinates](image)

We then proceed with our construction of vanishing regions as in the case for our $u_2$ map. Moving from $\text{Ext}^{s,t}_\mathcal{A}(H^*(\mathbb{Z}), \mathbb{Z}_3)$ to $\text{Ext}^{s}_\mathcal{A}(H^*(\mathbb{Z}), H^*(\Sigma^4 M(3)))$ has the effect of shifting our vanishing line to the left by one unit. Further moving to $\text{Ext}^{s-1,t}_\mathcal{A}(H^*(\mathbb{Z}), H^*(M(3)))$ moves the vanishing line up by one unit. This Ext grid is given in Figure 8. below. As before everything above and to the left of the line must be zero, as well as everything along the $s = 1$ line for $t - s < 28$.

![Figure 8. Ext^s,t_A(H^*(\mathbb{Z}), H^*(\Sigma^4 M(3)))](image)

We next construct the vanishing region for $\text{Ext}^{s,t}_\mathcal{A}(H^*(\mathbb{Z}), H^*(Y))$ by taking the intersection of the vanishing regions for $\text{Ext}^{s-1,t}_\mathcal{A}(H^*(\mathbb{Z}), H^*(\Sigma^4 M(3)))$ and $\text{Ext}^{s,t}_\mathcal{A}(H^*(\mathbb{Z}), H^*(M(3)))$ as in (3.17). The first of these pieces looks like Figure 9.
FIGURE 8. Vanishing edge for $\text{Ext}^s_t^A(H^*(Z), H^*(M(3)_1))$ in $(t-s, s)$ coordinates shifted up by 1, and to the left by 6, and the second is depicted in Figure 8.

This intersection results in a vanishing region depicted by Figure 9. below, where everything above and to the left of the line, as well as the line $s = 1$ for $t-s < 23$ must be zero.

FIGURE 9. Vanishing edge for $\text{Ext}^s_t^A(H^*(Z), H^*(Y))$ in $(t-s, s)$ coordinates

We then move two stages up the Adams resolution for $Y$ to first produce

$\text{Ext}^s_t^A(H^*(Z), H^*(Y_1))$, and then $\text{Ext}^s_t^A(H^*(Z), H^*(Y_2))$. Each of these steps moves our vanishing line up by one, as seen below in Figure 10.. We still have everything above the line, and everything along $s = 3$ for $t-s < 23$ must be zero.

FIGURE 10. Vanishing edge for $\text{Ext}^s_t^A(H^*(Z), H^*(Y_2))$ in $(t-s, s)$ coordinates
Finally, we form the vanishing region for $\text{Ext}^s_t(A(H^*(Z), H^*(Z)))$ by taking the intersection of the vanishing region for $\text{Ext}^s_t(A(H^*(Z), H^*(Y_2)))$ (from Figure 10.) and the vanishing region for $\text{Ext}^s_t(A(H^*(Z), H^*(\Sigma^{10}Y)))$ (from shifting Figure 9. left by 10). The resulting diagram is identical to Figure 10. above.

Now, our $u_3$ map was an element in $\text{Ext}^{1,17}_A(H^*(Z), H^*(Z))$, which would be in position $(16, 1)$ in the figure. The Adams Spectral Sequence differential $d_r$ moves up $r$ and left 1 spot on the grid. Since we only have to worry about $d_r$ for $r \geq 2$, all of the differentials land in the $s - t = 15$ column, for $s \geq 3$. However, we have seen that we must have zeroes along the line $s = 3$ for $t - s < 23$, so none of these differentials can be nonzero. In addition, since we have an element of $\text{Ext}^1$, it cannot be in the image of any differentials. Thus, $\alpha$ survives the Adams Spectral Sequence to give us a map $f_Z : \Sigma^{16}Z \rightarrow Z$. 
CHAPTER IV

CONSTRUCTION OF A FINITE SPECTRUM WITH A $V_2$ MAP

We have now constructed our $u_3$ map on the spectrum $Z$. We want to use this map, as well as the $u_2$ and $u_1$ maps we constructed in order to build a finite spectrum with a $v_2$ map.

First, consider our $u_1$ map $f_{M(3)} : \Sigma^4 M(3) \rightarrow M(3)$. To construct our second spectrum $Y$ (and to kill the $x_1$ homology), we lifted this map to $\Sigma^4 M(3) \rightarrow M(3)_1$ and took the cofiber. This spectrum, as we have detailed in Section 3.2, is no longer finite.

However, we can construct a different spectrum, denoted $V(1)$ as in [BP04], which is finite, by taking the cofiber of $f_{M(3)}$. This is the cofiber sequence

$$\Sigma^4 M(3) \xrightarrow{f_{M(3)}} M(3) \rightarrow V(1)$$

We would like to use Lemma 1.11 to show that our self map on $Y$, $f_Y$, corresponds to a self map on the finite spectrum $V(1)$. To do so we need to show that the map $Y \rightarrow V(1)$ has a fiber with finite Adams resolution. In fact, we show that the fiber is just an Eilenberg-MacLane spectrum.
Consider the diagram below:

\[
\begin{array}{ccc}
* & \rightarrow & \Sigma^{-1}K(Z_3) \\
\downarrow & & \downarrow \\
\Sigma^4M(3) & \rightarrow & M(3)\
\left\downarrow f_{M(3)} \right\downarrow & & \left\downarrow f_{M(3)} \right\downarrow \\
\Sigma^4M(3) & \rightarrow & M(3) \\
\end{array}
\]

The elements in the top row are the fibers of the vertical maps below them. By the $3 \times 3$ Lemma [Mac95][5.1], the top right corner of the map can be filled in with another copy of $\Sigma^{-1}K(Z_3)$, and it is the fiber of the map $Y \rightarrow V(1)$.

Since the map $Y \rightarrow V(1)$ has a fiber with a finite Adams resolution, we know, by Lemma 1.11, that our self map $f_Y : \Sigma^{10}Y \rightarrow Y$ induces a self map $h_Y : \Sigma^{10}V(1) \rightarrow V(1)$.

We use $h_Y$ to create a finite spectrum associated to the locally finite spectrum $Z$. Let $Z_f$ be the cofiber of $h_Y$, so $Z_f$ has eight cells. We need to use Lemma 1.11 again on our $u_3$ self map on $Z$ to create a self map on $Z_f$, and show that it is also a $v_2$ self map. In order to do this, we need to show that the fiber of the map $Z \rightarrow Z_f$ has a finite Adams resolution.

Let $K_0$ and $K_1$ be part of the Adams resolution for $Y$ as defined in (3.18). Let $G$ be the fiber of the composition $Y_2 \rightarrow Y_1 \rightarrow Y$. Consider the following diagram where all rows and columns are fiber sequences:
Since $G$ is in a fiber sequence with $\Sigma^{-1}K_1$ and $\Sigma^{-1}K_0$, and since $K_1$ and $K_0$ are spectra with finite Adams resolutions, then $G$ also has a finite Adams resolution. Now, we let $G'$ be the fiber of the composition $Y_2 \to Y \to V(1)$. Then we can construct the following diagram to show $G'$ has a finite Adams resolution by the same argument we made for $G$.

Let $H$ be the fiber of $Z \to Z_f$. We construct another diagram below to show that $H$ must also have a finite Adams resolution.
We now claim, from Lemma 1.11 again, that our self map \( f_Z : \Sigma^{16}Z \to Z \)
induces a self map \( h_Z : \Sigma^{16}Z_f \to Z_f \). It remains to conclude that \( h_Z \) is actually a \( v_2 \) map. But this follows from Lemma 1.12. Thus, we have constructed a \( v_2 \) self map on the eight-cell finite spectrum \( Z_f \).
APPENDIX

SAGE CODE

Following is the code used to carry out the computations in Chapter 3. It
is broken into five parts, which correspond to the construction of the cohomology
of the spectra $Y$ and $Z$, and the modules involved in the minimal resolutions of
$H^*(Y)$ and $H^*(Z)$.

Below is sample output (lightly formatted for readability) from the first
segment of code, through line 165. This output summarizes the generators of the
kernel of the map $\partial_0 : P_0 \rightarrow H^*(Y)$ as given in Table 2. in the text.

\[ [P^2, 0, 0, 0] \text{ is a generator of the kernel in dimension 11} \]
\[ [P^3 P^1 + P^4, 2 P^2, 0, 0] \text{ is a generator of the kernel in dimension 19} \]
\[ [P^3 P^1 beta + beta P^3 P^1, P^2 beta, 2 P^1, 0] \text{ is a generator of the kernel in dimension 20} \]
\[ [P^6, 2 P^3 P^1 + 2 P^4, 0, 0] \text{ is a generator of the kernel in dimension 27} \]
\[ [P^5 beta P^1, 2 P^3 P^1 beta + 2 P^4 beta, 2 P^3, 0] \text{ is a generator of the kernel in dimension 28} \]
\[ [beta P^6 P^1 beta, 0, 2 P^3 P^1 beta + 2 P^4 beta, 0] \text{ is a generator of the kernel in dimension 33} \]
\[ [P^7 P^1, P^5 P^1 + P^6, 0, 0] \text{ is a generator of the kernel in dimension 35} \]
\[ [P^9, P^6 P^1 + P^7, 0, 2 P^1] \text{ is a generator of the kernel in dimension 39} \]
\[ [P^{10} P^3 P^1, 2 P^9 P^3 + 2 P^{10} P^2 + 2 P^{12}, 0, P^5 P^1 + P^6] \]

is a generator of the kernel in dimension 59

\[ [0, 0, P^9 P^3 + P^{10} P^2 + P^{12}, 2 P^6 P^1 \text{ beta}] \]

is a generator of the kernel in dimension 64

\[ [0, 2 P^{14} P^3 P^1 + P^{14} P^4 + P^{18}, 0, 2 P^9 P^3 + P^{11} P^1 + 2 P^{12}] \]

is a generator of the kernel in dimension 83

\[ [P^{16} P^4 \text{ beta} P^1, P^{14} P^4 \text{ beta} P^1 + P^{15} P^4 \text{ beta} + 2 P^{15} \text{ beta} P^4 + 2 P^{16} \text{ beta} P^3 + P^{17} \text{ beta} P^2 + P^{19} \text{ beta} + 2 \text{ beta} P^{14} P^4 P^1 + \text{ beta} P^{15} P^4 + \text{ beta} P^{16} P^3, 2 P^{13} P^4 P^1 + 2 P^{15} P^3 + P^{18}, 2 P^9 P^3 P^1 \text{ beta} + 2 P^{10} \text{ beta} P^3 + P^{11} \text{ beta} P^2 + 2 P^{12} P^1 \text{ beta} + 2 P^{13} \text{ beta} + \text{ beta} P^{11} P^2] \]

is a generator of the kernel in dimension 88
A3 = SteenrodAlgebra(p=3,basis='adem'); A3
beta = A3.Q(0); beta
P1 = A3.monomial((0,1,0)); P1
P3 = A3.monomial((0,3,0)); P3
P9 = A3.monomial((0,9,0)); P9

#Compute the kernel of the map $\oplus A_3 \to Y$
#Y has generators P1, P3, P3*P1*beta, P9, P27, ... as an A_3 module
#how high to carry the computations
height = 100

#Keep track of the elements in the kernel of the first step
kerlist = []

#Keep track of the generators of the kernel in the first step in terms of vector space
kergens = []

#Keep track of the generators of Y1 in terms of steenrod elements, and their dimensions
Y1gens = []
Y1dims = []

#Elements in the sum of A_3's (This is really P0 in our projective resolution)
P0elements = []

#Dictionary keeping track of the generators of Y and their dimension:
Ygens = [P1, P3, P3*P1*beta, P9]
Ygendims = [3,11,16,35]
umgens = 4;

Ybasis = []

for i in xrange(height):
    kerlist.append([]);
    kergens.append([]);
    P0elements.append([]);

    #Build a basis for Y in this dimension so we can compute the kernel later
    Ybasis.append([]);
    Yi = A3.basis(i+1);
    for elt in Yi:
        #each element is in terms of the P^i's, this returns them in terms of admissible sequences
        #which we need later
        if (elt != beta) and (elt != P1*beta) and (elt != beta*P1*beta):
            Ybasis[i].append(elt.monomial_coefficients().keys()[0]);

    #A dictionary to keep track of the image of each of the v-space generators of P0
    maps = {};
    #Look at the copies of A3 in P0 corresponding to each of the generators
    for j in xrange(numgens):
        elementlist = A3.basis(i-Ygendims[j]);
        for elt in elementlist:
            target = elt*Ygens[j];
            vselt = [0]*numgens;
            vselt[j] = elt
            P0elements[i].append(tuple(vselt));
            maps[tuple(vselt)] = target

    #Dimension of Y as a vector space in this degree
Now that we have the kernel, we want to rewrite it to emphasize the structure as an A3 module. We look down from each dimension to see if we can replace an element with beta*something, P1*something, etc.

```python
Ydimension = len(Ybasis[i]);

# Dimension of P0 as a vector space in this degree
P0dimension = len(P0elements[i]);

m = matrix(GF(3), P0dimension, Ydimension);
for j in xrange(P0dimension):
    # For each element in P0, decompose its image in terms of admissible sequences and coefficients
    image = maps[P0elements[i][j]].monomial_coefficients();
    for k in range(Ydimension):
        # Extract the coefficients to form our linear transformation matrix
        if image.has_key(Ybasis[i][k]):
            m[j, k] = image[Ybasis[i][k]]

# Compute the kernel of our linear transformation:
ker = kernel(m);
for elt in ker.basis():
    ker1list.append(list(elt));
    element = [0]*numgens;
    for j in xrange(P0dimension):
        for k in xrange(numgens):
            element[k] = element[k]+elt[j]*P0elements[i][j][k];

print '-----------------------------------'

# Now that we have the kernel, we want to rewrite it to emphasize the structure as an A3 module.
# We look down from each dimension to see if we can replace an element with beta*something, P1*something, etc.

multipliers = [beta, P1, P3, P9];
multdims = [1, 4, 12, 36];
ummults = 4;

for i in xrange(3, height):
    # If the kernel in this dimension is nonempty:
    if (len(ker1list[i]))!=0:
        # Collect all elements that are images of things in lower dimensions:
        imagevectors = [];
        # Iterate through the multipliers
        for j in xrange(nummults):
            # Look the appropriate number of dimensions below to see if the kernel is nonempty:
            if (i-multdims[j])>0 and (len(ker1list[i-multdims[j]])!=0):
                for elt in ker1list[i-multdims[j]]:
                    for k in ker1list[len(elt)):
                        for l in ker1list(numgens):
                            element[l] = element[l]+elt[k]*P0elements[i-multdims[j]][k][l];
                        for k in ker1list(numgens):
                            element[k] = multipliers[j]*element[k];

        # We now have the image of an element from a lower dimension, in terms of elements of the
        # sum of copies of A3, we need to rewrite it in terms of our Z/3 vector space so we can
        # check spans below
        imvect = [];
        coefficients = [];
        # Get the coefficients (in terms of admissible sequences) of each component of the image
        # vectors
        for k in ker1list(numgens):
            coefficients.append(element[k].monomial_coefficients());
        # Use the basis elements in P0 to construct our vector, i.e. find the coefficient of each
        # element in P0 in our image vector
        for basiselt in P0elements[i]:
            # Each one should only have one nonzero entry, so adding them together is the same as
            # picking the nonzero one...
            basis = 0;
```

for k in xrange(numgens):
    basis = basis+basiselt[k];
    # Convert this element to an admissible sequence:
    sequence = basis.monomial_coefficients().keys()[0];
    coeff = 0;
    for k in xrange(numgens):
        if coefficients[k].has_key(sequence):
            coeff = coeff + coefficients[k][sequence];
    imvect.append(coeff);
    imagevectors.append(imvect)

    # Keep track of which elements we add in
    replacements = [];

    # Now, compute the generators of the kernel as an $A_3$ module:
    imagespan = (GF(3)**(len(P0elements[i]))).span(imagevectors)
    for j in xrange(len(ker1list[i])):
        if ker1list[i][j] not in replacements:
            if len((imagespan.intersection(span(ker1list[i][j], GF(3))).basis())) == 0:
                ker1basis[i].append(ker1list[i][j]);
                imagespan = (GF(3)**(len(P0elements[i]))).span(imagevectors+ker1gens[i]);
    print '---------------------'
    # Print the generators:
    for i in xrange(3,height):
        if len(ker1gens[i])!=0:
            for elt in ker1gens[i]:
                element = [0]*numgens;
                for j in xrange(len(elt)):
                    for k in xrange(numgens):
                        element[k] = element[k]+elt[j]*P0elements[i][j][k]
                print element,' is a generator of the kernel in dimension ',i
                Y1gens.append(element);
                Y1dims.append(i-1);

# Part 2
# Now that we've computed $Y_1 = \ker: P_0 \to Y$, we form $P_1$ and repreat the process to find $Y_2 = \ker: P_1 \to Y_1$

# Height for this part of the computation
height2 = 99;

# Basis for $P_1$
P1elements = [];

# Basis of this kernel
ker2basis = [];

# Generators of this kernel
ker2gens = [];

# How many generators did we find in the previous step?
umgens2 = len(Y1gens);

# Start computing the maps based on the generators above:
for i in xrange(height2):
    P1elements.append([]);
    ker2basis.append([]);
    ker2gens.append([]);

# Maps in terms of steenrod elements
maps = {};}
# Maps in terms of basis elements in Y1
kermaps = {};

# Create elements in P1, and find where in Y1 they map (in terms of steenrod elements)
for j in xrange(numgens2):
    elements = A3.basis(1-Y1dims[j]);
    generator = Y1gens[j];
    for elt in elements:
        source = [0]*numgens2;
        source[j] = elt;
        target = [0]*numgens;
        for k in xrange(numgens):
            target[k] = elt*generator[source[k]];
        P1elements[i].append(tuple(source));
        maps[tuple(source)] = tuple(target);

# Now rewrite each one in terms of Y1 elements (vector space form)
Y1vecs = (GF(3)^len(P0elements[i+1])).span_of_basis(kerlist[i+1]);
for elt in P1elements[i]:
    image = maps[elt];
    coefficients = [];
    # Extract the coefficients in terms of admissible sequences
    for j in xrange(numgens):
        coefficients.append([0]);
        if image[j] != 0:
            coefficients[j] = image[j].monomial_coefficients();
        targetvector = [];
        # Write the target in terms of our vector space basis for P0
        for target in P0elements[i+1]:
            coefficient = 0;
            # There should be only one nonzero place
            targetmonomial = 0;
            # Keep track of where it is
            spot = -1
            for j in xrange(numgens):
                if target[j] != 0:
                    targetmonomial = target[j].monomial_coefficients().keys()[0];
                    spot = j
                    if coefficients[spot].has_key(targetmonomial):
                        coefficient = coefficients[spot][targetmonomial];
                    targetvector.append(coefficient)
            # Now, get this element in terms of the vector space basis:
            kervec = Y1vecs.coordinates(targetvector);
            kermaps[elt] = kervec;
    # Create a matrix representing our linear transformation
    Mat = Matrix(GF(3),len(maps.keys()),len(kerlist[i+1]));
    for j in xrange(len(maps.keys())):
        Mat[j][i] = kermaps[P1elements[i][j]];
    Ker2 = kernel(Mat);
    for elt in Ker2.basis():
        element = [0]*numgens2;
        ker2basis[i].append(list(elt));
        for j in xrange(len(elt)):
            for k in xrange(numgens2):
                element[k] = element[k]+elt[j]*P1elements[i][j][k];
print '---------------------------'

# Now compute the images of things below
multipliers = [beta,P1,P3,P9];
multdims = [1,4,12,36];
umnummults = 4;
for i in xrange(3,height2):
    print 'realigning dimension ',i
    #if the kernel in this dimension is nonempty:
    if (len(ker2basis[i])==0):
        #Collect all elements that are images of things in lower dimensions:
        imagevectors = []
        #Iterate through the multipliers
        for j in xrange(nummults):
            #Look the appropriate number of dimensions below to see if the kernel is nonempty:
            if (1-multdims[j] > 0) and (len(ker2basis[i-multdims[j]])==0):
                for elt in ker2basis[i-multdims[j]]:
                    element = [0]*numgens2;
                    for k in xrange(len(elt)):
                        for l in xrange(numgens2):
                            element[l] = element[l]+elt[k]*P1elements[i-multdims[j]][k][l];
                    for k in xrange(numgens2):
                        element[k] = multipliers[j]*element[k];

                #We now have the image of an element from a lower dimension, in terms of elements of th
                #sum of copies of A3, we need to rewrite it in terms of our Z/3 vector space so we can
                #check spans below
                invect = [];
                coefficients = [];
                #Get the coefficients (in terms of admissible sequences) of each component of the image
                #vectors
                for k in xrange(numgens2):
                    if element[k]!=0:
                        coefficients.append(element[k].monomial_coefficients());
                    else:
                        coefficients.append([]);

                #Use the basis elements in P0 to construct our vector, i.e. find the coefficient of eac
                #element in P0 in our image vector
                for basiselt in P1elements[i]:
                    #Each one should only have one nonzero entry, so adding them together is the same a
                    #picking the nonzero one...
                    basis = 0;
                    for k in xrange(numgens2):
                        basis = basis+basiselt[k];

                    #convert this element to an admissible sequence:
                    sequence = basis.monomial_coefficients().keys()[0];
                    coeff = 0;
                    for k in xrange(numgens2):
                        if coefficients[k].has_key(sequence):
                            coeff = coeff + coefficients[k][sequence];
                    invect.append(coeff);
                    imagevectors.append(invect)

    #Keep track of which elements we add in
    replacements = [];

    #Now, compute the generators of the kernel as an A_3 module:
    imagespan = (GF(3)^*len(P1elements[i]))span(imagevectors)
    for j in reversed(range(len(ker2basis[i]))):
        if ker2basis[i][j] not in replacements:
            if len(imagespan.intersection(span([ker2basis[i][j],GF(3)]))).basis() == 0:
                ker2gens[i].append(ker2basis[i][j]);
            imagespan = (GF(3)^*len(P1elements[i])).span(imagevectors+ker2gens[i]);

    print '---------------------------------

    #Print the generators:
for i in xrange(3,height2):
    if len(ker2gens[i])!=0:
        element = [0]*numgens2;
        for j in xrange(len(elt)):
            for k in xrange(numgens2):
                element[k] = element[k]+elt[j]*P1elements[i][j][k]
        print element,' is a generator of the kernel in dimension ',i

#Part 3
Try to compute the kernel of the map $Y_2$ (= ker: $P_1 \rightarrow Y_1$) $\rightarrow S_{10}$ ($Y$)
Start by printing things in the appropriate dimensions:
height3 = 95;

Keep track of the kernel of the map $Y_2$ (i.e. the generators of $H^*(Z)$)
kergens = [];

Keep track of the generators of the kernel (i.e. the generators of $H^*(Z)$)
kergens = [];

Keep track of the generators of $Z$ for the next step:
Zgens = [];
Zgendims = [];

for i in xrange(10):
    kerbasis.append([]);
kergens.append([]);

for i in xrange(10,height3):
    print '------------------'
    print 'dimension = ',i
    kerbasis.append([]);
kergens.append([]);

#keep track of where basis elements in Y2 are mapped:
fmaps = {};

# print 'printing basis of Y2'
for elt in ker2basis[i+1]:
    element = [0]*numgens2
    for j in xrange(len(elt)):
        for k in xrange(numgens2):
            element[k] = element[k]+elt[j]*P1elements[i+1][j][k]
    fmaps[tuple(elt)] = element[0];
P2dimension = len(ker2basis[i+1]);
Ydimension = len(Ybasis[i-10]);
m = matrix(GF(3),P2dimension,Ydimension);
for j in xrange(P2dimension):
    #For each element in P0, decompose its image in terms of admissible sequences and coefficients
    image = fmaps[tuple(ker2basis[i+1][j])].monomial_coefficients();
    for k in range(Ydimension):
        #Extract the coefficients to form our linear transformation matrix
        if image.has_key(Ybasis[i-10][k]):
            m[j,k] = image[Ybasis[i-10][k]];
kerf = kernel(m);
for elt in kerf.basis():
    lenkervect = len(ker2basis[i+1][0]);
    element = [0]*lenkervect
    #First write the element in terms of our vector space kernel above
    for j in xrange(P2dimension):
        for k in xrange(lenkervect):
# Now compute the images of things below
for nummults in range(lenkervect):
    element2[k] = element2[k]+elt[j]*ker2basis[i+1][j][k];
# Then write it in terms of steenrod elements
for j in xrange(lenkervect):
    for k in xrange(numgens2):
        element2[k] = element2[k]+element[j]*Pielements[i+1][j][k]

print '----------------------'
print 'done computing kernel'
print '---------------------'

# If the kernel in this dimension is nonempty:
for i in xrange(height3):
    # If the kernel in this dimension is nonempty:
    if (len(kerbasis[i])!=0):
        # Collect all elements that are images of things in lower dimensions:
        imagevectors = [];
        # Iterate through the multipliers
        for j in xrange(numgens2):
            # Look the appropriate number of dimensions below to see if the kernel is nonempty:
            if (1-multdims[j] > 0) and (len(kerbasis[i-multdims[j]])!=0):
                # We now have the image of an element from a lower dimension, in terms of elements of th
                # sum of copies of A3, we need to rewrite it in terms of our Z/3 vector space so we can
                # check spans below
                invect = [];
                coefficients = [];
                # Get the coefficients (in terms of admissible sequences) of each component of the image
                # vectors
                for k in xrange(numgens2):
                    if element[k]!=0:
                        coefficients.append(element[k].monomial_coefficients());
                    else:
                        coefficients.append({});
                    # Use the basis elements in P0 to construct our vector, i.e. find the coefficient of eac
                    # element in P0 in our image vector
                    for basiselt in Pielements[i+1]:
                        # Each one should only have one nonzero entry, so adding them together is the same a
                        # picking the nonzero one...
                        basis = 0;
                        for k in xrange(numgens2):
                            basis = basis+basiselt[k];
                            # Convert this element to an admissible sequence:
                            sequence = basis.monomial_coefficients().keys()[0];
                            coeff = 0;
                            for k in xrange(numgens2):
                                if coefficients[k].has_key(sequence):
                                    coeff = coeff + coefficients[k][sequence];
                                    invect.append(coeff);
                    imagevectors.append(invect)
# Keep track of which elements we add in
replacements = [];

# Now, compute the generators of the kernel as an A_3 module:
imagespan = (GF(3)^\text{len(P1elements[i+1]))}.span(imagevectors)

for j in reversed(range(len(kerbasis[i]))):
    if kerfbasis[i][j] not in replacements:
        if len((imagespan.intersection(span([kerfbasis[i][j]], GF(3)))).basis()) == 0:
            kerfgens[i].append(kerbasis[i][j]);
        imagespan = (GF(3)^\text{len(P1elements[i+1]))}.span(imagevectors+kerfgens[i]);

# Part 4
# Start computing a resolution of \Z^*? 
H^*\Z \leftarrow Q0 \leftarrow Q1 \leftarrow Q2 \ldots.
# This step should build Q0, then compute the kernel of the map Q0 \rightarrow H^*\Z
# The generators of the kernel will then tell us what Q1 should be
# The height to carry out this computation
heightz1 = 95

# Number of generators of H^*\Z
numZgens = len(Zgendims);

# Vector space generators of Q0
Q0elements = [];

# Elements in the kernel of d0: Q0 \rightarrow H^*\Z
ker0basis = [];

# Elements that generate the kernel of d0: Q0 \rightarrow H^*\Z
ker0gens = [];

# Store the generators of the kernel for the next step so we can map Q1 \rightarrow \ker d0
Zgens = [];
Zgendims = [];

for i in xrange(heightz1):
    print 'dimension = ', i
    Q0elements.append([]);
    ker0basis.append([]);
    ker0gens.append([]);
    Zgens.append([]);
    Zgendims.append([]);

    # Holds the vs generators of Q0 in this dimension
    Q0elements.append([]);
    # Holds the vs generators of ker d0 in this dimension
    ker0basis.append([]);
kerd0gens.append([]);
Maps in terms of steenrod elements
maps = {}
Maps in terms of vs elements in H^*Z
kermaps = {}
for j in xrange(numZgens):
    if (i - Zgendims[j]) > -1:
        basis = A3.basis(i-Zgendims[j]);
        for elt in basis:
            Q0elt = [0]*numgens
            Q0elt[0] = elt;
            targetelt = [0]*numgens2;
            targetelt[0] = targetelt[0] + elt*Zgens[j][k]
            Q0elements[1].append(tuple(Q0elt));
        maps[tuple(Q0elt)] = tuple(targetelt);

#Now, we rewrite each of these targets in terms of the vs basis for H^*Z
#Recall that Z is a subset of Y2 is a subset of P1
#Step of the computation (Y2 -> Y)
Zvecspace = (GF(3)^len(P1elements[i+1])).span_of_basis(kerfbasis[1]);
#Cycle through the vs generators of Q0 in this dimension
for elt in Q0elements[1]:
    #The steenrod tuple this element maps to
    image = maps[elt];
    #Stores the monomial coefficients of each component
    coefficients = [];
    #Extract the coefficients of each admissible sequence in the image
    for j in xrange(numgens2):
        coefficients.append([]);
        if image[j] != 0:
            #This stores the monomials that make up the jth component
            #of the image
            coefficients[j] = image[j].monomial_coefficients();
        #This will store info about the target in terms of the vs gens
        targetvector = [];
        #Cycle through the vs generators of P1 to match up the monomials
        for target in P1elements[i+1]:
            coefficient = 0;
            targetmonomial = 0;
            #spot where we find the nonzero piece
            spot = -1;
            #Each P1 generator should have one nonzero component, so find it
            for j in xrange(numgens2):
                if target[j] != 0:
                    #Extract that admissible sequence
                    targetmonomial = target[j].monomial_coefficients().keys()[0]
                    spot = j
                    #Look at the jth component monomials to see if it has the one we
                    #are looking for.
                    #NOTE TO SELF: This only works as long as the target space has no
                    #module generators that are in the same dimension
                    #i.e. if d0(x) = (a, b, c, P1*B, P1*B, d, e, ...) it'll be bad
                    #FIXED (I THINK)
                    if coefficients[spot].has_key(targetmonomial):
                        coefficient = coefficients[spot][targetmonomial]
                        targetvector.append(coefficient)

    #Write this targetvector as a linear combination of the basis of H^*Z
    kercev = Zvecspace.coordinates(targetvector);
    kermaps[elt] = kercev;

#Create a matrix representing our linear transformation Q0 -> H^*Z
Mat = Matrix(GF(3), len(maps.keys()), len(kerbasis[i]));
for j in xrange(len(maps.keys())):
    Mat[j] = kermaps[Q0elements[i][j]];
Q0ker = kernel(Mat);
for elt in Q0ker.basis():
    kerd0basis.append(list(elt));
for j in xrange(len(elt)):
    for k in xrange(lenZgens):
        elt[k] = elt[k]*Q0elements[i][j][k];
print '--------------------'
for i in xrange(height1):
    print 'realigning ', i
if (len(kerbasis[i]) != 0):
    # Keep track of the image of things in lower dimensions
    imagevectors = [];
    # Iterate through the elements B, P1, P3, P9
    for j in xrange(numZgens):
        nummults = len(kerd0basis);
        element = [0]*numZgens;
        # Iterate through the elements in the lower dimension
        for k in kerbasis[i-muldim][j]:
            element[k] = element[k]+elt[k]*Q0elements[i][j][k][l]
        # Now we have the element in a lower dimension, multiply
        # Each component by the current multiplier
        for k in xrange(len(elt)):
            numZgens.
            elt[k] = multipliers[j]*element[k];
        # Now rewrite our element in terms of our Z/3 vs basis so
        # We can possibly replace elements below
        imagevectors = [];
        # Holds a dictionary of coefficients for each component
        coefficients = {};
        # Get the coefficients (in terms of admissible sequences)
        # of each component of the image vector
        for k in xrange(numZgens):
            if element[k] != 0:
                coefficients.append(element[k].monomial_coefficients())
            else:
                coefficients.append({});
            # Now rewrite our element in terms of our Z/3 vs basis so
            # We can possibly replace elements below
            imagevectors = [];
            # Holds a dictionary of coefficients for each component
            coefficients = {};
            # Get the coefficients (in terms of admissible sequences)
            # of each component of the image vector
            for k in xrange(numZgens):
                if element[k] != 0:
                    coefficients.append(element[k].monomial_coefficients())
                else:
                    coefficients.append({});
            # Keep track of which elements we add in:
            replacements = [];
            for baseelt in Q0elements[i]:
                basis = 0;
                for k in xrange(numZgens):
                    basis = basis+baseelt[k];
                    # This is the admissible sequence representing the
                    # Basis element
                    sequence = basis.monomial_coefficients().keys()[0];
                    coeff = 0;
                    # Again, this only works since we don’t have two gens
                    # In the same dimension for Z
                    for k in xrange(numZgens):
                        if coefficients[k].has_key(sequence):
                            coeff = coeff+coefficients[k][sequence];
                            imagevectors.append(coeff);
imagespan = (GF(3)^len(Q0elements[i])).span(imagevectors);
for j in reversed(range(len(kerd0basis[i]))):
    if len((imagespan.intersection(span([kerd0basis[i][j]],GF(3))).basis())) == 0:
        kerd0gens[i].append(kerd0basis[i][j]);
imagespan = (GF(3)^len(Q0elements[i])).span(imagespan+kerd0gens[i]);

print '--------------------------'
print 'printing generators as A3 module:'
print '--------------------------'

#Print the generators:
numgens = 1;
for i in xrange(heightz1):
    if len(kerd0gens[i])==0:
        for elt in kerd0gens[i]:
            element = [0]*numZgens;
            for j in xrange(len(elt)):
                for k in xrange(numZgens):
                    element[k] = element[k] + elt[j]*Q0elements[i][j][k]
            print element, 'is a generator of the kernel in dimension ',i
            if element[6]==0:
                print 'this is generator number ',numgens,' and has ',element[6],' in the seventh spot'
                Z1gens.append(element);
                Z1gendims.append(i);
                numgens = numgens + 1;

#Part 5:
#We've computed the kernel of d0: Q0 -> H*Z and found the generators
#We now get a new copy of A3 in Q1 for each of these generators and repeat the process, computing
#the kernel of d1: Q1 -> Q0 in the next step of our resolution

heightz1 = 80
numZ1gens = len(Z1gendims);
Q1elements = [];
kerd1basis = [];
kerd1gens = [];

#Elements in the kernel of d0: Q0 -> H*Z
#Elements that generate the kernel of d0: Q0 -> H*Z
#Store the generators of the kernel for the next step so we can map Q1 -> ker d0
Z2gens = [];
Z2gendims = [];
for i in xrange(heightz1):
    print 'dimension = ',i
    Q1elements.append([]);
    kerd1basis.append([]);
    kerd1gens.append([]);
#Maps in terms of steenrod elements
maps = {}
#Maps in terms of vs elements in H*Z
kermaps = {}
for j in xrange(numZ1gens):
if (i - Z1gendims[j]) > -1:
    basis = A3.basis(i-Z1gendims[j]);
    for elt in basis:
        Q1elt = [0]*numZ1gens
        Q1elt[j] = elt;
        targetelt = [0]*numZ1gens;
        for k in xrange(numZ1gens):
            targetelt[k] = targetelt[k]+elt*Z1gens[j][k]
        Q1elements[i].append(tuple(Q1elt));
        maps[tuple(Q1elt)] = tuple(targetelt);

#Now, we rewrite each of these targets in terms of the vs basis for Q0
Q0vecspace = (GF(3)^len(Q1elements[i])).span_of_basis(kerd0basis[i]);
#Cycle through the vs generators of Q0 in this dimension
for elt in Q1elements[i]:
    #The steenrod tuple this element maps to
    image = maps[elt];
    #Stores the monomial coefficients of each component
    coefficients = [];
    #Extract the coefficients of each admissible sequence in the image
    for j in xrange(numZ1gens):
        coefficients.append();
        if image[j] != 0:
            #This stores the monomials that make up the jth component
            #of the image
            coefficients[j] = image[j].monomial_coefficients();
            #This will store info about the target in terms of the vs gens
            targetvector = [];
            #Cycle through the vs generators of Q0 to match up the monomials
            for target in Q0elements[i]:
                coefficient = 0;
                targetmonomial = 0;
                #Which spot did we find the nonzero element?
                spot = -1;
                #Each Q0 generator should have one nonzero component, so find it
                for j in xrange(numZ1gens):
                    if target[j] != 0:
                        #Extract that admissible sequence
                        targetmonomial = target[j].monomial_coefficients().keys()[0]
                        spot = j;
                        #Look at the jth component monomials to see if it has the one we
                        #are looking for.
                        if coefficients[spot].has_key(targetmonomial):
                            coefficient = coefficients[spot][targetmonomial]
                            targetvector.append(coefficient)
                            break
            #Write this targetvector as a linear combination of the basis of $H^*Z$
            kervec = Q0vecspace.coordinates(targetvector);
            kermaps[elt] = kervec;
            #Create a matrix representing our linear transformation Q0 -> H^*Z
            Mat = Matrix(GF(3),len(maps.keys()),len(kerd0basis[i]));
            for j in xrange(len(maps.keys())):
                Mat[j] = kermaps[Q1elements[i][j]];
            #for elt in Q1ker.basis():
            #    element = [0]*numZ1gens;
            #    kerd1basis[i].append(list(elt)):
            #    for j in xrange(len(elt)):
            #        for k in xrange(numZ1gens):
            #            element[k] = element[k]+elt[j]*Q1elements[i][j][k];
            #            print element,' is in the kernel in dimension ',i
            #print '‐‐‐‐‐‐‐‐‐‐‐‐‐‐′
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