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DISSERTATION ABSTRACT

Danielle M. Hamann

Doctor of Philosophy

Department of Chemistry and Biochemistry

June 2020

Title: Investigating the Influence of Nanoarchitecture and Atoms / Unit Area on Constituent Structure and Transport Properties of Nanolaminate Heterostructures

At the thin film limit, interface interactions between constituents become increasingly important. This dissertation focuses on exploring thin films with the goal of preparing novel compounds, understanding interactions between layers, and examining the formation mechanism of these materials. All of the materials in this work were prepared by the low temperature modulated elemental reactants (MER) synthesis method which enables the preparation of metastable compounds with unique nanoarchitectures via designed elemental precursors. Synthesis and characterization of heterostructures and single-phase compounds were facilitated by a unique XRF data treatment which related measured XRF signal to atoms/Å² with sub-monolayer sensitivity. The ability to precisely deposit elemental layers into specific sequences and measure the absolute amount of material in each layer was foundational for this work, which is split into two sections: 1. Investigating the influence of nanoarchitecture on properties and 2. Preparing novel compounds with targeted properties.
The influence of nanoarchitecture on observed properties was investigated by preparing series of compounds with systematic changes in the repeating unit structure (i.e. number of each constituent or arrangement of the constituent layers). Both [(SnSe)$_{1+\delta}$]$^m$[TiSe$_2$]$^n$ and [(PbSe)$_{1+\delta}$]$^m$[TiSe$_2$]$^n$ heterostructures were studied. There are strong interactions between the two constituents as a result of charge donation from the SnSe/PbSe layer to the TiSe$_2$ layer. The charge donation results in a novel conducting material at the interface, which can be composed of two or three layers depending on the nanoarchitecture and has transport properties that differ from the material’s bulk counterparts. These materials demonstrate complex temperature dependent transport properties which are dominated by variable range hopping from the novel interfacial material at low temperatures and the non-interfacial layers at high temperatures.

A series of novel Mn-containing materials were prepared as a result of a synergistic theoretical and experimental collaboration. First, a DFT “island” based approach was used to predict kinetically stable heterostructures. After the identification of these potentially stable phases, heterostructures containing various layering schemes of these phases were prepared via the MER method. This symbiotic relationship lead to the synthesis of an interfacially-stabilized ferromagnetic (Pb$_2$MnSe$_3$)$_{0.6}$VSe$_2$ compound.
This dissertation includes previously published and unpublished coauthored material.
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2.6. Measured and calculated XRR patterns of an 8-layer MoSe$_2$ film showing the application of this XRF method to prepare films containing a finite number of layers. The inset HAADF-STEM image shows further evidence of the formation of 8 MoSe$_2$ layers..................................................................................... 70

3.1. Schematic demonstrating the influence of having the correct precursor stoichiometry of A and B, but the wrong layer thickness to prepare a compound AB (a.) and the both the correct stoichiometry and layer thickness of A and B to prepare a layered compound of AB (b.)......................................................... 73
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<td>3.3.</td>
<td>A schematic of a designed elemental precursor prepares by MER whose structure mimics the pattern for the desired heterostructure being converted to the desired heterostructure via “gentle annealing”</td>
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<tr>
<td>3.4.</td>
<td>Annealing study data of a two constituent heterostructure material composed of SnSe and TiSe$_2$ demonstrating the evolution of the film as a function of annealing temperature where ‘AD’ is the sample as-deposited before annealing. Specular x-ray diffraction is shown in (a.) and In-plane x-ray diffraction is shown in (b.)</td>
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<td>3.5.</td>
<td>Schematic showing the stacking nature of the heterostructure, the individual constituent basal plane structures, and the observed rotational disorder between constituents for a material self-assemble upon heating form a designed precursor made my MER</td>
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<td>3.6.</td>
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<td>3.7.</td>
<td>Schematic demonstrating using elemental ratios determined by XRF and c – axis lattice parameters determined from specular X-ray Diffraction to systematically calibrated the correct amount of material needed per layer in the designed precursor to prepare the targeted heterostructure</td>
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<td>3.8.</td>
<td>Measured XRF counts normalized to the amount of each element deposited in a thin film elemental precursor for Se (a.) and Ti (b.) demonstrating the deposition behavior observed for the system</td>
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<td>4.1.</td>
<td>(a-d) Schematic diagrams of the device fabrication process and (e) optical image of the completed device</td>
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</tbody>
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4.2. Schematic illustration of a precursor designed to form a layered structure of SnSe when annealed in an inert atmosphere under optimized conditions. Upon heating in Se-vapor for 30 minutes at 300 °C, the layered SnSe converts to SnSe$_2$. Se and Sn atoms are represented in orange and blue, respectively.

4.3. Temperature calibration of the bottom RTD of a 50 nm SnSe$_2$ film after Se-vapor annealing. (a) The resistance of the RTD measured at different temperatures. (b) Normalized resistance ($R/R_0$, where $R_0$ is the resistance at 300 K) plotted as a function of temperature. (c) The resistance changes of the RTD under various heating currents. (d) Temperature change of the metal RTD plotted as a function of heating power.

4.4. Cross-plane Seebeck coefficient of the 50 nm SnSe film before Se-vapor annealing.

4.5. Cross-plane Seebeck coefficient of the 50 nm SnSe$_2$ after Se-vapor annealing.

4.6. Specular X-ray diffraction (XRD) patterns of SnSe films. Both samples were annealed in a nitrogen atmosphere and one was subsequently annealed in a selenium atmosphere (the blue pattern) resulting in a conversion to SnSe$_2$. Miller indices are provided for select reflections. The intensity was plotted on a log scale to enhance weak reflections.

4.7. In-plane X-ray diffraction (XRD) patterns for targeted SnSe samples. Both samples were annealed in a nitrogen atmosphere and one was subsequently annealed in a selenium atmosphere (the blue pattern) resulting in a conversion to SnSe$_2$. The reflections are indexed to SnSe and SnSe$_2$ with one substrate peak (marked with the asterisk) in the Se-vapor annealed sample.

5.1. XRD patterns from an annealing study of an as-deposited Mo|Se precursor. The annealing temperatures are presented above the scans. For the scan at 650°C, X-ray reflectivity is also included. Indices are provided above the observed reflections.

5.2. Grazing incidence in-plane diffraction of the MoSe$_2$ precursor after annealing at 650°C. The Miller indices are shown above the reflections.
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<td>Se composition. As-deposited parameters are shown in black and annealed parameters are shown in red. The diffraction patterns used to determine these parameters are found in Figure 5.5 and Figure C.2.</td>
</tr>
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<td>5.7. Experimental specular XRD pattern (red) and the theoretical Laue oscillations expected for 81-unit cells of TiSe&lt;sub&gt;2&lt;/sub&gt; (black).</td>
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6.1. In-plane diffraction data for two (SnSe)$_{1.2}$TiSe$_2$ samples. The reflections originating from SnSe are marked in bold, and those from TiSe$_2$ in italics. The inset in the top right corner of the figure emphasizes the splitting of the SnSe reflections, indicating the existence of a rectangular basal plane.

6.2. Representative HAADF-STEM image of a (SnSe)$_{1.2}$TiSe$_2$ heterostructure. The layers of SnSe are marked with pink boxes and layers of TiSe$_2$ are marked with blue boxes. The labels on the right side of the image reflect the primary plane-normal orientation, if resolved, of that layer.

6.3. FFT of HAADF STEM image shown in Figure 6.1. The (00$l$) and TiSe$_2$ (11$l$) intensity profiles are plotted in the inset with the y-axis corresponding to the location in the FFT of HAADF STEM image.

6.4. Top) Reciprocal space map from a (SnSe)$_{1.2}$TiSe$_2$ compound at two different constant $hk$ postions with a varying $l$ position. The bright regions indicate coherence between layers. (Bottom) A line profile extracted from the reciprocal space map along the (22$l$) SnSe direction is overlaid onto the (00$l$) diffraction pattern. The presence of coincident maxima in the overlaid scans suggests long range ordering within the sample.

6.5. The top and bottom left schematics depict a top down view of the SnSe and TiSe$_2$ basal plane. The schematics on the right show SnSe and TiSe$_2$ layer structures when looking down different zone axes. Gold markers indicate Se, pink represent Sn, and blue represents Ti.

6.6. (left) Schematic showing a DFT unit cell with islands of SnSe in two different orientations between layers of TiSe$_2$ with two different “leanings.” The red balls represent Ti, the gray represent tin and selenium is represented by the green balls. (right) Plan view of the (SnSe)$_{1.2}$TiSe$_2$ layered compound with a rotational angle of 0° between layers (bottom) and a 15° rotation between layers (top).
6.7. Schematic showing the top down view of the stacking between the SnSe rock salt (represented by pink atoms connected by black bonds) and the TiSe$_2$ dichalcogenide (structure with green bonds connecting the yellow Se atoms and blue Ti atoms) layers which is consistent with the theoretical and experimental data collected. ................................................................. 135

7.1. Specular X-ray diffraction scans of [(SnSe)$_{1+\delta}$]$_m$TiSe$_2$ compounds ($m = 1$-$4$). The intensity is plotted on a log scale to enhance weak reflections. Miller indices are provided for select reflections and asterisks indicate reflections from the Si substrate ........................................................................................................... 143
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7.9. Temperature dependent Hall coefficients for \([\text{SnSe}_{1+\delta}]_m \text{TiSe}_2\) compounds.......................................................... 159
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9.1. X-ray reflectivity patterns of the series of layered compounds, \([(\text{SnSe})_{1+d}]_m\text{TiSe}_2\)_n, \(m = n\), after annealing at 350°C for 30 minutes in a N\(_2\) environment.................................................. 199
9.2. XRF data was collected from the annealed heterostructures and is plotted in atoms / Å², normalized to the total number of crystallized SnSe and TiSe₂ layers that make up each nanoarchitecture. The integrated and background corrected values normalized for the number of crystallized repeat units for each element are shown with a symbol (red circle – Se, blue square – Sn, green triangle – Ti) and the targeted value for each element is shown as a dotted line.  

9.3. Specular X-ray diffraction patterns of annealed [(SnSe)₁⁺₈]ₘ[TiSe₂]ₙ heterostructures (a.) and a linear regression of the c-lattice parameter vs. the number of SnSe and TiSe₂ layers in each repeating unit (b.).  

9.4. Specular X-ray diffraction patterns of annealed [(SnSe)₁⁺₈]ₘ[TiSe₂]ₙ heterostructures (a.) and a linear regression of the c-lattice parameter vs. the number of SnSe and TiSe₂ layers in each repeating unit (b.).  

9.5. HAADF-STEM images of [(SnSe)₁⁺₈]ₘ[TiSe₂]ₙ, (m, n) = (1, 2, 3) nanolaminates showing templated interfaces for m=n=1 and several stabilized structures for m=n=2.  


10.1 XRR (a), Specular XRD (b), and in-plane XRD (c) of the representative [(SnSe)₁⁺₈]ₘ[TiSe₂]₂ sample with m = 3 as deposited (AD) and annealed at various temperatures. The diffraction pattern of the sample annealed at 350 °C and studied by HAADF-STEM and XPS is highlighted. Dashed lines indicate the position of the Bragg reflections expected for a well crystalized sample.
10.2. Representative HAADF-STEM images of a \([(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_2\) sample showing the entire thickness of the film (a), a region with a pristine (3, 2) layering structure (b), and a region where layering defects occur (c). A step fault is marked with a solid purple line demonstrating the bottom border of the \(\text{TiSe}_2\) layer and a dashed yellow line demonstrating the top of the SnSe layer. There is a layer of mixing between the two layers that is outlined by the two borders of the SnSe and \(\text{TiSe}_2\) layer, respectively.

10.3. Specular (a) and in-plane (b) XRD patterns of the SnSe, \(\text{TiSe}_2\), and \([(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_2\) heterostructures with \(m = 1, 2, 3,\) and 7.

10.4. Normalized XPS Sn3d (a), Ti2p (b), and Se3d (c) core-level spectra as well as valence band (d) spectra of binary SnSe (bottom row), binary \(\text{TiSe}_2\) (top row), and \([(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_2\) heterostructures with \(m = 1, 2, 3,\) and 7. Dashed lines are added as a guide to the eye, indicating the position of the Sn3d and Ti2p core levels in the heterostructure.

10.5. Fit of the Se3d (a) and valence band (b) spectra using superpositions of the SnSe and TiSe2 components, shown exemplarily for \([(\text{SnSe})_{1+\delta}]_2[\text{TiSe}_2]_2\). For the Se3d fit, the ratio of the two components was constrained using composition data. The inset in (b) shows the ratio of SnSe/\(\text{TiSe}_2\) needed to adequately fit the data, showing a linear increase with \(m\).

10.6. Energy diagram of the experimental binding energies of core levels and valence band maximum (VBM) in SnSe (left), \([(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_2\) (middle), and \(\text{TiSe}_2\) (right). The Sn3d, Se3d, and VBM show an energy shift in the heterostructure compared to the binary compound.

10.7. Energy diagram of the experimental binding energies of core levels and valence band maximum (VBM) in SnSe (left), \([(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_2\) (middle), and \(\text{TiSe}_2\) (right). The Sn3d, Se3d, and VBM show an energy shift in the heterostructure compared to the binary compound.
10.8. Valence bands of TiSe2 and [(SnSe)\textsuperscript{1+}]\textsubscript{3}[TiSe\textsubscript{2}]\textsubscript{2} measured with UPS at different polar angles between sample surface and analyzer. Especially for larger angles, the Ti3\textit{d} state at EF can be observed. In the heterostructure, the intensity of this Ti3\textit{d} peak is increased, confirming a higher electron population in this state.

11.1. As-deposited XRR and XRD for a 21\text{12}11 isomer providing representative behavior observed in all of the [(PbSe)\textsuperscript{1+}\delta]4(TiSe\textsubscript{2})\textsubscript{4} isomer heterostructures. 00\textit{l} reflections, corresponding to the artificial layering, the crystalized [(PbSe)\textsuperscript{1+}\delta]4(TiSe\textsubscript{2})\textsubscript{4} isomer heterostructure, and the impurity Ti2\textit{S} phase, are indexed in black, blue, and green, respectively. Additional as-deposited XRR patterns can be found in the supporting information Figure G.1.

11.2. Experimental and simulated XRR patterns for the 32\text{12} structural isomer. The upper left panel focuses on the Kiessig fringes, indicating that the total film thickness is 491.4 Å. The upper right panel emphasizes the Laue oscillations, showing that 9-unit cells are present, not the 11 expected from the deposition sequence. The bottom panel compares the simulated and experimental patterns based on the complete model described in the text.

11.3. Schematic representation of the variation of electron density through a unit cell for each of the [(PbSe)\textsuperscript{1+}\delta]4(TiSe\textsubscript{2})\textsubscript{4} isomers.

11.4. X-ray reflectivity patterns (in color) shown against simulated patterns created using models of the targeted isomers (in black) described in Figure 11.3.

11.5. Specular (a.) and in-plane (b.) XRD patterns of the [(PbSe)\textsuperscript{1+}\delta]4(TiSe\textsubscript{2})\textsubscript{4} structural isomers. The indices of the observed reflections are shown above each reflection in the in-plane pattern and representative indices are indicated in the specular pattern.

11.6. HAADF-STEM image of the 44 [(PbSe)\textsuperscript{1+}\delta]4(TiSe\textsubscript{2})\textsubscript{4} structural isomer showing the entire film from substrate to surface.
11.7. HAADF-STEM images of each isomer heterostructure highlighting the formation of the targeted nanoarchitecture, sharp interfaces between constituents, and rotational misregistration between layers. .......................................................... 261

11.8. Atomistic picture demonstrating the initial crystallization occurring in the material (a.) and a snapshot showing the movement of atoms and further growth of the crystals upon annealing (b.) The arrows demonstrate the concentration gradient of the metals and point to where the metals are diffusing. Upon deposition a layer of Ti$_2$Se forms and persists even after annealing. ............................................................................................................................................... 264

11.9. Temperature dependent resistivity of 6 $[(\text{PbSe})_{1+\delta}]_{4}(\text{TiSe}_2)_{4}$ isomer heterostructures, both measured (a.) and normalized (b.) values. ..................................................................................................................... 265

11.10. Temperature dependent carrier concentration (a.) and mobility (b.) of 6 $[(\text{PbSe})_{1+\delta}]_{4}(\text{TiSe}_2)_{4}$ isomer heterostructures. Values are calculated assuming a single n-type band .......................................................... 267

11.11. Room-temperature Seebeck coefficients for each of the $[(\text{PbSe})_{1+\delta}]_{4}(\text{TiSe}_2)_{4}$ isomer heterostructures. Colors correspond to nanoarchitecture and symbols correspond to precursor parameters. ......................................................................................................................... 268

11.12. Schematic demonstrating charge donation occurring in isomers containing different numbers of buried interfaces, the 44 (a.) and the 2111 (b.). The SnSe layers are shown in red, the TiSe$_2$ is shown in blue, and purple arrows depict the charge donation from the SnSe to the TiSe$_2$ layers. The purple boxes indicate a single isomer repeating unit. ................................................ 268

12.1. Summary of the composition and thickness of the prepared precursors. ................................................................................................................................. 274

12.2. Grazing incidence diffraction scans of the eight precursors before any annealing (a. films A1-D1 and b. films A2-D2). The dashed vertical lines at 32.9, 47.2, and 58.7° mark the locations of the (200), (220), and (222) reflections of the α-MnSe. .................................................................................................................. 275
12.3. Grazing incidence diffraction scans collected for samples A1(a) and A2(b) as a function of annealing temperature. The (111) reflection of α-MnSe has been marked by an asterisk ....... 277

12.4. Grazing incidence diffraction scans of samples B1 (a) and B2 (b) as a function of annealing temperature. ......................... 278

12.5. Grazing incidence diffraction scans collected from samples C1 (a) and C2 (b) as a function of annealing temperature. ........ 279

12.6. Grazing incidence diffraction scans of samples D1 (a) and D2 (b) as a function of annealing temperature. ......................... 281

13.1. A schematic of the theoretical approach used to examine the kinetic stability of constituent compound candidates. A candidate model structure of an AB compound with a rock salt structure that remains intact when relaxed (a.). Also included is the top-down view of the promising system after relaxation, which emphasizes the recognizable structure as well as the systematic distortions from the initial model. A candidate model structure of an AB₂ compound which forms a fragment without long-range ordering when allowed to relax and its top down view (b.). ................................................................. 291

13.2. Example of an island structure before (a) and after (b) optimization. Sandwiched between a complete VSe₂ layer (only V shown in purple), the structure of nine Mn (red) and 24 Se (yellow) dramatically changes its bonding structure, enabled by the island structure................................................................. 292
13.3. The grey plane in the quaternary phase diagram was explored for synthesizable heterostructures. There are no known ternary or higher order compounds in this phase diagram. The circles indicate systems that were computationally explored as described in the text. Systems that relaxed to ill-formed fragments that lack a recognizable pattern have red circles and systems that formed fragments with recognizable periodic structures have green circles. The results of synthetic attempts are shown as filled symbols. Red indicates that the nanoarchitecture of the MER precursor is destroyed during annealing. Green symbols indicate that the targeted heterostructure formed. Orange indicates that a heterostructure formed with a structure close to that of the computational search. Yellow indicates that the nanoarchitecture is enhanced on annealing, but the processing conditions have yet to be optimized. Representative HAADF-STEM images and their respective structure schematics are shown for the $(\text{PbSe})_{1.1}\text{VSe}_2$ and $(\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2$ heterostructures. A diffraction pattern and structure schematic are included for synthetic attempts at the $(\text{Pb}_3\text{Mn}_2\text{Se}_5)_{1+\delta}\text{VSe}_2$ heterostructure.

13.4. Structural characterization of the $(\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2$ heterostructure. The specular diffraction pattern contains only reflections that can be indexed to the same $d$-spacing (a.). Reflections in the in-plane diffraction pattern can be indexed to either $hk0$ reflections for a hexagonal or cubic unit cell which correspond to either $\text{VSe}_2$ or $\text{Pb}_2\text{MnSe}_3$, respectively (b.). EDS map (c.) and intensity profile (d.) of the STEM-EDS map clearly show V between planes of Se alternating with a Mn/Se plane between Pb/Se planes. This structure is shown as a schematic with Se atoms shown in yellow, V atoms in purple, Mn atoms in red and Pb atoms in blue (e.)
13.5. Resistivity and hall coefficient plots of \((\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2\)
and \((\text{PbSe})_{1.1}\text{VSe}_2\) heterostructures. Both heterostructures have an upturn in the temperature dependent resistivity (a.) at \(~100\) K, consistent with the \(\text{VSe}_2\) charge density wave, though the \((\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2\) turn on appears to be smeared out. The \((\text{PbSe})_{1.1}\text{VSe}_2\) Hall coefficient as a function of temperature (b.) has a similar upturn at about \(100\) K at different fields and linear resistivity measurements as a function of field supporting that there is not a magnetic moment (inset). The \((\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2\) temperature dependent Hall coefficient (c.) has a slight kink at \(100\) K, but also has a field dependent upturn that occurs around \(50\) K. The inset shows field dependent resistivity that goes from linearly to sigmoidal as temperature is decreased. The transition from linear to sigmoidal appears to occur between \(30\) K and \(10\) K. This switch as well as the hysteresis observed in Fig. H.1 indicates a magnetic moment is occurring.

A.1. Graph of intensity (arbitrary units) versus film thickness (nm) according to Equation 2.1 (red diamonds) and Equation 2.2 (blue triangles). The error in intensity of assuming film thickness is small is less than 5% for thicknesses below \(100\) nm. For this plot, the mass absorption coefficient \(\mu_T(\lambda)\) of the wavelength of interest and film density \(\rho\) were chosen to be \(1000\) \(\text{cm}^2/\text{g}\) and \(7\) g/cm\(^3\), respectively. The values of each were chosen to be representative of typical films with a \(\text{La}\) emission lines.
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1.1. INTRODUCTION

For at least the past half century scientists have been curious about how material properties change as thicknesses are reduced to the atomic scale.1–4 In the era before scanning tunneling microscopies, there were significant challenges in directly determining the thickness of the samples being studied. Instead indirect methods such as sheet resistance, absorbance or shadowing effects were used to infer thicknesses. Researchers reported very early that naturally anisotropic compounds, such as the transition metal dichalcogenides or graphite, with easily cleavable van der Waals planes were ideally suited to these investigations.1,3,4 As early as 1966, the "scotch tape" method of cleaving van der Waals solids and isolating finite layers was reported.1 As
dimensions were reduced towards single layers (Figure 1.1), anomalies in exciton binding energy\textsuperscript{2} and systematic changes in superconducting properties\textsuperscript{3,4} were discovered. Although novel properties were reported, the analytical challenges in determining thickness and recognizing large domains of constant thickness prevented researchers from discovering that the anomalous properties of materials such as graphene or MoS\textsubscript{2} were intrinsic to single layer thick two-dimensional (2D) planes.

\textbf{Figure 1.1.} Transition metal dichalcogenides are naturally occurring layered materials with highly anisotropic bonding. Weak van der Waals forces along the c axis enable them to be easily cleaved to obtain monolayer structures, while strong covalent bonds in the ab plane preserve the crystalline structure within a layer during cleaving. The schematic illustrates the structure of five layers (left), two layers (center) and a monolayer (right). The arrows represent the thinning of the sample via cleaving.

During this same era, Arthur and Choi developed molecular beam epitaxy (MBE) at Bell Labs.\textsuperscript{5} The ability to use epitaxial interfaces to grow designed sequences of layers of materials with known thicknesses and structure dramatically increased the repertoire of potentially available functional materials.\textsuperscript{6} The ability to imagine sequences of structures that could actually be prepared resulted in increased theoretical activity predicting properties and potential devices from proposed nanoarchitectures. Although the compositional sequences produced by
MBE are typically not the thermodynamic ground state of the system, they are often sufficiently kinetically stable at normal operating conditions to be used in devices. Figure 1.2 shows a schematic energy landscape of kinetically stable heterostructures where the thermodynamic ground state is a physical mixture of the constituents. Just as in MBE, kinetic stability results from sufficiently high interdiffusion barriers (the energy maxima in the lines connecting the heterostructures with the ground state) that prevent the layers from interdiffusing. Preparation of artificially layered materials with designed nanoarchitectures via MBE has led to fundamental discoveries in physics, including the quantum Hall effect. Control of the nanoarchitecture has provided access to electronic and transport properties not available in the bulk form, and has led to many critical technology-enabling discoveries such as 2D electron gas, modulation doping, light emitting diodes, and quantum cascade lasers.

**Figure 1.2.** Heterostructures are local minima in the free energy landscape and different stacking arrangements will have different energies. The kinetic barrier to forming the thermodynamic mixture of bulk constituents is a consequence of the activation energy for solid-state diffusion.
The development of MBE was a tremendous advance, but is a technically challenging growth technique. Constituents need to have structures and unit cell parameters with close lattice matches between them for epitaxial growth to occur. If the two constituents do not have a close lattice match, then the interfaces will contain a large concentration of dislocations and other defects necessary to reduce the lattice strain. Besides the lattice match requirement, there are also significant challenges associated with finding deposition conditions where material A can be grown on material B and material B can be grown on material A. Finally, the growth of distinct layers at the 2-D limit is exceedingly challenging due to mixing that occurs during growth and the competition between completing the first layer and nucleating the next layer.

While MBE research focused mainly on intergrowths of semiconductors with diamond-based lattices, other researchers discovered ways to prepare new materials containing intergrowths of constituents with a variety of different structures. In the early 1980’s, Koma, et al. showed that it was possible to grow single layers of compounds containing van der Waals interactions between building units - molecules such as C₆₀, 1D chains such as Se or Te, and/or 2D layers such as the transition metal dichalcogenides - on substrates terminated with a van der Waals surface. They demonstrated that the weak van der Waals interaction between constituents drastically relaxed the lattice matching condition usually required in heteroepitaxial growth. The lack of dangling bonds at the van der Waals surfaces resulted in very abrupt interfaces with small defect levels even with lattice mismatches of up to 50%. The removal of epitaxial constraints dramatically increased the number of combinations of constituents that could be utilized in the preparation of heterostructures. "van der Waals epitaxy" provided the first synthesis route to heterostructures containing ultrathin superconducting, metallic, semiconducting or insulating...
monolayer dichalcogenides as constituents with controlled and designed nanoarchitecture.\textsuperscript{12,13,14}

Van der Waals epitaxy is an innovative technique that allowed preparation of novel heterostructures, however it is still technically very demanding and the challenges of finding growth conditions compatible with growing material A on material B and B on A are similar to those experienced with epitaxial growth techniques. Around this same time period, chemists discovered thermodynamically stable materials, called misfit layer compounds (Figure 1.3), that contained interwoven monolayers of constituents that in the bulk are superconducting, metallic, semiconducting, magnetic or insulating.\textsuperscript{15} These compounds are typically prepared directly from the elements at high temperature and single crystals are prepared via vapor transport.\textsuperscript{16} The atomic abruptness of the interfaces in misfit layer compounds results from the distinctly different crystal structures of the constituents. Unfortunately, there is essentially no ability to prepare compounds with different constituent layer thicknesses or nanoarchitectures by changing the synthesis conditions.\textsuperscript{15} It is also not possible to prepare isolated monolayers or heterostructured bilayers utilizing these high temperature synthesis approaches. The growth of research in the field of 2D materials and novel heterostructures did not accelerate at this time due to the technical challenges of the available growth techniques and the limited analytical tools available to characterize the resulting materials.

The activity level in the field of 2D materials has exploded in the last decade fueled by the discovery of novel properties in graphene by Novoselov, Geim and coworkers that resulted in their sharing of the Nobel prize in Physics in 2010.\textsuperscript{17–19} This growth in activity is a consequence of analytical advances (scanning probe microscopy, aberration corrected electron microscopes), the rediscovery of the scotch tape approach to cleave van der Waals compounds, and a breakthrough
in the use of optical microscopy to rapidly identify crystals of different thickness.\textsuperscript{20} The “Scotch-tape method”, mentioned earlier, is simple, effective and does not require either a large investment or complicated equipment. The optical contrast mechanism of ultrathin layers on a silicon wafer coated with SiO\textsubscript{2} is now well understood.\textsuperscript{21,22} This technique permits the rapid scanning of large areas to identify optimal crystals using a light microscope, which is neither expensive nor complicated. The resulting literature on graphene alone is enormous, with estimates of over 10,000 papers a year being published.\textsuperscript{23} The second wave of research in this area has focused on related materials whose bulk structure contains strongly bonded layers separated by weak van der

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{Misfit layer compounds are thermodynamically stable heterostructures of alternating layers of rock salt and transition metal dichalcogenide. A defining feature of this class of materials is that they usually possess a single commensurate in-plane lattice parameter.}
\end{figure}

Waals forces, including diverse materials such as hexagonal boron nitride,\textsuperscript{24,25} transition metal dichalcogenides,\textsuperscript{26-32} fluoro(graphene,\textsuperscript{33} and new elemental analogs of graphene - germanane,\textsuperscript{34-36} silicene,\textsuperscript{37} and phosphorene.\textsuperscript{38,39} There are already multiple reviews available on these materials, and the sheer number of papers published makes a comprehensive review daunting. Due to the large amount of literature on the various 2D-materials this review will focus on the emerging field of
heterostructures containing dichalcogenide layers. A schematic of various heterostructures is shown in Figure 1.4. Since there are already excellent reviews that focus on emergent properties and devices,\textsuperscript{40,41} this review focuses on the synthesis and characterization of heterostructures.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Structural schematics of heterostructures composed of various 2D materials. a. MoS\textsubscript{2} and WS\textsubscript{2} - yellow represents S, purple represents W and rose represents Mo. The constituent layers are held together by weak van der Waals interactions. b. SnSe and TiSe\textsubscript{2} - green represents Se, magenta represents Sn, and blue represents Ti. The SnSe layer does not have a layered structure but is a fragment of a distorted rock salt structure. c. PbSe and TiSe\textsubscript{2} (green represents Se, blue represents Ti, and maroon markers represent Pb).}
\end{figure}

Researchers have discovered that the properties of monolayer materials depend on the substrate they are attached to, and that the properties can be emergent - i.e. not found in either the monolayer or the substrate.\textsuperscript{42,43} This has spawned investigations into heterostructures containing two or more 2D materials combined into a composite, and there have been considerable efforts made to understand the origin of emergent properties.\textsuperscript{42–57} Several origins have been proposed for different emergent properties, including changes in band structure due to removing adjacent layers, finite size effects, structural changes with layer thickness, strain, and the presence of adjacent layers as discussed in the following section. We will also discuss the synthesis and characterization of dichalcogenide containing heterostructures.
1.2. Origins of Emergent Properties

In the context of 2D materials, an emergent property is a property that does not exist in a bulk compound but occurs as the material becomes increasingly thinner. Frequently, the emergent property only occurs when thickness has been reduced to a monolayer.\textsuperscript{17,26,27} In heterostructures, emergent properties arise when adjacent layers interact with one another. These properties are not present in the individual constituent compounds.\textsuperscript{58} Harnessing the power of heterostructure systems for a variety of uses — optoelectronic, thermoelectric, magnetic, etc. — depends on developing a set of design principles to understand how to optimize emergent properties. For synthetic groups, the ability to precisely control thicknesses and sequences of layers in a heterostructures is a critical task that is necessary for the systematic study of structure/property relationships. For theoretical groups, identifying the combination of layers and their structural characteristics that give rise to a specific set of properties is a challenge. The need is to inform what parameter spaces and nanoarchitectures must be explored to optimize desirable properties. In the following paragraphs, we discuss the underpinnings behind categories of emergent properties, highlighting the discussion with representative examples.

1.2.1. Changes in Band Structure Due to Removing Adjacent Layers

Perhaps the most obvious cause for emergent properties in single-layer systems is the removal of electronic interactions between adjacent layers. The loss of orbital overlap changes the band structure and, consequently, gives rise to new properties. Graphene is the prototypic example. Each carbon is \textit{sp}\textsuperscript{2} hybridized, leaving the \textit{p}_z orbitals—oriented perpendicular to each hexagonal layer—half empty. In graphite, the \textit{p}_z orbitals in adjacent layers interact to create a filled orbital from the bonding interaction and an empty antibonding orbital. Overlap of these bands causes graphite to be a semimetal. In a single sheet of graphene,
this orbital remains half-filled leading to a zero-gap semiconductor with a linear Dirac-like spectrum around the Fermi energy,\textsuperscript{59} resulting in the emergent properties discovered by Novoselov, Geim and coworkers.\textsuperscript{17} The semiconducting dichalcogenides with trigonal prismatic coordination of the transition metal (MoS\textsubscript{2}, MoSe\textsubscript{2}, WS\textsubscript{2}, WSe\textsubscript{2}) are a second example wherein emergent properties result from a loss of interlayer interactions.\textsuperscript{26,27} In 2010, two independent studies were published that showed MoS\textsubscript{2} transitions from an indirect to direct band gap material in going from a bilayer to a monolayer.\textsuperscript{26,27} In 2013, Komsa et al. showed that wave functions at the $\Gamma$ point extend from the chalcogen atoms into the Van der Waals gap, leading to strong interactions with the d\textsubscript{z}$^2$ orbitals of the transition metal in the adjacent layers (for a 2H polytype).\textsuperscript{60} The highest energy position of the valence band in the bulk is at the $\Gamma$ point. This band rises in energy due to an antibonding interaction between the layers. In the monolayer, this antibonding interaction is removed, decreasing the energy of this band as it approaches the $\Gamma$ point, resulting in it being below the energy at the $K$ point. The energy of the conduction band and its general shape do not change significantly with thickness, so the lowest energy point in the conduction band stays at the $K$ point.\textsuperscript{61,62} The net result is that the monolayer has a direct band gap.

Since the impact of changing coordination at interfaces is apparent even in systems with weak van der Waals interactions between layers, more significant changes are observed in heterostructures with constituent layers that are more three dimensional. Constituents that in the bulk have a rock salt structure, for example PbSe, distort significantly when they are present as a bilayer in a heterostructures adjacent to a dichalcogenide. The Pb and Se atoms that are in the same (001) plane in the bulk are puckered in the bilayer, with the Pb and Se planes displaced from one another by over 0.2 Å in (PbSe)$_1$(MoSe$_2$)$_1$.\textsuperscript{63}
This distortion results from the termination of the rock salt structure and the interaction between the constituent layers. This has significant consequences for the band structure, but also impacts a range of other properties. An example is the surface segregation of alloys. There is a different chemical composition at the surface of an alloy from that in the bulk, because surface energies depend strongly on the crystal structure of the alloy components. Another example is changes in solubility in alloy systems. Sn and Pb are miscible in bilayers of PbSe-SnSe alloys across the entire solid solution, but the bulk phase diagram shows a large miscibility gap. Changes in bonding at interfaces and between constituents at interfaces are likely to become valuable tools used to tune and control properties as they become better understood.

1.2.2. Finite Size Effects

As the thickness of a layer is reduced below the de Broglie wavelength of the electron wave function, there is a transition from continuous to discrete energy levels. In 1993, Hicks and Dresselhaus described how changes in the density of states due to localization within a layer could greatly enhance the Seebeck coefficient in heterostructures, specifically calculating potential enhancements in thermoelectric performance for Bi$_2$Te$_3$ containing superlattices. They considered the Bi$_2$Te$_3$ layer as a two-dimensional quantum well with potential barriers formed by the physical boundaries of the layer. The calculated band structures showed sharp features in the density of states that were predicted to enhance the thermoelectric power factor. The emergent properties found in graphene were also initially thought to result from changes in electronic structure due to quantum size effects. The discovery of strong photoluminescence in transition-metal dichalcogenides and the crossover from an indirect and direct band gap as thickness is reduced to a monolayer initially lead to speculation that quantum size effects might be a general phenomenon in 2-D
monolayers.\textsuperscript{26,27} Since these initial reports, MX\textsubscript{2} monolayers, where M (Mo, W) and X (S, Se), have been found to have other novel excitonic properties, including efficient control of valley and spin occupation by optical helicity.\textsuperscript{28,29,70–73} Additional studies focused on the fundamental excitonic physics of low-dimensional materials and potential technological applications are being rapidly reported.\textsuperscript{73–82}

There has also been considerable effort aimed at distinguishing between properties that emerge in ultrathin materials due to unusual features in their band structure (for example, interactions between layers in the bulk) and features that result specifically from the quantization and changes in energy that result from finite size effects.\textsuperscript{62} One strategy for attributing particular emergent properties to either of these two effects is to study properties as a function of relative angle between monolayers or between monolayers and substrate. Figure 1.5 shows a schematic of a rotationally disordered heterostructure. If the phenomena are dominated by a finite thickness phenomena, then the effect of relative rotation angle will be relatively small.\textsuperscript{83} If the phenomena are due to interlayer interactions or their removal, then rotation angle will have a pronounced effect.\textsuperscript{83} First principle calculations of these systems as a function of rotation angle are challenging, because the size of the supercell varies considerably and is always considerably larger than the primitive unit cell of either a single layer or the stable bulk polymorph. Consequently, atomistic simulations are limited to special twist angles with manageable supercell sizes instead of random orientations. Simpler models that attempt to captures the essential physics are often used. There were extensive studies investigating the properties of bilayers of graphene with rotation angle soon after the novel properties of monolayer graphene were reported, showing that the interlayer interaction changes dramatically as the angle is changed.\textsuperscript{59,84–92} These studies suggest that interlayer interactions, rather than finite size effects, dictate the
difference in properties between monolayer and bilayer graphene. Initial studies exploring the effect of rotation angle in bilayers or bilayer heterostructures of Mo and W containing dichalcogenides also show a strong dependence of properties on stacking sequence or rotation angle.\textsuperscript{83,93–101} This supports the conclusion that the lack of interlayer bonding is an important factor in the direct band gap and novel optical properties of monolayers of these compounds.\textsuperscript{62}

\textbf{Figure 1.5.} Schematic of rotationally disordered constituent layers within a heterostructures. Lattice mismatch between constituent layers will increase the distribution of rotation angles between layers.

\subsection*{1.2.3. Structural Changes with Layer Thickness}

As suggested in section 3a, the most salient feature of monolayers relative to their bulk counterparts is the removal of the electronic interaction between adjacent layers. For very anisotropic compounds—those with strong bonding within layers and weak van der Waals interactions between layers—the structure of free monolayers has been calculated or assumed to be quite similar to constituent monolayers in the corresponding bulk solid,\textsuperscript{102,103} in agreement with many transition electron microscopy images.\textsuperscript{104–107} For less anisotropic bulk solids, however, more extensive structural changes might be expected at lower dimensions due to the increased influence of surface energy that results from the removal of adjacent layers. In an infinite crystal, the forces
exerted by all the other atoms in the crystal determine the position of each individual atom. At a surface, these forces are altered, and surface atoms experience more asymmetric inter-atomic forces. Consequently, the positions of the surface atoms change from the equilibrium in the bulk, assuming distinct spacing and/or symmetry. Indeed, surface reconstructions are a common feature of crystalline solids, with specific distortions depending on the crystal face and atoms at the surface.\textsuperscript{108} Surface reconstructions can extend into the bulk, with the extent of distortion decreasing as distance from the surface increases. Hence, structural distortions might be expected to change as a function of layer thickness, due to the relative importance of surface and volume free energies.

There is limited data available on the atomic structure of 2D layers, as most analytical techniques give only information about the symmetry of the layer or perhaps only one or two of the three atomic coordinates of the atoms in the 2D layer. Raman and other optical spectroscopies provide information about changes in symmetry and the stacking sequences of layers (i.e. polytypism).\textsuperscript{109} A review article was recently written that describes the evolution in Raman modes and lattice vibrations in monolayer, few-layer, and bulk systems.\textsuperscript{110} Transmission electron microscopy and scanning probe microscopies provide low resolution information about the in-plane coordinates of the atoms in 2-D layers. In-plane x-ray diffraction provides information about symmetry and the in-plane lattice parameters. The intensities can be used to refine the in plane atomic coordinates if the data is of high enough quality.\textsuperscript{111} Partially due to the challenges in obtaining quantitative information about the structure, the majority of studies on mono- and few-layer anisotropic compounds that can be prepared using the “scotch tape” synthesis approach have assumed that the bulk structure is preserved in the monolayer. There are a few studies of heterostructures containing 3-
D solids. There is a report of the structure of PbSe layers, which has a cubic rock salt structure in the bulk, as a function of thickness. A bilayer orientated with the (100) planes is the thinnest layer reported, and it has a square in plane lattice but each of the (100) planes distort such that the Pb atoms sit in a plane extending slightly into the van der Waals gap, and the Se atoms are in a plane slightly interior. This puckering distortion is significant, on the order of 0.2 Å. As the PbSe layer is increased, the magnitude of this puckering distortion decreases. The structure of a four-plane PbSe layer distorts to form two bilayers, with a larger distance between the bilayers. The structure of a six-plane PbSe layer distorts to form three bilayers, with the distortion in the center bilayer different than the outer bilayers. By the time the PbSe layer reaches ten planes, the structure looks like the bulk structure with a surface distortion. This puckering phenomenon and its comparison to the bulk PbSe structure is depicted in figure 1.6, below. It was suggested that these distortions result from the interplay between surface and volume free energies.

Similar changes in structure with thickness was reported for SnSe layers sandwiched between dichalcogenide layers. Bulk SnSe possess an orthorhombic unit cell. However, a bilayer of SnSe was found to have a square basal plane when interleaved between either MoSe$_2$ or TaSe$_2$ layers. Interestingly, the SnSe lattice was found to have a rectangular basal plane when interleaved with NbSe$_2$, showing the importance of adjacent layers. The in-plane lattice parameters in this heterostructure became increasingly different as the thickness of the SnSe layer increased. Around 40 planes of SnSe are required before the lattice parameters resemble the bulk compound. Similar changes in structure are anticipated as other 3D solids are prepared as 2D layers. The changes in the structure of 2D layers of 3D solids with thickness reflects the changes in the bonding at the internal surfaces, which
provides an additional mechanism to tune properties. The unique environment between 2D layers may also make it possible to prepare structures as 2D layers that are not stable as 3D solids.\textsuperscript{117,118}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure1.png}
\caption{As rock salt bulk compounds are reduced to ultrathin dimensions, the lattice becomes increasingly “puckered” such that metal cations extend into the van der Waals gap while the chalcogens occupy atomic positions on the interior of the bilayer. (a) the bulk rock salt crystal structure (b) Two stacked bilayers of a puckered rock salt structured constituent (c) Structure of a single puckered 2D rock salt bilayer. The metal atoms are shown in red and the chalogen atoms are shown in yellow.}
\end{figure}

### 1.2.4. Strain

Strain has historically been a valuable tool used in semiconductor technology to optimize properties and performance in today’s microelectronics devices.\textsuperscript{119} In traditional semiconductor devices, strain is typically created during epitaxial growth through lattice mismatch at interfaces. For fundamental studies of strain, external forces can be applied in a variety of ways to plastically deform the material in question. These studies have a long history, with the first report of strain-enhanced mobility in $n$ and $p$ type bulk Si and Ge occurring in 1954.\textsuperscript{120} Many papers have explored the effect of strain on bulk materials, thin films, and epitaxially grown layers, including superlattices.\textsuperscript{121,122} It is not surprising that soon after the discovery of the remarkable properties of graphene, strain was theoretically and experimentally explored as a tool to modify properties.\textsuperscript{123} The effect of strain on graphene has been recently reviewed.\textsuperscript{123}
Researchers have explored the effect of strain on properties of novel 2D materials using various approaches.\textsuperscript{60,123–126} Theoretically changing the lattice parameters is relatively easy, and it is common, for example, to create supercells with varying degrees of strain to approximate rotational angles between layers. As Komsa and Krasheninnikov have pointed out, however, it is difficult to distinguish which features originate from the monolayer or stacking of the monolayers and which are due to the strain artificially introduced into the system to make the calculations easier.\textsuperscript{60} Experimentally straining graphene and other 2D materials is challenging because the weak interlayer van der Waal forces that make these materials cleavable and chemically stable as monolayers also make them resilient to deformations induced by epitaxy. Indeed, dichalcogenide heterostructures epitaxially grown by Koma and coworkers\textsuperscript{124} and epitaxial growth of TMD mono-layers on graphene\textsuperscript{125} both resulted in layers with lattice constants very close to those of the bulk and the isolated monolayers. This is a consequence of the energy cost for straining the lattice and exceeding the incremental bonding energy between layers. van der Waal forces are significantly weaker than the covalent bonds found at the interfaces of epitaxial III-V heterostructures. The weak interlayer bonding in van der Waals heterostructures does not provide a sufficient energy barrier to trap growing layers in their strained state during growth.\textsuperscript{60}

Researchers have been clever in using a variety of approaches to strain 2D monolayers, and the large volume of research published in this area has recently been reviewed.\textsuperscript{126} Monolayers have been placed on substrates that have different thermal expansion coefficients, resulting in increasing strain as a function of temperature. Two-dimensional materials have also been placed on flexible substrates, which, when bent create a tensile strain on the top of the substrate and a compressive
strain on the bottom. This strain can also arise if a 2D material is placed on an elastic substrate. Compressive stress is created if the substrate is elongated before the 2D material is applied, while tensile strain occurs if the 2D layer is placed on the substrate and is subsequently elongated. In a similar manner, the piezoelectric effect can be used to stretch or compress a 2D layer on top of a suitable substrate. The van der Waals bonding between the monolayer and a substrate can maintain approximately 1% strain before releasing. A monolayer can be tacked in place by an edge coating of metal, increasing the magnitude of achievable strain. Releasing strain on a monolayer can produce layers with controlled wrinkling. This is typically accomplished by positioning a 2D layer on a stretched substrate and then releasing the tensile strain on the substrate. Micro Raman spectroscopy is a valuable tool to investigate local strain in 2D materials and heterostructures and this technique will be discussed in more detail later in this review.\textsuperscript{127–129} Strain will continue to be a valuable tool in the pursuit to tune the properties of monolayers to both understand fundamental interactions and create devices.

### 1.2.5. The Presence of Adjacent Layers.

Monolayers may be thought of as one-dimensional "particle in a box" situations, with the electrons of the layer confined to that layer. Because the potential barriers at the walls of the box are not infinite, the wave functions extend outside of the box for a couple of angstroms, decaying exponentially. These extended wave functions interact with adjacent layers or surfaces causing the layer properties to be modified.\textsuperscript{42} This interaction with adjacent layers can significantly modify the band structures of the individual 2D layer, even though no real chemical bonds are formed between them.\textsuperscript{43} The resulting properties of the 2D layer depends on the alignment of bands between that 2D layer and the substrate, the density of states of each material, and the extent of charge transfer due to electrons having different chemical potentials in the
various constituents. In semiconducting 2D layers, for example, the exciton binding energy and the quasiparticle band gap are influenced by the choice of substrate material and also by excited electrons within the 2D layer.\textsuperscript{44–47} When a semiconducting single layer transition metal dichalcogenide is placed on a metallic substrate, a strong band gap renormalization is observed.\textsuperscript{48,49} Interactions between monolayers and a substrate can be strong enough to modulate electronic properties even if the interface is not epitaxial.\textsuperscript{50,51} The number of papers describing different behaviors of monolayers on various substrates is rapidly expanding and researchers are investigating a wide range of monolayers and substrates both theoretically and experimentally.\textsuperscript{52–57} Theoretical predictions about non-lattice matched monolayers are complicated by the large unit cells required to avoid introducing significant strain into the constituents and by the difficulties in treating the van der Waals interactions and charge transfer at interfaces.\textsuperscript{60,130} Experimentally, applying a gate voltage to a substrate or changing the Fermi level by chemical doping are both being used to discover new phenomena in 2D monolayers.\textsuperscript{131,132} The dependence of properties of monolayers on changes in chemical potential provide a mechanism to create novel sensors.\textsuperscript{133,134}

\textbf{1.3. Heterostructures Containing Transition Metal Dichalcogenides} 

Adding an additional layer (or layers) on top of a monolayer on a substrate, creating a three-component sandwich, produces additional complexity. Since many potential devices will use monolayers that are buried as part of an overall architecture, research in this area will expand considerably as the ease of both manipulating monolayers and directly growing different monolayers on top of one another increases. We will refer to these composites as heterostructures, and heterostructures of transition metal dichalcogenides are the topic of the rest of this review article.
Heterostructures will grow in importance as a research field for a variety of significant reasons. First, devices will require additional layers (top and bottom) to provide electrical contacts, protect the monolayers from damage, and to generate emergent properties through the interaction between layers. By judiciously choosing adjacent top and bottom layers, existing properties can be modified, and novel properties can be created. The ability to predict the structures and properties of heterostructures that have not yet been created provides an opportunity for theorists to create models to probe for unique effects in systems that have not been experimentally prepared. These predictions will provide significant motivation to prepare the identified systems. The resulting differences in properties from those predicted and their dependence on nanoarchitecture will lead to a greater understanding of structure-property relationships.

There is already an impressive number of papers that describe the properties of heterostructures containing graphene, and a growing number of papers that describe heterostructures containing one or more dichalcogenide and the properties that arise from the interaction between constituents. In the future, new constituent layers will be prepared and assembled with control of both thickness and the sequence of layers. Researchers will have a set of building blocks to create new materials where the nanoarchitecture and resulting interaction between constituents provide the tools to discover novel and optimize known properties. Perhaps, much like a building is designed using optimally designed composites of concrete and steel, new materials will be designed by creating nanocomposites with specific architectures to optimize emergent properties for targeted applications. This will require the development of an understanding of how emergent properties of 2D layers arise and how 2D layers interact to form composites that outperform individual materials.
1.3.1. Synthesis.

Due to their promising applications in a wide variety of devices, researchers have devoted considerable effort to discovering efficient means of synthesizing monolayers and heterostructures, with ongoing efforts aimed at producing uniform structures over large areas. The "scotch tape" method enables the preparation of heterostructures composed of different monolayers, but the micromechanical manipulations require considerable skill and patience. There are also concerns about surface contamination that can affect the properties of the resulting heterostructures and the technique is limited to constituents that can be isolated and stabilized as monolayers. However, micromechanical exfoliation is a surprisingly robust approach and there are many reports of new combinations of constituents and novel device structures being prepared using this technique.

While most of the initial work has been based on monolayers cleaved from single crystal materials, there has been substantial interest in developing approaches that provide monolayers over sizeable areas. A number of transition metal dichalcogenides have been prepared on a variety of substrates using chemical vapor deposition, sputtering and other vacuum deposition approaches where the chemical fluxes and substrate temperatures are controlled to grow a defined number of layers of a desired material. When the layers are parallel to the substrate, the challenge in these growth techniques is controlling the conditions to completely grow each layer before nucleating the following layer. This challenge arises from the limited number of variables that can be easily controlled, including the mass flow of reactants and temperature profiles. The synthesis of vertically oriented layers, needed for catalytically active samples, is more challenging, typically requiring a template layer. The nucleation and growth issue is addressed by Koma's van der Waals
epitaxy growth technique,\textsuperscript{12–14} which has grown in use all over the world. A wide variety of new systems prepared using this approach are reported every year.\textsuperscript{138,171,174–179} The in-situ monitoring of growth using low energy electron diffraction enables the growth conditions to be systematically optimized but achieving layer-by-layer growth is challenging. A third approach to prepare a defined number of layers is to deposit a limited amount of the metal and then react this metal layer at low temperatures with chalcogen containing reactants. Both ALD\textsuperscript{136,180–182} and physical deposition approaches\textsuperscript{183} have been used to deposit a defined amounts of metal, however confirming that exactly a monolayer has been deposited is challenging. In a related approach, it has been shown that exchange reactions can be used to change oxide films into chalcogenide films while preserving the structure and thickness of the original film.\textsuperscript{184}

In parallel with these layer-by-layer vacuum based growth techniques discussed briefly above, there has been a significant effort to develop low cost solution processing approaches to 2D materials.\textsuperscript{140,184–191} Many compounds with layered structures can be exfoliated in solutions using a variety of approaches (ion intercalation, ion exchange, sonication) as summarized in several reviews.\textsuperscript{192–194} The key to exfoliation is finding a combination of solvent and starting layered material such that the interaction of the layers and ions within the solvent is larger than the interaction between the layers of the starting layered material. For neutral systems such as graphene, the solvent-graphene interaction needs to be large to compensate for the loss of bonding between the graphene layers. For starting materials containing ions, the enthalpy of solvation of the cations needs to overcome the bonding between layers and the entropy loss associated with organizing solvent molecules around the ions. Exfoliated layered materials, which have been used for centuries in a variety of applications, continue to grow in importance. Researchers have discovered applications ranging from catalysts and
sensors, which take advantage of both unusual properties and large surface areas,\textsuperscript{187} to polymer-exfoliated clay composites used as gas diffusion barriers.\textsuperscript{195} Assembly of the 2D sheets created by exfoliation into heterostructures range from a sheet-by-sheet assembly of specific stacking sequences to self-assembly of sequences from solutions.\textsuperscript{186} Groups are beginning to use liquid phase printing and spin coating techniques to make simple devices from solution precursors.\textsuperscript{139} The scalability of solution processing and its low intrinsic cost relative to vacuum processing approaches gives solution processing a unique niche that will continue to expand.

The challenges involved in the synthesis of heterostructures with targeted nanoarchitecture are different than those in the traditional synthesis of new alloys or compounds. Since most targeted heterostructures will be metastable, the traditional high temperature or fluid phase mediated synthesis approaches that mostly yield thermodynamic products will not work. It has been recognized that approaches that control kinetics and reaction intermediates, such as molecular beam epitaxy, are required. A number of interesting approaches to dichalcogenide-containing heterostructures are being developed that rely on preparing a precursor containing some of the structure of the targeted heterostructure, which is then further processed using approaches that preserve the structure of the precursor (Figure 1.7).\textsuperscript{66,183,196–201} The appeal of these approaches is that they avoid the challenges of finding suitable growth conditions as needed for van der Waals epitaxy, so several different constituents can be prepared on top of one another (ie A on B or C, B on A or C, and C on A or B) which is required to prepare complex layer sequences with multiple constituents. Encouragingly, theory groups are beginning to explore the growth process, which can provide insights into why some approaches work and also potential new approaches to try.\textsuperscript{202,203}
The fundamental underpinning of the post processing of designed precursors is surprisingly similar to that involved in traditional organic synthesis. In both cases precursors are designed and then reacted to obtain desired products, with the reaction conditions and or design of the precursor used to favor the formation of targeted products. Diffusion constraints (temperature and/or protecting groups) are used to direct the system towards desired products. The concept of energy landscapes provides a valuable framework to potentially understand how the structure of the precursor and/or the reaction conditions enables the synthesis of metastable heterostructures.

1.3.2. Characterization.

Characterizing the structure of constituent layers within heterostructures is critical, as most emergent properties will be intimately connected with structural changes at the interfaces or throughout the thin layers. These structural changes may be due to the large surface to volume ratios in the individual constituents and/or due to interactions between the constituents. Understanding the interplay
between synthesis conditions and the structure as well as the density of
defects present in the heterostructures is very important, and it is limited
by the ability to characterize the samples. Characterizing even the
average structure of a 2D monolayers or heterostructures is, however, a
major challenge due to the small amounts of material present.
Determining parameters such as local and average layer thickness, bond
lengths and average composition are significant analytical challenges.
The development of new analytical tools, for example the easily observed
optical interference pattern differences between graphene and SiO$_2$ as a
function of the number of layers,$^{21,22}$ has been and will continue to be
critical as this field advances. Numerous techniques have already been
used to determine different structural features of heterostructures as
discussed in the following paragraphs.

Measuring thickness of layers, both locally and over larger areas,
has been a known challenge in this field. Historically, thickness was
estimated through resistivity$^4$ or electron microscopy measurements.$^1$ In
the resistivity measurements, researchers assumed a constant resistivity
and used the resistance per square to determine thickness.$^4$ The electron
microscopy experiments used both cross sections and the extent of
shadowing to measure thickness.$^1$ Both optical interference$^{21,22}$ and
scanning tunneling microscopy measurements were critical new tools
used by Geim$^{19}$ and Novoselov$^{18}$ to determine the thickness of different
regions as they probed the properties of graphene as a function of layer
thickness. Additional tools need to be developed to speed the selection of
heterostructured samples and preparation conditions.

Several different x-ray techniques have been used to determine the
thickness and structure of thin film samples. X-ray reflectivity (XRR), an
in-FAB metrology tool in the semiconductor industry, is very sensitive
approach to measuring thickness.$^{206}$ Figure 1.8 shows a calculated
reflectivity pattern (middle blue trace) for a heterostructure containing 8
MoSe\textsubscript{2} trilayers and two experimental attempts to prepare an 8 layer MoSe\textsubscript{2} film. The XRR pattern represents the sum of the intensities gathered over a relatively large, cm\textsuperscript{2} sample area. The top pattern clearly deviates from that calculated for the ideal sample, with the low angle portion of the scan, which is dominated by front surface and back surface interference, having a different period than the higher angle portion of the scan (10-13°), which is dominated by the incomplete destructive interference of the MoSe\textsubscript{2} trilayers. This suggests that while the sample contains regions with the targeted 8 trilayers of MoSe\textsubscript{2}, other regions are thinner than targeted. The bottom experimental pattern closely resembles the calculated pattern, indicating that the majority of the sample contains the targeted 8 trilayers. One challenge in interpreting XRR data remains determining which interfaces in a sample dominate the intensity pattern. Ellipsometry is a complementary tool that can be used to determine film thickness. Extracting thicknesses from ellipsometry data requires assumptions about the index of refraction at the wavelengths used. Resonant X-ray reflectometry (RXRR) is a developing tool that is, in principle, capable of determining complex chemical composition profiles in a non-destructive manner, as data collected at different energies greatly constrains potential structures.\textsuperscript{207} A challenge in extracting detailed, quantitative information from XRR, ellipsometry and RXRR data is the needed to construct models. While software exists to optimize models to fit experimental data, it is possible for incorrect models to do reasonably well in fitting limited data sets, so complementary information from other analytical techniques that can be used to develop initial models is very valuable.
Figure 1.8. Calculated (blue) and experimental (red and yellow) XRR patterns for MoSe$_2$ films containing 8 layers.

For heterostructures containing more than one repeating layer sequence, specular x-ray diffraction provides a convenient tool to quantitatively determine the average position of atomic planes within the repeating layer sequence. There are relatively few examples in the literature where specular x-ray diffraction and subsequent refinement are used to determine the location of atomic planes.\textsuperscript{208–210} Figure 1.9 contains the specular diffraction pattern of (PbSe)$_1$(MoSe$_2$)$_1$ along with a calculated pattern and the difference between them, where Rietveld refinement was used to optimize a model for the structure. The optimized structure is shown in the inset of Figure 1.9, with the inter plane distances from the model graphically displayed by the layer separation. Due to the alignment of constituents parallel to the substrate, only the c-lattice parameter can be extracted from the specular diffraction pattern and the refinement provides the location of the individual planes of atoms in the c-direction, as well. From the arbitrary locations of the atomic planes, the interplanar distances can be determined and any deviations from the bulk structure will be observed. From this model the Mo-Se intra unit distance was found to be 0.151 nm and places the Mo
plane of atoms symmetrically between the two Se layers. The metal layer in the dichalcogenide might not always be centered, however, as asymmetric heterostructures might cause planes of atoms to shift due to the forces caused by the presence of different neighboring layers. In the PbSe constituent, there is a distortion of the rock salt layer due to the termination of the rock salt structure and the attraction and repulsion of the cations and anions respectively to the neighboring dichalcogenide layers. The distance between the MoSe$_2$ and PbSe layers was calculated to be 0.331 nm, which is longer than the van der Waal’s gaps in pure dichalcogenides, presumably due to the layers having incommensurate structures. The use of Rietveld refinement with models informed by complimentary techniques allows for fairly accurate determination of constituent layer crystal structures within layered materials.

**Figure 1.9.** Locked-coupled theta-2theta X-ray diffraction used to understand the layer thickness of stacked unit cells of a PbSe-MoSe$_2$ heterostructure. A Rietveld refinement was conducted to optimize the structure to understand where planes of atoms are located. The inset shows a schematic of the structure of the compound with parameters that can be determined using Rietveld refinement.

In-plane diffraction patterns can be used to obtain the in-plane symmetry and lattice parameters as well as additional information about
the basal plane structure of the film’s constituents. Figure 1.10 contains the in-plane diffraction patterns of a 4-layer, 8-layer, and 24-layer MoSe$_2$ film. The reflections in the patterns can be indexed assuming a hexagonal unit cell and the indices are shown on top of each diffraction maximum. Since all expected (hk0) reflections are observed with the anticipated relative intensities, the sample consists of randomly oriented domains within the large (cm$^2$) analytical area. The change in intensity of the reflections between patterns correlates to the difference of the thickness of material in the beam. If the sample were to contain only a single orientation, then rotating the film would result in a set of maxima corresponding to the symmetry of the crystal system—i.e. a “pole figure” scan. If there is a second constituent in the heterostructures, the in-plane diffraction pattern would contain additional reflections, as shown in Figure 1.11 for a SnSe-NbSe$_2$-MoSe$_2$ heterostructure. The observation of all expected (hk0) reflections again indicates that the sample consists of domains of all orientations.

![Figure 1.10](image)

**Figure 1.10.** In-plane diffraction of MoSe$_2$ films with 4, 8, and 24 layers (blue, red, and yellow, respectively). All maxima can be indexed as (hk0) reflections of hexagonal MoSe$_2$ to determine the basal plane lattice parameter.
Figure 1.11. The in-plane diffraction pattern of a 24-layer MoSe$_2$ film is shown in blue. The yellow pattern is an in-plane scan of a MoSe$_2$-SnSe-NbSe$_2$ heterostructure. The additional maxima can be indexed as SnSe and NbSe$_2$ reflections, enabling the lattice parameters of all three constituent structures to be determined.$^{200}$

Reciprocal space maps can be used to elucidate the extent of interlayer ordering. Figure 1.12 shows the reciprocal space map of (PbSe)$_1$(WSe$_2$)$_1$. In this map, there are no distinct (hkl) reflections expected from the super lattice. Only broad maxima from the PbSe and WSe$_2$ are observed. This is consistent with extensive, random rotational disorder between constituents. Rotational disorder is not surprising in heterostructures due to the strong in-plane bonding in constituent layers. Even when one system is chemically "soft" due to a more three-dimensional structure, such as the SnSe containing heterostructures shown in the diffraction figures, the small energy difference between different stacking configurations and the kinetically controlled synthesis approaches used to make them will both likely prevent the system from finding a distinct, low energy, long range stacking arrangement. The rotational disorder and resultant lack of (hkl) diffraction maxima limits the ability to determine average bond lengths both within and between constituent layers.
Transmission electron microscopy has been an indispensable tool for obtaining structural information about constituent layers and the relative orientation between them. For example, plan view HAADF-STEM images of monolayer MoS$_2$ show that the molybdenum and sulfur atoms are arranged in a hexagonal configuration with Mo-S and Mo-Mo separations of ~0.19 and ~0.33 nm respectively. This is consistent, within error, to the bulk structure which contains Mo trigonal prismatically coordinated by S. Cross section HAADF-STEM images also corroborated trigonal prismatic coordination of Mo by S. Cross section HAADF-STEM images of all six possible heterostructure isomers containing 4 bilayers of SnSe and 4 MoSe$_2$ trilayers in the repeating unit showed that the Mo is trigonal prismatically coordinated by Se, but that there was extensive rotational disorder between adjacent MoSe$_2$ layers and between MoSe$_2$ and SnSe layers. A schematic illustration of these isomers is shown in Figure 1.13. It is also possible to use HAADF-STEM images to obtain the average separation between atomic planes as demonstrated by Mitchison, et al. The interplanar distances from these experiments can be used to create initial models for Rietveld analysis of x-ray diffraction data. The location of specific atoms within monolayers and the distribution of elements between layers in heterostructures can be determined using HAADF-STEM contrast or

**Figure 1.12.** Reciprocal space map of a PbSe WSe$_2$ heterostructure. For both PbSe and WSe$_2$ there are no distinct reflections that correspond to the super-lattice period, only streaking indicating extensive rotational disorder between constituents.63
EDX-STEM data.\textsuperscript{213,214} These examples demonstrate how various STEM analytical techniques provide direct structural information. This insight is valuable for heterostructures both at a local level and to provide structural models for the interpretation of more global analysis techniques. Determining fine scale information, such as interlayer and interatomic distances, will become increasingly important to explain changes in properties.

**Figure 1.13.** Schematic illustrations of the 6 possible sequences of layers requiring 4 dichalcogenide and 4 rock salt bilayers without repeating a portion of the sequence. Repeating one layer of each structure 4 times or two layers of each structure twice create an eight-layer repeat pattern with four layers of each structure, but segments are repeated.

Scanning probe techniques offer another route to determine the structural arrangement of atoms in both monolayers and the top layers of heterostructures.\textsuperscript{217–220} A particularly valuable use of scanning tunneling microscopy/spectroscopy has been to examine the effect of synthesis parameters on the structure and defect levels of the resulting samples.\textsuperscript{217} Scanning probe microscopy provides the ability to map electronic states and correlate them to topographical features and specific arrangement of surface atoms.\textsuperscript{218} Probing changes to surface structure and electronic states as a function of exposure to atmosphere or different gases is particularly important to understanding the
differences in properties of samples prepared in various environments.\textsuperscript{219} Scanning probe microscopy is a critical tool to determine changes in thickness of layers transferred using the scotch tape approach.

Measuring composition is a significant challenge in heterostructures due to the small amount of material, small probe sizes, and resulting small analytical volumes present in many common approaches. Electron or ion beam techniques are particularly challenging due to the small analytical volumes of the probe beam in the layer of interest relative to the analytical volume buried in the substrate. While the substrate signal can be reduced by changing the accelerating energy of the beam, this also affects the excitation probabilities for different transitions in the layer being probed. Energy dispersive spectroscopic (EDS) techniques suffer from the need to subtract relatively large background signals, whereas wavelength dispersive spectroscopic techniques (WDS) have a significantly smaller background signal. This makes WDS more appropriate for trace element analysis. Instrumentation improvements are required to increase the signal level necessary to obtain both relative composition and absolute quantitative amounts. Ion beam approaches, such as time of flight secondary ion mass spectroscopy (tof-SIMS), have the sensitivity to detect monolayers, but rigorously quantifying the ion yields has also proven difficult.\textsuperscript{221} For large area samples, techniques such as x-ray fluorescence might provide enough signals, due to the increased area probed, to quantify the extent of fractional layers, but quantifying the geometric factors affecting the signal is challenging. Atom probe tomography is another approach to determine both composition and structure, and has been shown to be particularly useful to determine local occupancies of dopant atoms in 2D heterostructures.\textsuperscript{222}

Raman spectroscopy is the most common analytical tool used to probe 2D materials,\textsuperscript{109,223–228} because characteristic vibrational modes
can be used to identify specific monolayer materials and polytypes.\textsuperscript{229} It is a quick, non-destructive probe of small areas and does not require complicated sample preparation. The high frequency intralayer vibrational modes of different dichalcogenides each have characteristic frequencies. These high frequency interlayer modes do not shift much in energy or intensity from the bulk dichalcogenide with the same local coordination of the transition metal (octahedral or trigonal prismatic).\textsuperscript{229} The low-frequency breathing and shear modes, however are different for each polytype.\textsuperscript{109} Once vibrational modes for different materials are tabulated, the Raman spectra of monolayer samples can be used to determine the local coordination and stacking motif of the layers. In few layer dichalcogenides and in heterostructures stacks, the changes in local symmetry due to the limited number of layers results in new Raman active modes.\textsuperscript{230} For heterostructures or multilayer samples where the layers are not rotationally aligned, the interlayer breathing and shear modes can be highly sensitive to variation of the twist angle.\textsuperscript{231} This complicates the Raman analysis of heterostructures and multilayers with random twist angles, and complementary techniques that more directly probe structure, such as electron or scanning probe microscopies, are frequently used in parallel.

Raman spectroscopy has become one of the first tools used for probing the properties of layered dichalcogenides and therefore has been the subject of multiple reviews. We refer interested readers to these excellent reviews. Zhang, et al. has discussed changes in Raman of transition metal dichalcogenides as a function of thickness, from monolayer to bulk.\textsuperscript{110} A review by Saito, et al. covers the fundamentals of the polarization dependence of the Raman intensity and the Raman tensor. Zhang, et al. provide a more comprehensive review of different types of layered chalcogenides.\textsuperscript{232} They demonstrate how low frequency modes can be used to probe the rotational angle between layers in a
bilayer and to investigate the interlayer coupling of vertically stacked dichalcogenides in heterostructures. Puretzky, et al. beautifully illustrate this point, using complementary electron microscopy data to demonstrate how low frequency Raman modes due to interlayer vibrations serve as fingerprints to characterize the number of layers and their stacking configurations. These papers and the references they contain provide valuable insight into the importance of Raman spectroscopy as a quick initial probe of heterostructures.

1.4. Properties

An iterative relationship between theory and experimental probing of physical properties, particularly in the nascent stages of discovery, greatly accelerates advancing a field. Optimizing the properties of dichalcogenide-based heterostructures through rational design is in an early stage and the number of potential heterostructures is enormous even if confined to those containing dichalcogenides. The more theory can be informed by experimental data and vice versa, the faster progress there will be in predicting and engineering the properties of particular heterostructures.

An advantage of transition metal dichalcogenides as constituents of heterostructures is the wide range of properties that are known in the bulk compounds. Layered dichalcogenides can be metallic, superconducting, semiconducting, semimetallic, catalytically useful, and potential photocatalysts. A wide range of 2D magnetic properties can be found in closely related MPX₃ compounds where a phosphorus dimer substitutes for a transition metal in the hexagonal metal layer. Transition metal dichalcogenide containing heterostructures provide an entire new set of parameters, including but not limited to - modulation doping via charge transfer between constituents, layer specific alloying, stacking sequence, rotation angle, and non-periodic graded structures - to combine, tune and/or optimize properties. Relative to more traditional
tetrahedral semiconductor-based layered architectures, the chalcogenide surface layers of dichalcogenides provide the ability to abruptly change both structure and composition. The lack of covalent bonding between layers allows for a range of rotation angles between the constituent layers and for their structures to be independent of one another. This field is just beginning and the following sections review recent progress with the discussion grouped around common properties or materials.

1.4.1. Semiconducting Heterostructures

Emergent phenomena in dichalcogenide monolayers were first discovered in semiconducting group 6b (Mo, W) dichalcogenides. \( \text{MoS}_2 \),\(^{26,27} \) \( \text{MoSe}_2 \),\(^{70} \) \( \text{WS}_2 \),\(^{245} \) and \( \text{WSe}_2 \)\(^{31} \) have all been reported to transition from an indirect to a direct band gap as thickness is reduced to a single monolayer. Since monolayers of these compounds are relatively easy to isolate and are stable in ambient conditions, these systems and their emergent properties have proven amenable to extensive investigation. The group 6b dichalcogenides all contain a central plane of trigonal prismaticall coordinated transition metal atoms, while the tin atoms of the semiconducting \( \text{SnS}_2 \) and \( \text{SnSe}_2 \) compounds, which adopt TMD-like layered structures, are all octahedrally coordinated. It is interesting to note that bulk tin dichalcogenides, like the group 6b analogues, are indirect band gap semiconductors, yet at the monolayer limit, tin dichalcogenides have both have been reported to maintain the indirect band gap.\(^{246} \)

In heterostructures containing these and other semiconducting dichalcogenides, the band alignment between the constituents is critically important in determining properties (see Figure 1.14). In so-called type I band alignment, the band gap of one material falls entirely within the bandgap of the other material. In type II band alignment, the two band gaps are offset from each other such that \( E_{\text{VB},1} < E_{\text{VB},2} < E_{\text{CB},1} \) and \( E_{\text{CB},1} < E_{\text{CB},2} \). In type III (“broken”) band alignment, the band gap of
one material falls entirely within the valence band of the other material. The first reference to heterostructures of semiconducting dichalcogenides we could find in the literature was on SnS$_2$/SnSe$_2$/SnS$_2$ heterostructures published in 1999. Van der Waals epitaxy$^{12}$ was used to prepared these heterostructures and a series of measurements were done to determine band offsets.$^{247}$ The recent interest in 2D materials has resulted in several papers reporting band offsets of heterostructures as a function of twist angle between bilayers,$^{93}$ and between different dichalcogenides that are stacked on top of one another.$^{248,249}$ There has also been considerable interest in lateral heterostructures – i.e. the in-plane junction of two different dichalcogenides.$^{250}$ Both calculations and scanning tunneling experiments examining lateral 2D heterostructures have been reported.$^{157,251}$

**Figure 1.14.** Band alignments in semiconducting heterostructures fall into one of the three categories depicted. In type I heterostructures, the band gap of one material falls entirely within the band gap of the other material. In type II heterostructures, the two band gaps are staggered such that CB$_2$ < CB$_1$ and VB$_2$ < VB$_1$ < CB$_2$. In type III, the band gap of one material falls entirely within the valence band of the other material.
The band alignment has an important influence on the carrier dynamics of electron-hole pairs created when light is absorbed (i.e. “excitons”). If a heterostructure has type II alignment, for example, the electron-hole pair created by the absorption of a photon in one layer can reduce its energy by transferring either the electron or hole to the adjacent constituent. In MoS$_2$-WS$_2$ heterostructures the holes can substantially reduce their energy by transferring from the MoS$_2$ to WS$_2$ and vice versa for electrons.$^{252,253}$ Significantly, the transfer of the hole between layers does not depend on the orientation of the layers, so epitaxy is not required, and this result implies that lattice mismatch should not affect the transfer rate.$^{253}$ This has been confirmed by subsequent reports showing ultrafast charge transfer in MoS$_2$-WSe$_2$, MoTe$_2$-MoS$_2$ and MoSe$_2$-WSe$_2$ heterostructures. Since an electron-hole pair is tightly bound in 2D monolayers and there is a momentum mismatch between randomly rotated layers, the efficient and ultrafast charge transfer between layers has significant implications for devices prepared from heterostructures. Consequently, various aspects of the charge transfer mechanism have been explored both theoretically$^{257-259}$ and experimentally.$^{159}$ Figure 1.15 summarizes the optical transitions expected for heterostructures with type I and type II band alignments.

The discovery that monolayers of the group 6b dichalcogenides have direct band gaps and the discovery of fast charge transfer in heterostructures containing them has spawned research into the electronic properties of these systems and their derivatives. These dichalcogenides interact strongly with light at the ultimate monolayer limit$^{260}$ and host highly stable excitons (i.e. high binding energies, extended lifetimes),$^{56,261,262}$ which has resulted in exciting studies that either probe or exploit these properties. The substrate influences the excitons$^{154}$ but some properties, such as the conservation of spin-valley polarization during charge transfer between two monolayers, have been
found to be only weakly dependent on the twist angle between layers.\textsuperscript{161} The unique properties of dichalcogenide monolayers and the heterostructures built from them provides a promising platform for light–matter interaction experiments\textsuperscript{260,263} and has resulted in a continuing stream of papers building devices to take advantage of these properties. The devices include light emitting tunneling diodes,\textsuperscript{150} floating gate memory,\textsuperscript{156} photovoltaic devices,\textsuperscript{160,264} and high sensitivity,\textsuperscript{151} broadband,\textsuperscript{153} and large area detectors.\textsuperscript{265} Dichalcogenide nanosheets are also being explored as efficient photocatalysts and electrocatalysts for the production of hydrogen.\textsuperscript{187,266,267} There has been considerable interest in the growth and properties of lateral heterostructures – in-plane junctions of two different dichalcogenides.\textsuperscript{250,268} Alloying either the transition metal\textsuperscript{269} or the chalcogen\textsuperscript{270} can be used to tune most of the important properties of these dichalcogenides, including structural phase transitions,\textsuperscript{271} band offsets,\textsuperscript{272} band gaps,\textsuperscript{273} and resulting device properties.\textsuperscript{68,274} This field is rapidly advancing, and ultimately the emergent properties of semiconducting TMD monolayers and heterostructures may find practical applications in lasers, light-emitting diodes, detectors, and photovoltaics. The next decade will see a significant growth in our understanding of the relationship between the structural nuances of TMD’s in heterostructures, such as the importance of the interactions between layers, between constituents and substrates, between the active and protecting layers, and the resulting optoelectronic properties. This understanding will be of paramount importance for the efficient optimization of the emergent properties. The ability to construct novel heterostructures with reasonable assurance that they can be made provides value to predicting their properties. These predictions will significantly speed the development of this area.
In type one alignment of the bands, photons can be absorbed if the energy of the incident light is above the respective band gaps, forming excitons. The kinetics of charge transfer between the constituents (labeled 2) and the ratio of initial absorption between the two constituents will determine the relative intensities of light emitted at the different band gap energies. In type II alignment, formation of the exciton occurs in one constituent layer and electrons will transfer into the adjacent material to achieve a lower energy state, resulting in an interlayer exciton. Since the constituents are separated only by the small van der Waals gap, the two charges remain bound.

**1.4.2. Metallic Heterostructures**

The transition metal dichalcogenides, structurally related compounds, and other compounds that are potential heterostructure constituents offer a wide array of interesting properties that should, in principle, change as a function of thickness. While most of the early work has been on semiconducting monolayers, due to their novel emergent properties, the group IV and V group transition metal dichalcogenides offer additional and distinctly different opportunities. The group IV and group V transition metal dichalcogenides are semimetallic or metallic. There have been extensive studies aimed at understanding superconductivity, charge
density waves, catalyst activity, and intercalation phenomena in the bulk group IV and V dichalcogenides.\textsuperscript{275-277} The nanoscale thickness and monolayer properties of the metallic and semimetal compounds are less explored because they are typically less stable in normal atmospheric conditions than the semiconducting systems. For example, atomically thin NbSe\textsubscript{2}\textsuperscript{278} and TaS\textsubscript{2}\textsuperscript{279} have been reported to be unstable under ambient conditions. These stability challenges have been overcome by covering the sample with a protective layer\textsuperscript{280} or by preparing a heterostructure containing the dichalcogenide layer of interest sandwiched between protective layers that are more stable under normal atmospheric conditions.\textsuperscript{281,282} Properties such as superconductivity and charge density waves have been shown to be thickness dependent, but as discussed below there are often considerable differences between literature reports.

There is an earlier body of literature that provides important structural data and ideas for the current interest in heterostructures containing isolated single nanosheets of layered group IV and V dichalcogenide compounds. Thermodynamically stable heterostructures of Ti, Cr and the group V dichalcogenides were prepared starting in the late 1980’s by the groups of Wiegers,\textsuperscript{283} Meerschaut,\textsuperscript{284} Onoda\textsuperscript{285} and Gotoh\textsuperscript{286}. The properties of these compounds provide valuable insights for heterostructures being pursued today. These compounds were prepared by a direct reaction of the elements at high temperature, and are thermodynamically stable compounds. Single crystals can be grown using vapor transport reactions. As an example, combining Pb, Nb and Se and heating the elements to ~1000°C results in a so called misfit layered compound containing single NbSe\textsubscript{2} layers separated by a unit cell thick layer of distorted PbSe.\textsuperscript{287} The fact that this is stable relative to a mixture of PbSe and NbSe\textsubscript{2} indicates that the interaction between the layers is strong, even though there is not an epitaxial relationship between the constituents. It has been suggested that charge transfer
between constituents creates a significant electrostatic bond between the layers that stabilizes these compounds,\textsuperscript{288} although there is still considerable debate.\textsuperscript{289} The physical properties change considerably as constituent layers are altered, and there are several extensive reviews reflecting significant interest in the structure and physical properties of these unusual compounds.\textsuperscript{15,290} None of these compounds have charge density wave transitions, but many of them are superconducting. Compounds with atoms containing magnetic moments, such as rare earth atoms, displayed magnetic order.\textsuperscript{15} In these misfit layered compounds, the structure of each layer typically distorts to create one common in plane lattice parameter while the other axis is incommensurate.\textsuperscript{290}

Analogs of the crystalline misfit compounds can be prepared via low temperature synthesis routes. Compounds prepared by this route contain a random twist angle between layers, which, in the clay literature, is called turbostratic disorder.\textsuperscript{291} These turbostratically disordered polymorphs, called ferecrystals, have been shown to have charge density waves, different superconducting properties than their analogous crystalline properties, and extraordinarily small thermal conductivities.\textsuperscript{292} The variation of heterostructure properties as a function of constituent pairings and the rotation angle between them shows the importance of layer interaction in property determination. By extension, the surface on which a heterostructures is placed will also impact property measurements. The existence of thermodynamically stable misfit compounds - monolayers of dichalcogenides with a fragment of a 3D structure between them - suggests that there are many other heterostructures, combinations of 2D layers and 3D fragments of structures, that should be, at a minimum, kinetically stable.

The ability to predict the structures of layers and their potential combinations has already resulted in a significant theoretical effort
exploring potential constituents, combinations of constituents, and their potential properties. The electronic structure and band alignment of monolayers of transition metal dichalcogenides in heterostructures has been systematically investigated, exploring interfacial charge polarization and redistribution.\textsuperscript{248} Due to both the random twist angles between layers and the different lattice parameters for various constituents, the charge polarization and redistribution both deviate from conventional epitaxial semiconducting heterostructures based on tetrahedral semiconductors. Researchers have investigated structural and charge density wave phase transitions by probing how substrates, charge transfer between constituents, and electrostatic gating impact physical properties.\textsuperscript{293,294} Researchers have begun to explore the properties of 2D fragments of 3D structures, for example a unit cell (or two atomic planes) of the group IV monochalcogenides, in searching for potential emergent properties.\textsuperscript{295,296} The stability of CuS 2D layers as a function of thickness was recently reported.\textsuperscript{297} The impact of the twist angle between ultrathin layers of Bi\textsubscript{2}Se\textsubscript{3} and the specific arrangement of different cations within a dichalcogenide layer\textsuperscript{299} on potential topological states has been explored, as well. Extending these studies to probe potential heterostructures would be useful for experimentalists, and the misfit layer compounds provide an opportunity to compare predictions with experimental data. One aspect yet to be explored are the energy differences between different 2D slices of a 3D structure.

Experimentalists have also been exploring both new compounds and composites to probe for emergent properties. Research has explored doping known compounds with structures that appear to consist of interleaved 2d layers to create emergent properties that might be replicated in designed heterostructures. Knowing the distribution of the doping atoms between the layers is important for understanding the origin of superconductivity\textsuperscript{222} and is important in determining the
amount of modulation doping required to induce superconductivity in a heterostructure. Alemayheu, et al. showed that it is possible to prepare heterostructures containing fragments of 3D structures by preparing several new VSe2-GeSe2 heterostructures. In this report the thickness of the VSe2 block was varied while a monolayer of GeSe2 was maintained.\textsuperscript{197}

There has been considerable interest in finding a magnetic layer that could be used in the construction of heterostructures to probe topological properties and potential devices. One approach has been to create an interface between a magnetic insulator and a 2D layer to create a strong interfacial exchange field.\textsuperscript{158} A second approach has been to find compounds containing magnetic ordering in layers that have strong bonding in a 2D layer separated by van der Waals bonding. The MPX\textsubscript{3} family of compounds, where M is Mn, Cu, Fe, In, ... and X = S, Se, are semiconducting compounds due to strong electron correlation between the layers, but result in magnetic ordering within each layer of magnetic ions.\textsuperscript{226} Ultrathin flakes of non-magnetic members of this same family have also been explored as ferroelectrics.\textsuperscript{300} Heterostructures containing different thicknesses of SnSe and PbSe alternating with blocks of MSe\textsubscript{2} trilayers (M=V, Nb, Ta) show systematic changes to the structure of the SnSe or PbSe block with thickness, and also display systematic changes in Hall coefficient and resistivity.\textsuperscript{112,116,282,301,302} These results, while not inclusive of all that has been reported, illustrate the large number of potential heterostructures that can be prepared and several different approaches to discover emergent properties or optimize them for potential device applications.

A relatively general phenomenon that has been observed in both metallic monolayers and metallic heterostructures is an upturn in the resistivity as the temperature is lowered below approximately 30K. This has been observed in NbS\textsubscript{2} as the thickness is decreased\textsuperscript{303} and also in a number of heterostructures.\textsuperscript{201,281,304} In both the pure dichalcogenide
and the heterostructures, the upturn becomes more pronounced as the thickness of the metallic layer is decreased. In the heterostructures, the upturn becomes more pronounced as increasing thickness of a semiconducting constituent separates the metallic dichalcogenide layer. The upturn in resistivity is not observed in crystalline metallic misfit layer compounds with identical composition and sequential layers as found in the ferecrystals, suggesting that the upturn is related to the disorder.\textsuperscript{305}

Charge density wave (CDW) transitions have been extensively explored in both heterostructures and as a function of thickness of dichalcogenide layers. This interest stems from the fundamental interest in the effect of dimensionality on the CDW\textsuperscript{165,306–310} and the potential use of CDW materials in optoelectronic devices\textsuperscript{311} and quantum information processing.\textsuperscript{312} Controlling the thickness of a dichalcogenide layer or the layer sequence and thickness in a heterostructures might potentially enable the CDW transition to be tuned to an optimal temperature or enable it to be controlled by an electric field.\textsuperscript{167,313,314} A relatively large spread of reported CDW transition temperatures have been reported for nominally the same compound. For instance, an ordering temperature above 100\,K was reported for atomically thin NbSe\textsubscript{2},\textsuperscript{165} while a lower ordering temperature CDW order (\sim 25\,K) was reported for a monolayer NbSe\textsubscript{2} grown on graphene.\textsuperscript{315} There are several different reports on how the CDW changes as the number of VSe\textsubscript{2} layers are reduced. VSe\textsubscript{2} exhibits a CDW transition at 100\,K in the bulk.\textsuperscript{316} The onset of the CDW in thin layers of VSe\textsubscript{2}, prepared via liquid exfoliation, is 135\,K as thickness is reduced to 4-8 trilayers.\textsuperscript{317} Micromechanically exfoliated nanoflakes have lower onset temperatures which decrease to 81\,K at the lowest thickness.\textsuperscript{307} Studies of [(SnSe)\textsubscript{1.15}]\textsubscript{m}(VSe\textsubscript{2})\textsubscript{n} prepared by annealing designed precursors have shown that compounds with a single layer of VSe\textsubscript{2} separated by \textit{m} layers of SnSe are p-type metals with a CDW that
depends on the thickness of SnSe. Increasing the VSe$_2$ layer thickness to two or more layers results in low temperature n-type metals and the suppression of the pronounced effect in transport properties at the CDW transition temperature is similar to bulk VSe$_2$. The influence of surface contaminations, the effect of different constituents, and/or the substrate on the charge density wave transition are only beginning to be explored or discussed in the literature. Encapsulation of the dichalcogenide layer of interest has been shown to enhance the CDW order in TiSe$_2$. Similarly, TaS$_2$ layers were encapsulated by covering them with boron nitride. VSe$_2$ layers prepared in situ from designed precursors have shown reproducible CDW transition temperatures and systematic changes as the thickness of either the VSe$_2$ block or SnSe has been changed. These results suggest that much of the observed variability of results is a consequence of the instability of monolayers of the metallic dichalcogenides under ambient conditions. It might be possible to systematically control the CDW transition temperature of heterostructures through the choice of constituents and/or controlling the position of the Fermi level through modulation doping.

Given that some of the earliest investigations of ultrathin dichalcogenides by Frindt investigated superconductivity as a function of thickness, it is surprising that until recently there has been little attention directed in this area. This seems to have changed in 2016, with several high profile reports of well-defined 2D superconducting states in atomically thin NbSe$_2$, TaS$_2$ and doped MoS$_2$. It is important to note that there were earlier reports of superconductivity in atomically thin flakes of NbSe$_2$ prepared by mechanical exfoliation which demonstrated that the carrier density in these 2D layers could be changed by an electric field. While traditionally carrier concentration is altered by chemical doping via atom substitutions, changing carrier density with an electric field minimizes potential complications such as
impurity scattering. There have been several papers that show enhancement of the effective electron–phonon coupling constant, due to the change in phonon modes in monolayers.\textsuperscript{165,278,315} All studies show a decreasing superconducting critical temperature as the thickness of the layers is decreased, although the values reported for samples of the same dichalcogenide with nominally the same thickness are different.\textsuperscript{131,165,278,279,305,315,320} The variations may be due to different doping levels caused by neighboring layers or substrates, as Alemayheu reported a systematic increase in the Hall coefficient of $\text{(SnSe)}_1\text{(NbSe}_2\text{)}_n$ heterostructures as $n$ was decreased to 1.\textsuperscript{324} A similar trend was observed in $\text{(PbSe)}_1\text{(NbSe}_2\text{)}_n$ layered structures,\textsuperscript{305} although the amount of charge transfer was different due to changes in the band alignment as SnSe\textsuperscript{281} was replaced by PbSe.\textsuperscript{325} Researchers exploring the superconducting and structural properties of FeSe layers on a variety of substrates have reported similar modulation doping effects.\textsuperscript{52,132,216,326–333} Adjacent layers or adsorbed surface species have begun to be used to investigate the interaction between two phenomena, for example superconductivity and ferromagnetism.\textsuperscript{334} Monolayers are particularly sensitive to modulation doping, and phase transitions can be controlled by changing the Fermi level of adjacent layers through doping.\textsuperscript{51} The investigation of superconductivity in 2D material is poised to see dramatic growth, as the ability to prepare stacks of constituents with different intrinsic properties will enable the interaction between phenomena to be investigated systematically.

The thermal conductivity of monolayer dichalcogenides and the heterostructures built from them has intrigued researchers since the first report, in 2007, of ultra-low thermal conductivity in heterostructures containing dichalcogenides.\textsuperscript{335} Subsequent reports have reinforced the idea that the ultra-low thermal conductivity in the stacking direction of the turbostratically disordered heterostructures results from the random
Twist angles between adjacent dichalcogenide layers and between the various constituent layers.\textsuperscript{212,336–338} Low thermal conductivity of thermodynamically stable misfit layer compounds have been correlated with the density of stacking faults between adjacent layers.\textsuperscript{339} The in-plane thermal conductivity of the heterostructures is a factor of 3 to 5 higher in the systems that have been measured, with the absolute value probably correlated with the in-plane grain size of the constituent layers.\textsuperscript{340} The thermal conductivity of a monolayer has been calculated to also be anisotropic.\textsuperscript{341} The ultra-low thermal conductivity of heterostructures provides opportunities to control the temporal features of heat pulses, which might be useful in designing phase change memory devices.

The very low thermal conductivity of heterostructures containing dichalcogenides has led to heterostructures being investigated as potential thermoelectric materials. Promising thermoelectric performance in dichalcogenide based materials have been reported for intercalates, due to the lowering of thermal conductivity and the ability to optimize carrier concentration.\textsuperscript{342,343} Low lattice thermal conductivity and promising un-optimized power factors have been reported for dichalcogenide monolayers.\textsuperscript{344,345} The thermodynamically stable misfit layered compounds have also been investigated as thermoelectric materials, with promising un-optimized figures of merit.\textsuperscript{346,347} The ability to prepare heterostructures of dichalcogenides with desired thicknesses of various constituents and targeted layer sequences provides an opportunity to optimize performance while gaining a better understanding of interactions and bonding between different constituent layers.\textsuperscript{348} The ability to prepare heterostructures with junctions between constituents that have very different properties provides an avenue to increase efficiencies\textsuperscript{349} and discover novel phenomena.
Topological phases, including topological insulators and Weyl semimetals have been the focus of recent attention, including the 2016 Nobel Prize in Physics to David Thouless, Duncan Haldane, and Michael Kosterlitz. Many of the most common materials studied for the topological properties consist of strongly bonded layers weakly connected by van der Waals bonding. For example, HfTe$_2$, MoTe$_2$ and WTe$_2$ have all been reported to be topological Weyl semimetals$^{178,350-353}$ while bismuth chalcogenides, Bi$_2$Te$_3$, Bi$_2$Se$_3$ and their alloys, are the prototypic topological insulators.$^{354-367}$ Both absolute size of the particles being investigated$^{368}$ and chemical doping have been used to produce new phenomena.$^{369}$ From a materials perspective, heterostructures containing very thin constituent layers might be useful in reducing contributions from the bulk, enabling exotic topological states to be both easier to study and utilize. Heterostructures also potentially provide an avenue to prepare materials with different properties adjacent to one another,$^{370}$ for example a ferromagnetic layer adjacent to a superconducting layer, with a defined interface between them. The use of heterostructures to probe topological properties is just beginning.

1.5. **SUMMARY**

The ability to prepare and manipulate monolayers of dichalcogenides and other 2D materials as building blocks for heterostructures provides scientific challenges and opens new opportunities. Challenges include:

- Developing approaches to synthesize heterostructures over large areas with control of individual constituent layer thicknesses and the sequence of layers.
- Advancing measurement techniques to characterize the local composition and structure of each constituent layer.
• Developing theoretical approaches to predict band alignments, the extent of charge transfer between constituents, structural distortions and properties of heterostructures with incommensurate interfaces.

The new opportunities include:

• Predicting the structure of an essentially infinite number of new heterostructures, enabling theorists to predict the properties of compounds yet to be made.

• Creating interfaces where atoms are in unusual coordination environments, potentially leading to the discovery of more emergent properties.

• Designing heterostructures that combine multiple technologically desirable functionalities in adjacent constituent layers that tend not to co-exist.

• Using the concept of an energy landscape to develop synthetic routes to the infinite number of potential metastable heterostructures.

Tremendous progress has been made in the past decade developing approaches to make monolayers of specific compounds, understanding the origin of emergent properties at the monolayer limit, and identifying how properties change as monolayers are placed on different substrates. Understanding how incommensurate layers interact, how different combinations of constituents lead to emergent properties, and how to utilize new properties in devices are likely to dominate this field of research in the coming decade. The potential outcome of these efforts will be materials by design, with constituents and nanoarchitecture of heterostructures optimized for predicted emergent properties and the desired function of the total material in a specific device.
1.6. DISSERTATION OVERVIEW

The comprehensive goal of this work is to investigate how nanoarchitecture, amount of material per layer, and constituent type influence constituent structure, sample formation mechanism, and transport properties in multilayer heterostructures. The results of this work can be used to recognize trends in families of compounds with systematic changes in nanoarchitecture and provide a platform for the synthesis and characterization of novel building block materials with unique properties for use in nanolaminate heterostructures. This work is divided into 3 sections, each one investigating a different aspect of the overarching theme.

The first section is comprised of Chapters 2 and 3, which focuses on the general methods and experiments used to prepare and characterize the materials investigated in this work. Chapter 2 was previously published in ACS Chemistry of Materials in 2018 and I am the primary author. This was a collaborative effort between Dylan Bardgett, Dmitri Cordova, Liese Maynard, Alexander Lygo, Suzannah Wood, Marco Esters, and David Johnson. This investigation demonstrates sub-monolayer sensitivity for X-ray Fluorescence (XRF) measurements within the thin film limit and shows that this technique can be used to measure the absolute amount of material in a film, as opposed to simply determining relative compositions. This method is the basis for determining what synthesis conditions are needed to prepare the desired heterostructures. Chapter 3 provides an overview of the synthetic method used to prepare the various thin film materials, including an in-depth explanation of how XRF data is used to inform heterostructure preparation. Lastly, a brief description of the characterization techniques used to analyze the films is discussed.

Section 2, which is composed of Chapters 4 – 11, focuses on investigating interactions in [(MSe)$_{1+\delta}$]$m$[TiSe$_2$]$_n$ (M = Sn or Pb) families of
compounds and how the amount of material, constituent type, and nanoarchitecture influences these properties. The main goal of this section is to investigate interlayer interactions and formation mechanisms to understand the properties that are observed for families of compounds with systematic changes. Chapters 4 - 5 concentrate on the individual properties of binary SnSe and TiSe$_2$ films. Chapters 6 - 10 center around investigating the role of nanoarchitecture on constituent structure properties, charge donation between layers, and carrier transport properties in [(SnSe)$_{1+d}$]$_m$[TiSe$_2$]$_n$ heterostructure compounds. Chapter 11 investigates the influence of the amount of material per unit area and nanoarchitecture on [(PbSe)$_{1+δ}$]$_m$[TiSe$_2$]$_n$ heterostructures thin films.

Chapter 4 was published in ACS Nano Letters in 2019 as a collaborative work between myself, Jihan Chen (primary author), David Choi, Niraker Poudel, Lang Shen, Li Shi, David Johnson, and Stephen Cronin. This study focuses on the thermoelectric and transport measurements of SnSe and SnSe$_2$ thin films, providing insight into the inherent properties of these materials. The work in Chapter 5 investigates the formation mechanism of TiSe$_2$ thin films and the influence that the amount of material per unit area has on the structure of the crystalized material. This is unpublished work that is written in collaboration with Aaron Miller and David Johnson.

Chapter 6 was published in 2017 in the ACS journal Inorganic Chemistry and was co-authored by myself, Devin Merrill, Sage Bauers, Gavin Mitchson, Jeffrey Ditto, Sven Rudin, and David Johnson. This chapter discusses in-plane preferential aligned between SnSe and TiSe$_2$ in a [(SnSe)$_{1+δ}$]$_1$[TiSe$_2$]$_1$ heterostructure as a result of an accidental lattice match caused by lowering of the systems total free energy. Chapter 7 was co-authored by myself, Alexander Lygo, Marco Esters, Devin Merrill, Jeffrey Ditto, Duncan Sutherland, Sage Bauers, and David Johnson and
was published in *ACS Nano* in 2018. This work investigates the influence of nanoarchitecture on constituent in-plane structure and transport properties in a $[(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]$ series of heterostructures. Chapter 8 focuses on charge donation between layers and how it is modified by nanoarchitecture in a $[(\text{SnSe})_{1+\delta}][\text{TiSe}_2]_n$ series of compounds. This is unpublished work that is submitted to *Chemistry of Materials* and coauthored with Dylan Bardgett, Austin Mroz, Thomas Kasel, Chris Hendon, Doug Medlin, and David Johnson. Chapter 9 is unpublished work that investigates how transport properties change in $[(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_n$ polymorphs with the same composition ratio but different nanoarchitectures. This work is cowritten with Dylan Bardgett, Sage Bauers, Jeffrey Ditto, and David Johnson. Chapter 10 investigates the bonding and charge donation in the $[(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_2$ via XPS and informs on the band structure that might occur in the materials. This work was previously published in the MRS *Journal of Materials Research* in 2019 and is coauthored with Fabian Göhler, Niels Rösch, Susanne Wolff, Jacob Logan, Robert Fischer, Florian Speck, David Johnson, and Thomas Seyller.

The influence of amount of material per unit area on the formation mechanisms of $[(\text{PbSe})_{1+\delta}]_m[\text{TiSe}_2]_n$ heterostructures as well as the influence of nanoarchitecture on properties was the focus of Chapter 11. This is unpublished work that is coauthored with Sage Bauers, Tara Clayton, Jeffrey Ditto, Daniel Moore, and David Johnson. It reports on the role of buried interfaces on the transport properties of $[(\text{SnSe})_{1+\delta}]_4[\text{TiSe}_2]_4$ isomer heterostructures, as well as how precursor’s nanoarchitecture drives the crystallization process even when the amount of material required is insufficient.

The last section focuses on preparing novel Mn-containing magnetic materials by controlling the amount of material deposited and the heterostructures nanoarchitecture, which includes Chapters 12 and
13. Chapter 12 focuses on the interaction of Mn and Se in the thin film limit and the different conditions required to allow for various materials to form. This article was a collaborative work with Marisa Choffel (primary author), Jordan Joke, Dmitri Cordova, and David Johnson that was published in *Zeitschrift für anorganische und allgemeine chemie* in 2018 and laid the groundwork for the synthesis of future Mn containing materials. Chapter 13 describes the preparation, characterization, and properties of novel Mn containing compounds as well as the computational and experimental path taken to achieving the synthesis of these novel materials. This chapter is currently unpublished; however, a manuscript is in preparation and is coauthored by Sven Rudin, Tomoya Asaba, Filip Ronning, Dmitri Cordova, Ping Lu, and David Johnson. Chapter 16 provides conclusions and summary of this work as well as discusses next steps including work towards other novel heterostructure building blocks.

1.7. **BRIDGE**

Chapter 1 provided a general overview of the synthesis, characterization, and properties of dichalcogenide containing thin film heterostructures. The vast amount of literature on thin film heterostructures demonstrates that nanoarchitecture, amount of material per unit area, and interfaces all play a large role in the resultant structure and properties. The next chapter will focus on the use of XRF to quantify material at the sub-monolayer limit in thin film heterostructures. By relating the intensity of signal measured to the amount of material in each sample, new heterostructures can be made quickly and efficiently by calculating and targeting specific amounts of material.
CHAPTER II

SUB-MONOLAYER ACCURACY IN DETERMINING THE NUMBER OF ATOMS PER UNIT AREA IN ULTRATHIN FILMS USING X-RAY FLUORESCENCE.

2.0. Authorship Statement

The work in this chapter was published August 16, 2018 in Chemistry of Materials (DOI: 10.1021/acs.chemmater.8b02591). I am the primary author on this work. Dylan Bardgett, Dmitri Leo M. Cordova, Liese A. Maynard, Erik C. Hadland, Alexander C. Lygo, Suzannah R. Wood, Marco Esters, and David C. Johnson were co-authors on this work. This manuscript uses data provided by all of the co-authors. I helped develop the idea, compiled and analyzed the data, as well as wrote the manuscript. David C. Johnson is my advisor.

2.1. Introduction

The discovery that isolated two-dimensional layers have extraordinary properties that are not found in their bulk counterparts has resulted in intense experimental and theoretical interest in these materials.\textsuperscript{1–12} A distinct challenge towards the future use of these materials in new technologies is developing techniques to grow single layers of various 2D solids over large areas. While a variety of techniques have been explored to prepare monolayers, chemical vapor deposition involving a volatile metal source has become increasingly popular.\textsuperscript{13–26} Typically, "about a monolayer" of a metal is deposited on a surface and treated at high temperatures with a second reagent to form domains of the desired monolayer on substrates.\textsuperscript{27–29} Since the deposited metal species is typically not volatile once the precursor has reacted on the surface, time is the parameter tuned to get close to monolayer coverage. This type of monolayer synthesis creates an analytical need to be able to quickly measure fractional monolayer amounts of elements on a substrate, ideally without significant sample preparation.
More generally, measuring the number of atoms per unit area of each element in a thin film is a challenging analytical problem and critically important in many situations. Physical properties depend on both composition and thickness of constituent layers in devices, and the properties of compound films are a sensitive function of composition. A variety of approaches have been used to determine composition, including Rutherford backscattering, electron probe microanalysis, particle-induced X-ray emission, X-ray photoelectron spectroscopy, time of flight secondary ion mass spectrometry, and a variety of electron microscopy techniques.\textsuperscript{27–30} Most of these techniques involve expensive instrumentation and several also require significant sample preparation. Sensitivity and converting the signal to the number of atoms of each element per unit area can also be very challenging, particularly if the signal is sensitive to the matrix. Typically, only a composition ratio is determined, as taking the ratio of two different elements eliminates several difficult to determine proportionality factors that depend on geometry, other instrument dependent factors, and the sample itself.

X-ray fluorescence (XRF) is a metrology method that can determine both composition and thickness of thin films and has several advantages. While it requires the use of standards to obtain instrument parameters and absorption corrections need to be made (via standards with similar matrices or modeling), it is quick and precise. Early work on the XRF analysis of thin films focused on using a variety of different methods to correct for absorption effects in the thin film geometry.\textsuperscript{31,32} This lead to the development of XRF as a tool to characterize relatively simple multilayer films in the advance of materials for a variety of applications, including memory devices and optical recording.\textsuperscript{33,34} More recent reports have shown that XRF is also a useful approach to characterize patterned thin films, with intensity differences before and after patterning proportional to the amount of material removed during the patterning
process. While a significant challenge has been to accurately correct the XRF data for absorption effects, there is at least one report where XRF using wavelength-dispersive X-ray detection was used to examine films that are thin enough that absorption can be ignored. This study showed that a resolvable composition difference of 0.025 atomic percent could be obtained with relatively short counting times in a series of chalcopyrite solar cells.

In this paper, we present data showing that XRF intensity is proportional to the number of atoms per unit area in ultrathin films and the intensity is relatively insensitive to the matrix. The number of atoms per unit area for a subset of exceptionally smooth films was calculated using data from a combination of x-ray reflectivity, specular diffraction, and in-plane diffraction scans. Calculating the proportionality constant between XRF intensity and the number of atoms per unit area simply requires division of the measured XRF intensity by the calculated number of atoms per unit area. The proportionality constant in over 20 samples with a range of thicknesses is consistent for the elements examined, indicating this is a valid approach. Once the proportionality constant is known for an element, preparing films of known compounds with defined atomic ratios between the previously studied element and other elements enables the determination of the proportionality constant for previously unstudied elements without the need for exceptionally smooth films. The consistency of results for films containing a wide range of different matrix constituents makes this a simple, relatively inexpensive, nondestructive, and fast method to measure the number of atoms in an ultrathin film. This study demonstrates that XRF is capable of detecting changes in the amounts of an element equivalent to a fraction of a monolayer for all elements examined, and less than 1% of a monolayer for some elements. For films with thicknesses around a monolayer, the XRF intensity of the substrate before the film is deposited
needs to be subtracted from the total signal of the film plus substrate to achieve this accuracy.

2.2. **Materials and Methods**

Precursors were synthesized in a high-vacuum physical vapor deposition system, with depositions occurring at pressures below $5 \times 10^{-7}$ Torr. Metals were deposited using electron beam guns, and selenium was deposited using an effusion cell. A computer controlled pneumatic shutter system was used to control the sequence and thickness of the elemental layers.\textsuperscript{37,38} The rate of deposition and the thickness of each of the elemental layers deposited were measured and controlled using quartz crystal microbalances, with rates maintained at 0.1 - 0.3 Å/s at the substrate.

X-ray fluorescence data was collected using a Rigaku ZSX Primus II wavelength dispersive X-ray fluorescence spectrometer with a rhodium X-ray source. This instrument measures intensities of characteristic X-ray emission lines as a function of crystal angle. Samples were loaded onto a small metal puck with either a 30 mm, 20 mm, or 10 mm diameter masking-frame. Incident X-rays were passed through either a 10 mm or 20 mm diaphragm before contacting the spinning sample in a vacuum. Fluoresced X-rays were reflected off selected crystals into a detector. Intensity was measured by integrating the area under the entire peak measured in intensity as a function of two-theta using MATLAB’s cubic smoothing spline function (csaps) with the smoothing parameter set to zero smoothing (function value 1). The two-theta limits of integration were held constant. Data were also collected for substrates without any deposited film, referred to as blanks. The intensity data measured for the blanks was treated in the same manner as the deposited samples. The resulting integrated counts were subtracted from the integrated intensity of the coated substrates to correct for the background signal and any signal from the substrate itself.
X-ray diffraction (XRD) was used to characterize the structure of the samples that were subsequently analyzed by XRF. Low angle and specular XRD scans were collected using a Bruker d8-discover diffractometer. Grazing incidence in-plane XRD scans were collected on a Rigaku Smartlab diffractometer. All diffraction patterns were collected with Cu Kα radiation.

2.3. Results and Discussion

The intensity of the XRF signal \( I_{ij} \) for a particular element \( i \) of interest in a film with a characteristic line \( j \) at wavelength \( \lambda_{ij} \) is given by:

\[
I_{ij} = \left\{ \frac{K_j(\lambda_s)}{\mu_T(\lambda_{ij})} \right\} \frac{C_i}{\rho d} \left( 1 - \exp\left[-\mu_T(\lambda_{ij})\rho d\right] \right). \tag{Equation 2.1}
\]

In Equation 2.1, \( C_i \) is the mass fraction of element \( i \) in the film, \( \rho \) is the average film density, \( d \) is the film thickness, and \( \mu_T(\lambda_{ij}) \) is the total mass absorption coefficient at \( \lambda_{ij} \). \( K_j(\lambda_s) \) is a product of many constants, including a constant representing the spectrometer geometry, the intensity of the excitation X-ray source, and the excitation probability for the characteristic line \( j \) under the spectrum of intensities of the excitation source. If the thickness of the analyzed film is thin enough, \( \mu_T(\lambda_{ij})\rho d \) becomes small, and for films within this thickness regime (defined in more detail later), the exponential can be expanded as a power series. If only the leading terms are kept, Equation 2.1 simplifies to:

\[
I_{ij} = C_i K_j(\lambda_s) \rho d. \tag{Equation 2.2}
\]

For such thin films the intensity of the XRF signal is thus expected to be directly proportional to the product of \( C_i, \rho, \) and \( d \), which is the number of atoms of element \( i \) in the area of the film probed. The deviation between equation 2.1 and equation 2.2 as a function of film thickness for a representative film is shown in Figure A.1 in the supporting information.
To test the applicability of this approximation, a series of films with thicknesses below 120 nm containing a variety of elements with different elemental ratios were prepared using physical vapor deposition. Quartz crystal microbalances were used to measure the amount of material deposited onto the silicon substrates. Figure 2.1a and Figure 2.1b and Figure A.2 in the supplemental information each contain a graph of the background corrected intensity of the XRF signal as a function of the thickness of each element deposited. The intensity data for each element was found to be proportional to the amount of the element in the film. The linear relationship between intensity and amount of material indicates that the absorption of both the incident and fluorescence X-rays are negligible in these films. The greater the slope of the line, the more sensitivity there is to small changes in the amount of the element in the film. Table 2.1 summarizes the slopes and associated errors as well as the X-ray absorption line used for all of elements that were studied. Figure A.3 in the Supporting information explains how each line was chosen for each element in question.

The spread of the data points about the linear relationship in Figure 2.1 results from several potential sources, including the limits of the reproducibility of the deposition process itself (for example the shape of the deposition plumes), limits to resolution of the quartz crystal monitors, and limits to the reproducibility of the XRF measurements. To assess the reproducibility of the XRF measurements, the XRF intensity of the same sample was measured repeatedly over a time period of 6 months, using a variety of sample masks of nominally the same size that define the sample size analyzed. The intensities for most elements studied were constant to less than a third of a percent. This suggests that the majority of the deviation in the plotted intensity versus amount deposited plots is due to errors in the amount of material deposited from either the crystal monitors or the deposition process itself.
Figure 2.1. The change in the XRF intensity as a function of the thickness of material deposited as measured by quartz crystal monitors for a variety of different elements (shown with different colors and symbols). The error in the amount of material deposited for each element is shown for a single data point and when error bars are absent the error is the size of the marker. The lines are fits assuming that the XRF intensity is directly proportional to the amount of material deposited. Slopes for each line can be found in Table 2.1.

The sensitivity of the XRF intensity to the amount of material deposited makes it a valuable tool to improve deposition reproducibility. For example, the amount of Se deposited on a sample was found to systematically increase with time when high melting point metals were evaporated in the same deposition even though the thicknesses deposited
onto the quartz crystal microbalance was kept constant. The excess Se resulted from Se evaporating from chamber walls as they were heated by infrared radiation from the electron beam deposition. The sensitivity of the XRF data combined with tracking the data as a function of time and experimental conditions is a powerful tool to improve deposition processes.

Table 2.1. The slopes of the lines in Figure 1 for each element along with the fluorescence line used. The maximum film thickness is the thickness where absorption reduces the intensity of fluorescence of the given element by 5%.

<table>
<thead>
<tr>
<th>Element</th>
<th>Line Used</th>
<th>Slope</th>
<th>Maximum Film Thickness (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>La</td>
<td>0.00024(1)</td>
<td>150</td>
</tr>
<tr>
<td>Bi</td>
<td>La</td>
<td>0.00477(9)</td>
<td>1300</td>
</tr>
<tr>
<td>Mo</td>
<td>La</td>
<td>0.03019(9)</td>
<td>100</td>
</tr>
<tr>
<td>Nb</td>
<td>La</td>
<td>0.00653(6)</td>
<td>100</td>
</tr>
<tr>
<td>Pb</td>
<td>Ma</td>
<td>0.00592(4)</td>
<td>100</td>
</tr>
<tr>
<td>Se</td>
<td>La</td>
<td>0.00319(3)</td>
<td>50</td>
</tr>
<tr>
<td>Sn</td>
<td>La</td>
<td>0.00231(1)</td>
<td>200</td>
</tr>
<tr>
<td>Ti</td>
<td>Ka</td>
<td>0.00171(3)</td>
<td>200</td>
</tr>
<tr>
<td>V</td>
<td>Ka</td>
<td>0.000337(5)</td>
<td>250</td>
</tr>
</tbody>
</table>

The approximation that $\mu T(\lambda)\rho d$ is small neglects absorption corrections to the measured fluorescence intensity. When $\mu T(\lambda)\rho d = 0.1$, the difference between the intensities calculated with and without absorption corrections yields an error of $\sim 5\%$. Absorption corrections become more important as the energy of the x-ray fluorescence line decreases as show in figures A.4, A.5, and A.6 in the supporting information. Table 2.1 contains estimates of the thickness where the error in neglecting absorption becomes 5%, assuming a film with a total
mass absorption coefficient of ~$10^3$ cm$^2$/g and a density of ~$10$ g/cm$^3$. For most elements, this corresponds to a film that is more than a hundred nanometers thick. While the exact thickness depends on the element being probed, the mass absorption coefficient of the matrix, and the density of the film, the approximation that $\mu_T(\lambda)\rho d$ is small is a conservative approximation for thicknesses less than 50 nm for most elements. Films below this thickness are common in many research projects and in many devices prepared by sequential deposition of layers. The supporting information contains calculations of the thickness value when the calculated intensity of the given material using Equation 2.2 is 5% higher than the intensity calculated for Equation 2.1 for samples containing Bi, Pb, or Se in their matrix using Kα, Lα, and Mα lines.

While quantifying the relative amount of an element in a film is valuable when monitoring a process, determining the number of atoms per unit area is significantly more valuable in many research applications. Unfortunately, $K(\lambda_\alpha)$ is a product of many constants that are difficult to quantify or calculate and both the average film density and thickness are generally difficult to experimentally determine. Our approach to quantifying the amount of material in a film per unit area is to synthesize standards where the number of atoms of each element per unit area can be calculated from diffraction data. Figure 2.2 contains representative X-ray reflectivity (XRR), specular XRD and in-plane XRD scans of one of these films, a sample of [(PbSe)$_{1.12}$][NbSe$_2$]. The Kiessig fringes in the XRR scan provide a measure of the smoothness of the film and allow the total thickness and the total number of repeats of the film to be calculated. The number of repeat units in the film is equal to the number of Kiessig fringes plus 2. The specular diffraction scan shows that the film is crystallographically aligned with the substrate and enables the c-axis lattice parameter to be determined. The value of the c-lattice parameter informs on how many of each layer type are in the
repeat unit. The total thickness of the film divided by the c-axis lattice parameter yields an integer, indicating that all of the film thickness comes from the crystalline material. Assuming there are no impurity phases present that are not evident in the diffraction scans, for example an amorphous phase, this allows us to calculate the number of atoms of each element per unit area as the product of the number of crystallographically aligned unit cells obtained from the specular diffraction information times the number of atoms per unit cell from the structure solution divided by the area per unit cell obtained from the in-plane lattice parameters.

As an example, using the data in Figure 2, the formula to calculate atoms per unit area is given by:

\[
\text{Total atoms} \frac{\text{Å}}{\text{Å}^2} = \sum_{\text{Constituent Layers}} \left( \frac{\text{# of atoms per unit cell in basal plane}}{\text{area of the basal plane per unit cell}} \right) \times (\text{# of layers}).
\]

(Equation 2.3)

In Figure 2.2, the XRR pattern of \([(\text{PbSe})_{1.12}]_1[\text{NbSe}_2]_1\) has 20 Kiessig fringes present between the critical angle and the first Bragg reflection, indicating that there are 22 repeat units of the \([(\text{PbSe})_{1.12}]_1[\text{NbSe}_2]_1\) structure in the film. The total thickness of the film is obtained from the spacing between the Kiessig fringes. The specular diffraction pattern shown in Figure 2b results in yields a c-axis lattice parameter of \(12.39(2)\) Å which matches the targeted c-axis lattice parameter for a \([(\text{PbSe})_{1.12}]_1[\text{NbSe}_2]_1\) heterostructure.\(^{42}\) Dividing the total thickness by the c-axis lattice parameter yields the number of repeating layers in the film, which in this case is 22, agreeing with the number of layers determined from the number of Kiessig fringes. Since the repeating unit contains one layer of PbSe and one layer of NbSe\(_2\), the number of layers in Equation 2.3 is 22 for both constituents.
Figure 2.2. Three different diffraction scans of a {[(PbSe)$_{1.6}$]$\cdot$[NbSe$_2$]$_1$} film. (a) XRR scan. (b) Specular XRD scan. (c) Grazing incidence in-plane XRD scan. The crystallographic indices are given above each reflection and were used to determine the total film thickness from (a), the c-axis unit cell parameter from (b) and the in-plane unit cell parameters from (c).
In-plane XRD is used to determine the number of atoms and the area of the basal planes in each unit cell. All the reflections in the in-plane diffraction pattern (Figure 2.2c) can be indexed as hk0 reflections for PbSe and NbSe₂, consistent with the formation of a [(PbSe)₁.₁₂][NbSe₂]₁ heterostructure.⁴² The indices are consistent with a rectangular basal plane for PbSe (distorted rock-salt structure) and a hexagonal basal plane for NbSe₂. The number of atoms per unit cell in the basal plane follow from the crystal structure of each constituent (4 Pb and 4 Se for PbSe and 1 Nb and 2 Se for NbSe₂). The indexed patterns are then used to calculate the a-lattice and b-lattice parameters for the PbSe constituent (6.06 Å and 6.14 Å, respectively) and the a-lattice parameter for the NbSe₂ constituent (3.47 Å). The resulting basal plane areas for each constituent, assuming that they are stoichiometric, are 12.5 Å² for PbSe and 9.47 Å² for NbSe₂. Using this information, we calculate that the [(PbSe)₁.₁₂][NbSe₂]₁ film contains 2.37 Pb atoms/Å², 2.11 Nb atoms/Å² and 6.58 Se atoms/Å².

Figure 2.3 shows the XRF intensity for a number of different elements versus the calculated number of atoms of each element in a number of films containing a variety of different rock salt structured constituents and transition metal dichalcogenides that have diffraction data similar to that displayed in Figure 2.2. The data for each element is well described by straight lines through the origin, where the slopes provide the conversion factor between intensity and atoms per unit area. The supporting information contains data for other elements (Figure A.7), reinforcing that this is a reasonable approach to obtain the proportionality constant between the XRF intensity and number of atoms in the analytical volume. The largest error in this approach is the assumption that the films do not contain either significant defect densities or amorphous phases that are not evident in the diffraction scans. The observed linear behavior for films containing a variety of
different constituents suggests that the approximation is valid and using the slope averages this error over many samples. The graph for selenium (Figure 2.4) has the largest deviations. We believe points above the line are the result of small amounts of amorphous Se in grain boundaries, inclusions, and on the surface of the films, which could be removed by additional annealing time. Points below the line are likely the result of Se loss due to annealing the samples for too long in an open system. The ability to accurately and non-destructively measure Se content will aid researchers to adjust the annealing temperatures and times to obtain stoichiometric Se content.

Once the conversion factor is known for a particular element, the conversion factor for other elements can be determined by measuring XRF intensities of stoichiometric compounds that contain elements with known and unknown conversion factors. For example, to obtain the conversion factor for Se, XRF measurements on thin films with stoichiometric SnSe$_2$ can be used. The conversion factor of Se is then determined using the XRF intensities of Sn and Se, the known conversion factor of Sn (Figure 2.3), and the stoichiometry of the crystal. Figure 2.4 illustrates this process for three SnSe$_2$ and two TiSe$_2$ films, where the validity of this approach is confirmed by the consistency of the calculated conversion factor with that determined from crystal structure information as presented in Figure 2.3 for other elements.

While the number of atoms per unit area in a thin film via XRF can be determined with less than 1% error, the error increases as the amount of an element approaches zero as subtracting the background signal becomes more significant. Figure 2.5 shows the signal from the Sn Lα emission line for a silicon substrate and the substrate with 0.11 atoms of Sn/Å$^2$ (~140% of the amount of Sn in a single layer of SnSe$_2$). The background intensity constitutes roughly 20% of the total intensity under the Sn Lα background intensity correctly. For Sn films deposited
Figure 2.3. Graphs of the XRF intensity versus the number of atoms per unit area of several elements calculated from diffraction information such as that shown in Figure 2.2 for a number of different films.
Figure 2.4. XRF intensity versus the total number of Se atoms per unit area determined from diffraction information (black), from films of SnSe$_2$ (red) and from films of TiSe$_2$ (blue). For the SnSe$_2$ and TiSe$_2$ films, the information in Figure 2.3 was used to determine the number of cation atoms in these films from the measured Sn and Ti XRF intensities. These values were then used to calculate the number of Se atoms in each of the films.

on silicon substrates under these data collection times and conditions (less than an hour total scan time for both film and blank substrate), the error of the net intensity measurements in our instruments indicates that changes of less than 1 % of a monolayer film of SnSe$_2$ can be detected. The sensitivity of detecting small changes of an element depends on the change in intensity of the XRF signal for that element, which is proportional to the slope of the lines in Figure 2.1, and on the specific diffracting crystals and detectors used. For example, the intensity of the Pb emission from the M$_\alpha$ line is about 10 times more intense per atom than the intensity of the Ti emission from the K$_\alpha$ line in our instrument. Therefore, we can detect smaller changes in Pb atoms/Å$^2$ than Ti atoms/Å$^2$. Sensitivities for several elements based on the data collected in this study are given in Table 2.
Figure 2.5. The Sn-La emission intensity from a film with 0.11 Sn/Å² and the blank Si substrate before deposition of Sn.

For ultra-thin films (a monolayer or less), the ability to subtract the background intensity accurately and reproducibly is obviously critical, making the choice of the emission line an important factor. Figure A.3 in the supporting information illustrates this point, showing the measured intensity of a Pb-containing sample and its blank substrate for three different emission lines, the Lα, the Lβ₁, and Mα. While the signal intensity is largest for the Lα emission line, the low and constant intensity measured on the blank substrate for the Mα line makes it the preferred emission line.

Table 2.2. Sensitivity of the XRF measurement for a series of elements as a percent of a monolayer of the compound in parenthesis.

<table>
<thead>
<tr>
<th>Element</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sn (SnSe)</td>
<td>&gt; 1%</td>
</tr>
<tr>
<td>Pb (PbSe)</td>
<td>&gt; 1%</td>
</tr>
<tr>
<td>Nb (NbSe₂)</td>
<td>&gt; 1%</td>
</tr>
<tr>
<td>Mo (MoSe₂)</td>
<td>2%</td>
</tr>
<tr>
<td>V (VSe₂)</td>
<td>7%</td>
</tr>
<tr>
<td>Ti (TiSe₂)</td>
<td>10%</td>
</tr>
</tbody>
</table>
The ability to quickly measure the number of atoms per unit area of each element in a film enables films to be prepared with a precise number of unit cells such as that shown in Figure 2.2. To demonstrate this, a film where eight elemental Mo and Se layers were sequentially deposited onto a room temperature silicon substrate, with each pair containing the appropriate amount of these elements per unit area to form a single crystalline MoSe$_2$ layer. After annealing at 650°C, a variety of diffraction and reflectivity scans were collected. The XRR scan in Figure 2.6 is that expected for a film containing 8 identical layers, with a thickness consistent with 8 MoSe$_2$ trilayers. The high angle annular dark field scanning transmission electron microscopy (HAADF-STEM) cross-section image of this sample, also shown in Figure 2.6, is consistent with the XRR scan. The specular diffraction pattern contains only four broad 00$l$ reflections, indicating that the MoSe$_2$ is crystallographically aligned with the substrate yielding a $c$-axis lattice parameter of 6.53(1) Å, consistent with the literature value of 6.46 Å.$^{43}$ The in-plane diffraction pattern contains only $hk0$ reflections, from which an $a$-axis lattice parameter of 3.27(3) Å was calculated. This is in good agreement with that previously reported for MoSe$_2$ (3.31 Å)$^{43}$

Figure 2.6. Measured and calculated XRR patterns of an 8-layer MoSe$_2$ film showing the application of this XRF method to prepare films containing a finite number of layers. The inset HAADF-STEM image shows further evidence of the formation of 8 MoSe$_2$ layers.
2.4. Conclusion

XRF is a sensitive and precise probe of the number of atoms per unit area of select elements in thin film samples. If films are thin enough, absorption corrections can be ignored, and the matrix has minimal impact on fluorescence intensity. The proportionality factor between intensity and the number of atoms of each element per unit area was determined using diffraction data from smooth, crystallographically aligned thin films that are an integral number of unit cells in thickness. The sensitivity of this approach enables less than 1% of a monolayer to be quantified.

2.5. Bridge

Chapter 2 focused on the precise measurement of atoms per unit area in thin films samples using XRF. This method provides a direct measure of the amount of material in a sample by relating XRF intensity to number of atoms per unit area and no longer relies on relative amounts of materials, which is necessary for other elemental analysis techniques. This analysis technique provides the ability to more accurately target novel materials and nanoarchitecture and is essential for a more successful and efficient heterostructure synthesis. This approach is successful, as demonstrated by the synthesis of the materials discussed in Chapters 4 – 13. Chapter 3 discussed the use of this technique in preparing families of heterostructures with systematic changes in nanoarchitecture and novel building block for heterostructures as well as the general synthesis, structural characterization, and electrical characterization methods used throughout the rest of this work.
CHAPTER III

SYNTHESIS AND CHARACTERIZATION OF DESIGNED PRECURSORS PREPARED VIA THE MODULATED ELEMENTAL REACTANTS METHOD.

3.0. AUTHORSHIP STATEMENT
This chapter was written for this work alone and will not be published elsewhere. I am the primary author of this chapter. David C. Johnson is my advisor and consulted on the material discussed.

3.1. MODULATED ELEMENTAL REACTANTS METHOD PRINCIPLE
The compounds discussed in this body of work were prepared via the Modulated Elemental Reactants (MER) synthesis method. This method relies on physical vapor deposition to prepare elemental precursors that are subsequently heat treated to facilitate their transformation into the targeted crystalline structure.\textsuperscript{1,2} While this work focuses on thin films composed of single-phase compounds and heterostructures, the motivation for this synthesis method stems from limitations in traditional solid-state synthesis routes. Traditional solid-state synthesis, or ‘heat and beat’ reactions are typically used to prepare bulk, thermodynamically stable compounds. For the ‘heat and beat’ method, stoichiometric amounts of reactants are heated at high temperatures to allow for diffusion, which is slow in solids. High temperatures are required to move reactant atoms to the nucleation front where the reaction is occurring. Even when the correct amount of starting material is mixed, the final product can exist with a concentration gradient and impurities as a result of incomplete diffusion. These necessary high temperatures limit the ability to modify local coordination in materials, so the resulting products are global minima in the free energy landscape.\textsuperscript{3,4} Solid-state chemists have developed methods to prepare different phases by manipulating temperature,
pressure, and starting composition, but they are still diffusion limited and dominated by the lowest energy structure.

To overcome limitations typically observed in solid-state reactions, the MER method deposits elemental layers next to each other in such a way that diffusion is no longer the limiting step. Instead, the system is limited by its ability to nucleate and grow the material. In order to do so, the elemental layers must contain both the correct thickness to prepare a single layer of the targeted material as well as the correct stoichiometry to crystalize the correct phase. If both the thickness and composition are incorrect, the wrong phase will form. If the layers have the targeted composition but are too thick, the system is limited by diffusion of material A to material B and vice versa, resulting in a series of materials related by a concentration gradient as depicted in Figure 3.1a. When both the stoichiometry and layer thickness are representative of the desired targeted material there is little diffusion that is required to obtain mixing between the two constituents, facilitating nucleation, as shown in figure 3.1b. Though these rules are not obeyed every time, they can be reliably used when preparing materials by MER.

**Figure 3.1.** Schematic demonstrating the influence of having the correct precursor stoichiometry of A and B, but the wrong layer thickness to prepare a compound AB (a.) and the both the correct stoichiometry and layer thickness of A and B to prepare a layered compound of AB (b.).
3.2. Synthesizing Thin Films and Heterostructures Via MER

MER precursors were prepared via physical vapor deposition using a high vacuum deposition system. A schematic of the home-built deposition chamber is shown in Figure 3.2. The elemental precursors are deposited at pressures less than $1 \times 10^{-6}$ Torr. These pressures are achieved by way of an oil sealed rough pump, a turbomolecular pump, and a cryogenic pump to get down from atmospheric pressure. The system, equipped with 4 ports at the bottom, allows for the deposition of up to 4 different elemental sources, either by electron beam gun or Knudsen effusion cells. The elemental sources are evaporated at rates of less than 1 Å/sec which vary depending on the element. Elements deposited by an electron beam gun that melt tend to be deposited at lower rates (~0.4 Å/sec) than elements that sublime (~0.6 Å/sec). Elements deposited with a Knudsen effusion cell (specifically Se) were deposited at a rate of ~0.9 Å/sec. Quartz crystal microbalances located halfway between the source and the substrate (which are not denoted in the schematic) are used to monitor the deposition rate and amount of material deposited. Custom LabVIEW software was used to set the rate, layering scheme, and layer thickness for each element to be deposited. This program controls pneumatic shutters which open and close to deposit precursor material in a specific sequence. The films are deposited on substrates located at the top of the chamber on a rotating stage. The inset on the right side of Figure 3.2 shows plumes of material being deposited on the substrate, building up layers for a binary compound.

A wide variety of constituents can be prepared via MER since the elements, deposition order, and processing conditions can be readily changed. Not only can single phase compounds be prepared, but unique heterostructures consisting of 2 or more constituents can be prepared. Figure 3.3 shows a schematic of a deposited precursors being converted to a crystalline product. The correct amount of material to form
compound AC and compound BC is deposited in each layer. The layering scheme is repeated to build up the total precursor film. The precursor is annealed by heating the sample on a hot-plate at low temperatures in an inert atmosphere to provide the atoms with enough energy to diffuse and start nucleation and growth of crystalline layers. The low temperatures and short diffusion length required to crystalize the layers allows metastable products to be trapped in local energy minima instead of diffusing all the way to the lowest energy, thermodynamic product. The appropriate annealing temperature is determined through an x-ray diffraction study in which a sample, with approximately the correct amount of material deposited, is annealed at various temperatures. An example of an annealing study for a heterostructure material is shown in Figure 3.4. The temperature at which the highest quality diffraction pattern is observed is considered to be the appropriate annealing temperature for the system.

Typically, the materials prepared using this method are heterostructures composed of a metal chalcogenide rock salt constituent (MX) and a transition metal dichalcogenide constituent (TX\textsubscript{2}) in various stacking sequences as depicted in Figures 3.4, 3.5, and 3.6. This is not as a result of limitations to the synthesis, but instead as a result of their thermodynamic misfit layer compounds counterparts. Future chapters will focus on other materials that have more complex structures, but a description of the materials formed will be given here using an MX and TX\textsubscript{2} heterostructure as an example.
**Figure 3.2.** A schematic of the physical vapor deposition chamber used to prepare MER precursor thin films. Under high vacuum conditions, pneumatic shutters open and close to deposit the vaporized material into a targeted structure. The inset at the right shows a depiction of building up the atomic elemental layers for a binary film.

**Figure 3.3.** A schematic of a designed elemental precursor prepares by MER whose structure mimics the pattern for the desired heterostructure being converted to the desired heterostructure via “gentle annealing”.
Figure 3.4. Annealing study data of a two constituent heterostructure material composed of SnSe and TiSe$_2$ demonstrating the evolution of the film as a function of annealing temperature where ‘AD’ is the sample as-deposited before annealing. Specular x-ray diffraction is shown in (a.) and In-plane x-ray diffraction is shown in (b.)

As a result of the self-assembly of the elemental layers into the designed heterostructure upon annealing, the materials have distinct structural features. When the material crystalizes, the layers are typically stacked in such a way that they are crystalline out of plane with the repeating unit structure’s $c$-axis lattice parameters aligned perpendicular
to the substrate as observed in the left side of Figure 3.5. The in-plane structure of the material is a 2D random powder where the two individual constituent basal plane structures are distinguishable. This is depicted in the middle panel of Figure 3.5 showing the hexagonal and rectangular in-plane structure for the two different constituents. Because of the alignment in the c-axis direction and the random in-plane crystallization, there is apparent rotational disorder that occurs between the two constituents, which is shown in the right side of Figure 3.5.

**Figure 3.5.** Schematic showing the stacking nature of the heterostructure, the individual constituent basal plane structures, and the observed rotational disorder between constituents for a material self-assemble upon heating form a designed precursor made my MER.

The low temperature annealing, and the designed nature of the precursors has facilitated the synthesis of many new single phase compounds as well as a variety of novel heterostructures composed of various constituent materials. By changing the nanoarchitecture of the designed precursor’s repeating unit, which builds up the film, a series of compounds composed of the same two single phase materials can be made. A schematic of the various series of compounds that can be made from two constituent materials is shown in
Figure 3.6. Different nanoarchitectures are achieved by changing the stacking sequence in the designed precursor to mimic that of the targeted material. The possibilities for more complex and novel heterostructures are nearly unlimited, restricted only by one’s ability to deposit a finite number of elements within a single deposition sequence. Since this method is not depended on formation of the thermodynamic product, it allows for new material phases to be prepared as well as novel heterostructures.

\[ \left[ (MX)_{1+\delta} \right]_{m} [TX_{2}]_{n} \]

\( m = 1, n = 1 \)  \( m = 2, n = 1 \)  \( m = 2, n = 2 \)  \( m = 1, n = 2 \)

**Figure 3.6.** Structural schematic demonstrating the various series of heterostructure materials that can be achieved by modifying the precursor nanoarchitecture using the MER method. In this example MX is a rocksalt, TX\(_2\) is a dichalcogenide, and 1+\(\delta\) represents the different in-plane area between the two constituents.

### 3.3. Informing MER Synthesis Via XRF

To prepare unique stacking sequences within heterostructures it is necessary to control the nanoarchitecture, but also requires fine control over the amount of material within each deposited layer. A precise amount of material is required in order to crystalize the targeted product to limit the amount of diffusion that must occur and help to trap the metastable product. Two different methods were used to target the
correct amount of material necessary to prepare the compounds discussed in this work. The first method relied on the ratio between the elements and then second relied on the precise measurement of the amount of material per unit area as discussed in Chapter 2. The following paragraphs will discuss how both methods were used to calibrate deposition parameters for preparing compounds by MER as well as the added benefits of measuring the actual amount of material per unit area in the sample opposed to relative amounts.

Prior to the calibration of the XRF to measure the amount of material per unit area for an element,\textsuperscript{22} calibration of the deposition relied on relative ratios of the elements needed to prepare a heterostructure material. Figure 3.7 depicts the systematic method that was used to calibrate a two constituent heterostructure composed of layers of MX and TX. The first step was to calibrate the deposition parameters for the two constituents, MX and TX, individually to get the correct ratio of metal to Se. A series of precursors were made for each constituent in which the amount of Se deposited was kept constant while the amount of metal, M or T, deposited was varied. By sweeping over the composition space in a systematic fashion for each of the two constituents the correct ratio between metal and Se was determined. After the ratio of metal to Se for each constituent was determined, the correct ratio between the two constituent precursor layers, MX and TX was investigated. A similar systematic series of precursors was prepared in which the composition and thickness of the T-X precursor layers was held constant and the composition ratio in the M-X precursors layer was held constant, but the thickness of the M-X precursor layer was systematically varied. This allowed for the variation of the M:T ratio while the M:X and M:T ratios were held constant. Once viable MX:TX ratios were determined, the thickness of the targeted structure was used to inform the total amount of material deposited. This was done by keeping
the M-X-T-X precursor ratio constant while systematically scaling the thickness of the precursor unit, tracked by x-ray reflectivity and x-ray diffraction.

**Figure 3.7.** Schematic demonstrating using elemental ratios determined by XRF and c-axis lattice parameters determined from specular X-ray Diffraction to systematically calibrated the correct about of material needed per layer in the designed precursor to prepare the targeted heterostructure.
Though this was an effective method, it required many series of samples to be prepared and analyzed in order to calibrate the deposition system and determine the deposition parameters for a single sample. This process took months for known systems and even longer for novel systems. This method also did not provide a means of tracking variations in the deposition system, making it very easy to stray from the targeted system. By determining there was a direct relationship between the amount of material deposited and the XRF intensity, absolute material amounts could be determined. Chapter 2 focused on how the XRF measurements are sensitive to a monolayer of material and how the intensity can be related to the amount of material per unit area in the sample. Here we discuss how the calibration curves can be used to target novel materials and diagnose issues in the deposition chamber.

First, the atoms per unit area in a layer of material from either experimental or literature values must be calculated, as discussed in chapter 2. A series of samples are made with different deposition parameters to examine the XRF response to the changes in deposition, which is related to the amount of material present in the film. Once the relationship is known, the deposition parameters are scaled to achieve the targeted amount of material. This should not vary deposition to deposition, unless there are issues with the chamber. Figure 3.8 shows normalized counts, as determined using equation 3.1., which are used to related deposition parameters to the amount of material deposited. The left panel shows an issue with the system and the right shows consistent normalized values which are expected for a working system. There is a correlation between decreasing value with time, so deposition parameters need to be scaled appropriately to ensure that the correct amount of material is still being deposited. For example, the Se normalized counts decrease as a function of time, so the amount of material that needs to be deposited goes up as a result of dampening in the crystal monitor. It
is important to not change parameters based on small oscillations in normalized counts because those are a result of noise and not actual physical system changes. Using targeted atoms/Å\(^2\) and normalized counts has expedited the synthesis of novel thin film.

\[
\text{Normalized Counts} = \frac{\text{Intensity / CPS}}{\text{Material Deposited / Å}}
\]  
(equation 3.1)

**Figure 3.8.** Measured XRF counts normalized to the amount of each element deposited in a thin film elemental precursor for Se (a.) and Ti (b.) demonstrating the deposition behavior observed for the system.

### 3.4. Structural and Compositional Characterization

As stated above, the amount of material in the sample was measured using XRF and was presented either as relative atomic ratios or measured atoms per unit area of each element. The XRF data was collected using a Rigaku Primus Z XRF with a rhodium tube. Previously determined calibration curves were used to convert integrated signal into atoms / Å\(^2\) for each element. Si substrates were analyzed prior to being deposited on to be used for a background correction.

A combination of x-ray diffraction techniques were used to characterize the global structure of the materials. X-ray reflectivity and specular x-ray diffraction patterns were collected using a Bruker D8 Discover with a Cu-K\(\alpha\) source. The x-ray reflectivity data was collected to determine total film thickness, film roughness, number of repeating units
and portion of the entire film that was composed of the repeating unit structure. Specular x-ray diffraction was collected to characterize the repeating unit structure of the material and to determine if any other phases were present. The position of the reflections in the specular x-ray diffraction patterns were used to determine the size of the repeating unit structure. In-plane x-ray diffraction patterns were collected using a Rigaku SmartLab with a Cu-Kα source. This data was used to determine the phase of the constituents that made up the repeating unit structure as well as its basal plane structure. The positions of the observed reflections were used to determine the in-plane lattice parameters for the observed phases.

Local structure and composition were analyzed by High-Angle Annular Dark Field Scanning Transmission Electron Microscopy (HAADF-STEM) and Energy Dispersive X-ray Spectroscopy (EDS) profiles. Electron transparent cross sections (lamellae) were prepared from the single phase and heterostructure materials. HAADF-STEM images and STEM-EDS provide real space atomic images of the film structure and composition, where the contrast in HAADF-STEM depends on the atomic number Z. All of the techniques discussed in this section are used together to provide a comprehensive representation of the materials structure.

3.5. ELECTRICAL TRANSPORT PROPERTY CHARACTERIZATION

Electrical transport measurements, collected on a variety of different single phase and heterostructure compounds, included temperature dependent Hall Coefficient and resistivity measurements, as well as room temperature Seebeck coefficient measurements. The two systems used to collect these data were home built and controlled through a custom LabVIEW program to communicate with various Keithley instruments. All transport measurements were collected on compounds deposited onto an insulating quartz substrate through a
shadow mask. The temperature dependent measurements were collected using a closed-cycle He cooled cryostat system with temperatures ranging from ~300 K down to ~20 K. The samples measured in this system were deposited in a Hall cross to utilize the van der Pauw geometry for measurements. Copper wires connected to the sample holder were connected to the sample surface using indium contacts. Room temperature Seebeck measurements were collected on a rectangular bar of the sample using a tabletop measurement system. Contacts were pressed into the bar and half of the sample was cooled. The voltage and temperature difference were measured for the cooled sample using Type T thermocouples. Specifics on the measurement details can be found in the following chapters.

3.6. BRIDGE

Chapter 3 provided the foundation for both the synthetic and characterization methods used to investigate the formation mechanism, structure, and transport properties of binary compounds and novel heterostructure materials. The ability to measure amounts of material with sub-monolayer precision and control the nanoarchitecture of material with monolayer accuracy allows for novel materials to be prepared that are not accessible by other synthesis methods. The rest of this work will focus specifically on various binary compounds and heterostructures that were prepared by the Modulated Elemental Reactants synthesis method and the unique properties that were observed.
CHAPTER IV

ENHANCED CROSS-PLANE THERMOELECTRIC TRANSPORT OF ROTATIONALLY-DISORDERED SNSe$_2$ VIA SE VAPOR ANNEALING.

4.0. Authorship Statement
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4.1. Introduction

Over the past two decades, significant improvements in thermoelectric efficiencies have been achieved through a reduction of lattice thermal conductivity while maintaining good electrical conductivity.$^1$ Highly anisotropic materials with weak van der Waals bonding across incoherent interfaces gives rise to exceptionally low cross-plane thermal conductance. Cahill and Johnson have shown that WSe$_2$ “disordered layered crystals” (i.e., solids that combine order and disorder in the random stacking of two-dimensional crystalline sheets) have a thermal conductivity that is only a factor of 2 larger than air.$^2$ Subsequent investigations have shown that ultralow thermal conductivity is a general feature of disordered layered crystals,
(MSe)$_m$(TSe$_2$)$_n$, (T'Se)$_m$(TSe$_2$)$_n$, (where M = Sn, Pb, Bi, La,…; T' and T = Ti, V, Cr, Nb, Mo, Ta, W and Sn) and related materials with rotational disorder between the layers.\textsuperscript{3-6} The cause of this low thermal conductivity is explained by the large anisotropy in elastic constants that suppresses the density of phonon modes propagating along the soft direction.

Over the past several years, the Johnson group has developed a controlled synthesis route that enables the preparation of interdigitated layers of two or more constituents that do not have an epitaxial relationship between their structures.\textsuperscript{7} Within the planes, the constituent layers are crystalline. From plane to plane, the layers are randomly misregistered in $x$ and $y$ and rotated relative to each other. To date, the constituent 2D layers include transition metal dichalcogenides, rock salt structured layers (e.g., SnSe, PbSe, BiSe, LaSe), Bi$_2$Se$_3$ and related compounds, more exotic layered structures including V$_{n+1}$Se$_{2n+2}$, and alloys of these constituents.\textsuperscript{8-13} These materials are intermediate between crystalline and amorphous and have been called \textit{ferecrystals} (from Latin \textit{fere}, meaning almost). They are closely related to misfit layered structures, which contain two constituent layers with an epitaxial relationship along one of the in-plane axes and no systematic rotational order.\textsuperscript{14} These disordered layered crystals have been found to have extremely low cross-plane thermal conductivity, with total thermal conductivity values less than 0.10 Wm\textsuperscript{-1}K\textsuperscript{-1} for a large number of different constituents (MoSe$_2$, WSe$_2$, PbSe, SnSe, and SnSe$_2$) in a variety of different configurations.\textsuperscript{6} While cross-plane thermal conductivities have been measured, the cross-plane electrical and thermoelectric properties have not been reported for any of these compounds.

In the work presented here, cross-plane thermoelectric devices based on SnSe and SnSe$_2$ are fabricated on a Si wafer with a 300nm insulating oxide. One set of samples was annealed in an open system (i.e., flowing N$_2$ gas environment), resulting in the formation of SnSe with
some SnSe\textsubscript{2} present (referred to as “SnSe” in the following description). This first sample likely has some Se vacancies due to the annealing in an open N\textsubscript{2} atmosphere. A second set of samples was annealed in a fixed partial pressure of Se vapor after the initial annealing in an open system, resulting in the formation of SnSe\textsubscript{2} (referred to as “SnSe\textsubscript{2}” henceforth).

### 4.2. RESULTS AND DISCUSSION

#### 4.2.1. Thermoelectric Device Fabrication and Measurement

To fabricate the cross-plane thermoelectric device, a bottom metal 4-probe resistance temperature detector (RTD) is patterned using electron beam lithography followed by metal deposition of Ti/Au, as illustrated in Figure 4.1. Following this, a layer of PMMA is spin-coated on the substrate, and an 12 μm×12 μm window is opened on the bottom RTD. The SnSe material is then deposited on the substrate by physical vapor deposition followed by a lift-off process and annealing in an inert N\textsubscript{2} environment at 350°C for 30 min to form the crystalline layered structure, as illustrated in Figure 4.2. After annealing in a N\textsubscript{2} environment, SnSe\textsubscript{2} is obtained by annealing in Se vapor at a fixed Se partial pressure, which transitions the SnSe into SnSe\textsubscript{2} (see Methods section). The top metal RTD is patterned in the same fashion as the bottom metal RTD. The samples are then capped with a 50nm insulating film of Al\textsubscript{2}O\textsubscript{3} deposited by atomic layer deposition (ALD) at 200°C using trimethylaluminum (TMAI) and water as precursors. Lastly, a serpentine metal heater with 5 nm Ti and 35 nm Pd is patterned on top of the Al\textsubscript{2}O\textsubscript{3} layer. The heater also contains four probes in order to measure the heating power precisely. The device fabrication process and an optical microscope image of a completed device are shown in Figure 4.1.

Once the thermoelectric device is fabricated, the top and bottom RTDs are calibrated in a vacuum, temperature-controlled stage, as shown in Figure 4.3. First, the resistance of the RTD is measured from 300 to 330 K in increments of 5 K. To anneal out any strain induced in
the samples due to thermal expansion, several thermal cycles are performed until the resistance becomes stabilized. The resistance is normalized with respect to the room temperature resistance (i.e., $R/R_0$, where $R_0$ is the resistance at 300 K) and fitted to a linear function of the temperature (see Figure 4.3b). The RTDs’ resistance measurement is performed as a function of the heater current (see Figure 4.3c). Based on this relation and the data in Figure 4.3b, we establish the relation between the temperature change and applied heater power, as shown in Figure 4.3d. A similar temperature calibration is carried out for the top RTD, as shown in Figure B.1 – B.3 of the Supplemental Document.

Figure 4.1. (a-d) Schematic diagrams of the device fabrication process and (e) optical image of the completed device.
Figure 4.2. Schematic illustration of a precursor designed to form a layered structure of SnSe when annealed in an inert atmosphere under optimized conditions. Upon heating in Se-vapor for 30 minutes at 300 °C, the layered SnSe converts to SnSe$_2$. Se and Sn atoms are represented in orange and blue, respectively.

Figure 4.3. Temperature calibration of the bottom RTD of a 50 nm SnSe$_2$ film after Se-vapor annealing. (a) The resistance of the RTD measured at different temperatures. (b) Normalized resistance ($R/R_0$, where $R_0$ is the resistance at 300 K) plotted as a function of temperature. (c) The resistance changes of the RTD under various heating currents. (d) Temperature change of the metal RTD plotted as a function of heating power.

The thermoelectric voltage ($\Delta V$) is then measured as a function of the temperature difference between the top and bottom RTDs ($\Delta T$), and the Seebeck coefficient is obtained from the slope of this data. Figure 4.4 shows the thermoelectric voltage plotted as a function of the temperature...
difference across the as-grown SnSe device (without Se-vapor annealing). The thermoelectric voltage measurement was performed with both positive and negative heating voltages, which provide nearly the same result, indicating that the voltage drop across the device is in fact a thermoelectric effect rather than a potential difference induced by the heater voltage. Also, the leakage currents between the Pd heater and the top RTD is less than 50 pA for applied bias voltages up to 5 V (>GΩ), as shown in Figure B.4 of the Supplemental Document. All data sets were fit to linear functions with the slope corresponding to the Seebeck coefficient (S), as indicated in the Figure 4.4. Here, the cross-plane Seebeck coefficient of the SnSe film without Se-vapor annealing is -38.6 µV/K and the electrical conductivity is 3 S/m.

![Graph](image)

**Figure 4.4.** Cross-plane Seebeck coefficient of the 50 nm SnSe film before Se-vapor annealing.

Figure 4.5 shows the cross-plane Seebeck coefficient of the SnSe₂ film after Se-vapor annealing at a fixed Se partial pressure at 300°C for 30 minutes. The cross-plane Seebeck coefficient (Figure 4.5) of the SnSe₂ device after Se-vapor annealing is -630.8 µV/K, and the electrical conductivity is 0.5 S/m. This corresponds to a factor of 16X improvement in the Seebeck coefficient, reflecting the transition from SnSe to SnSe₂ and the mitigation of unintentional doping caused by Se vacancies.
Figure 4.5. Cross-plane Seebeck coefficient of the 50 nm SnSe$_2$ after Se-vapor annealing.

### 4.2.2. Film Composition and Thickness

X-ray fluorescence (XRF) measurements were collected to monitor the amount of each elemental species (including oxygen) present in each sample under the two annealing conditions (see Table 4.1). Here, the Sn counts are roughly the same for both annealing conditions, as expected. The oxygen counts are negligible, indicating that the films are not degraded upon annealing, and annealing under different conditions does not cause excessive oxidation. After annealing in Se vapor, we observe an approximate doubling in the total Se counts measured. This data further suggests that Se vapor annealing results in a conversion from SnSe to SnSe$_2$.

Table 4.1. XRF integrated counts and counts per layer for both SnSe targeted films annealed under different conditions.

<table>
<thead>
<tr>
<th></th>
<th>Sn counts</th>
<th>Se counts</th>
<th>O counts</th>
<th>Sn counts/layer</th>
<th>Se counts/layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>N$_2$ anneal</td>
<td>1.975</td>
<td>2.912</td>
<td>0.007</td>
<td>0.23</td>
<td>0.035</td>
</tr>
<tr>
<td>N$_2$ &amp; Se anneal</td>
<td>1.946</td>
<td>5.908</td>
<td>0.006</td>
<td>0.23</td>
<td>0.071</td>
</tr>
</tbody>
</table>

Specular XRD patterns for the nitrogen-annealed and Se vapor-annealed samples are shown in Figure 4.6. In the N$_2$ annealed sample,
only \((00l)\) reflections are observed, which correspond to the \(c\) axis lattice constant of the SnSe structure. This results from an alignment of the material with the substrate in the \(c\) axis direction while remaining randomly oriented in the \(ab\)-plane.\(^{15}\) After Se annealing, the reflections shift to lower \(\theta\) angles, and can be indexed to the SnSe\(_2\) structure. This change is consistent with the doubling of Se counts measured with XRF (see Table 4.1). Reflections that do not correspond to the \((00l)\) were also observed for the Se-annealed film, which is indicative of a lower degree of alignment with the substrate.

![Specular X-ray diffraction (XRD) patterns of SnSe films.](image)

**Figure 4.6.** Specular X-ray diffraction (XRD) patterns of SnSe films. Both samples were annealed in a nitrogen atmosphere and one was subsequently annealed in a selenium atmosphere (the blue pattern) resulting in a conversion to SnSe\(_2\). Miller indices are provided for select reflections. The intensity was plotted on a log scale to enhance weak reflections.

In-plane XRD measurements were collected for films annealed under both conditions, as shown in Figure 4.7, in order to study the structure of the compound in the \(ab\)-plane. Here, the reflections for both patterns are indexed to either SnSe or SnSe\(_2\), with the underlying substrate peak identified with an asterisk. For the SnSe film annealed in a N\(_2\) atmosphere, all the reflections are indexed to \((hk0)\) reflections of either SnSe or SnSe\(_2\). Here, reflections for both constituents have nearly
equal intensities, indicating that there are nearly equal amounts of both crystallinities present. The lack of (00l) reflections for the SnSe$_2$ film is likely the result of the preferred alignment of the SnSe constituent obscuring the SnSe$_2$ constituent from specular diffraction.\textsuperscript{15} The presence of SnSe$_2$ in the N$_2$-annealed sample indicates that there is extra Se present and that longer annealing times are required to form only the monoselenide. The film annealed in Se vapor shows only reflections corresponding to SnSe$_2$, but also contains non-(hk0) reflections. The presence of these extra reflections along with the 00l axis supports the fact that the sample loses a considerable degree of alignment upon converting from the monoselenide to the diselenide.

**Figure 4.7.** In-plane X-ray diffraction (XRD) patterns for targeted SnSe samples. Both samples were annealed in a nitrogen atmosphere and one was subsequently annealed in a selenium atmosphere (the blue pattern) resulting in a conversion to SnSe$_2$. The reflections are indexed to SnSe and SnSe$_2$ with one substrate peak (marked with the asterisk) in the Se-vapor annealed sample.

### 4.2.3. Control Experiments

One potential concern in the measurement of these extremely thin films (~50 nm), which are on the same order as the thickness of the metal RTDs (30 nm), is that the temperature and voltage drops at the
contacts would significantly affect the measurement, resulting in substantially underestimated values of the Seebeck coefficient. In order to verify the validity of this measurement technique, we measured samples with different thicknesses. Figure B.5 of the Supplemental Document shows the Seebeck measurements of 50 nm-thick and 100 nm-thick SnSe films grown in the Johnson lab. Other than the thickness, these films were prepared under identical conditions. Both samples show nearly the same Seebeck coefficient (differing by <3 %), which verifies the validity of the measurement and indicates that the effect of the contacts is negligible for this material system. That is, the voltage and temperature drop across the contacts seem to have a negligible effect on the measurement. This is an important result, which indicates that the relatively low Seebeck coefficients observed in Figures 4.4 and B.5 are not simply due to the measurement technique and instead reflect the true nature of the material composition. Another important consideration in this general measurement approach is the relative resistance of the RTDs and the heterostructure structure itself. If the resistance of the heterostructure is smaller than that of the RTDs, there will be electrical shorting of the RTD through the thin film of interest material, rendering the RTDs ineffective. Typically, the RTD resistance is approximately 4 Ω and the cross-plane resistance of these samples is around 120 Ω, which is well within the reliable range of operation. We estimate that reliable results can be obtained below a ratio $R_{\text{RTD}}/R_{\text{film}}$ of approximately 10%.

4.3. Conclusion

In conclusion, we report an enhancement in the cross-plane thermoelectric properties of SnSe films due to Se vapor annealing, which induces a SnSe-to-SnSe$_2$ (i.e., monoselenide-to-diselenide) transition and mitigates the effects of unintentional doping. This results in an extremely high Seebeck coefficient (-631 µV/K), and increased power factor (0.2
Our XRF measurements show a doubling in the total Se counts, which is consistent with a transition from SnSe to SnSe$_2$, stoichiometrically. This SnSe-to-SnSe$_2$ transition is corroborated by specular and in-plane XRD measurements. After the Se vapor annealing, the diffraction peaks can be indexed to the SnSe$_2$ structure. By conducting post-growth Se annealing at a fixed Se partial pressure, the compound changes to SnSe$_2$ and alleviates unintentional doping due to Se-vacancies that resulted in the relatively low Seebeck coefficients observed in our previous work on disordered layered SnSe-based materials. As a result, we observe a 16-fold increase in the cross-plane Seebeck coefficient (from -38.6 to -631 µV/K), and a 44-fold increase in power factor (from 4.5 nW/m·K$^2$ to 0.2 µW/m·K$^2$). A corresponding 6-fold drop in the electrical conductivity is observed, which is consistent with the drop in the free carrier concentration.

### 4.4. Materials and Methods

The targeted SnSe films were crystalized by heating designed precursors prepared by high vacuum physical vapor deposition. The films were prepared using a modified method of that described by Fister et al.$^{16}$ Sn was deposited with an electron beam gun and Se was deposited with a Knudson effusion cell. Elemental layers were deposited sequentially to obtain a precursor with compositional modulation that mimics the desired final product. A quartz crystal microbalance was used to monitor the deposition rates and pneumatic shutters positioned above the sources controlled the flux of material to the substrate. The deposition parameters were calibrated using X-ray fluorescence (XRF), X-ray reflectivity (XRR), and X-ray diffraction (XRD) to ensure that the amount of material deposited in each layer was correct for crystallization of the desired product. The films were deposited on Si with a native SiO$_2$ layer for structure and composition characterization, as well as patterned substrates for cross-plane transport measurements as well as fused
silica for in-plane transport measurements. After deposition, all films were annealed on a hotplate at 350 ºC for 30 minutes in a nitrogen environment to facilitate crystallization of the desired materials. Some films were subsequently annealed in a sealed quartz tube with a Se vapor pressure provided by powdered SnSe₂.¹⁷ The tubes were heated in a single zone Carbolite tube furnace at 300 ºC for 3 hours.

X-Ray fluorescence spectra were collected using a Rigaku ZSX Primus II with a rhodium source. Counts were determined by integrating the area under the intensity line at the ºθ range where a fluorescence peak is expected for each element in question. The integrated area is proportional to the atom/area for the element in question. X-ray reflectivity and specular X-ray diffraction patterns were collected using a Bruker D-8 Discover diffractometer in a locked-coupled θ-2θ geometry. In-plane X-ray diffraction spectra were collected with a Rigaku Smartlab diffractometer using an in-plane gracing incidence geometry. All diffraction experiments were conducted using Cu Kα radiation.

4.5. BRIDGE

Chapter 4 provided insight into the structure and properties of SnSe films prepared from the Modulated Elemental Reactants method and discussed the effects of post treatment on the entire nature of the film which resulted in a second compound with subsequently different properties. Elucidating the inherent nature of the SnSe constituent is necessary to understand how it contributes to the properties of a heterostructure when it is incorporated. The ability to modify the material properties with processing provides another means with which heterostructures composed of various constituents and nanoarchitectures can be modified and manipulated to obtain desired properties. Chapter 5 will provide information about the inherent
properties of TiSe$_2$, the second constituent used in preparing the SnSe heterostructures discussed in the following chapters.
CHAPTER V

INVESTIGATING THE FORMATION OF MoSe$_2$ AND TiSe$_2$ FILMS FROM ARTIFICIALLY LAYERED PRECURSORS.

5.0. Authorship Statement

At this time, this work is an unpublished manuscript that will published in the future. This work is coauthored with to Aaron Miller, Dylan Bardgett, Erik Hadland and David Johnson. I developed the project, prepared and characterized samples, and wrote and edited the manuscript. Aaron Miller, Erik Hadland, and Dylan Bardgett assisted with the sample preparation and characterization as well as contributed to manuscript preparation. David Johnson is my advisor who assisted in the experimental design, analysis of data, and writing of the manuscript.

5.1. Introduction

In the 1980’s and 1990’s, the sequence of solid-state reactions between transition metals deposited on silicon substrates were intensively investigated because transition metal silicides were desired as low resistance replacements for heavily doped polysilicon contacts to transistors in integrated circuits.$^{1-3}$ A key aspect of this research was understanding the evolution of the reaction of metals on silicon surfaces, as it was crucial to control the first phase formed in developing the self-aligned silicide or “salicide” process.$^4$ The first step in the reaction is the formation of an amorphous layer at the interface between the metal and silicon, driven by the enthalpy of mixing of the elements. Since diffusion rates roughly scale with melting temperatures, the amorphous phase takes the composition of the lowest melting eutectic in the phase diagram. The compound that is easiest to nucleate from this eutectic will form first, although the literature offers various definitions of “easiest”. Walser and Bene suggested that the congruently melting compound with the highest melting point adjacent to the lowest melting eutectic would
form first. A second proposal suggested that the compound with the largest effective heat of formation at the eutectic composition would form first. Over time, the concepts developed in the study of metal-silicon reactions were applied to a broad range of systems, from the formation of amorphous metallic alloys to the sequence of intermetallic phase formation at reacting metal interfaces.

Recent interest in preparing monolayers of compounds, either alone or as constituents in heterostructures, has focused attention on understanding the formation of ultrathin crystalline layers. Key goals include developing an approach that is scalable to wafer-scale synthesis, capable of controlling thickness to a precise number of unit cells, and able to control defect levels. Thin film transition metal dichalcogenides (TMD’s) and other layered chalcogenides provide a promising platform towards achieving these requirements due to their diverse and exotic physical properties that can be manipulated by varying the thickness, substrate, or adjacent layers in heterostructures. While thickness-dependent properties were initially discovered by cleaving bulk samples, subsequent research focused on developing wafer-scale preparation techniques such as chemical vapor deposition. More recently, atomic layer deposition, metal-organic-CVD, and direct deposition methods (sputtering, pulsed laser deposition, e-beam) have been used to make high quality layered TMD’s. These approaches use elevated temperatures or light to increase reaction rates, but the quality of the product remains dependent on the temperature and the pressure of the carrier gas and reactants, the substrate, and/or the photon energy utilized. The formation process for 2D materials also depends on the lattice parameter of substrates, reaction temperature, and atomic gas flux. While plausible chemical reactions have been proposed for many of these systems, there is little reported data of intermediate states and no
overarching understanding of how changing reaction parameters impacts the formation mechanism.

In this report we present x-ray reflectivity (XRR) and x-ray diffraction (XRD) data on the reaction between ultra-thin layers of two different metals, Mo and Ti, with amorphous Se. Multiple repeating M|Se layers were deposited on nominally room temperature substrates to increase the intensity of the diffraction signals. For Mo|Se precursors, nucleation but little crystal growth occurred during deposition. However, for the Ti|Se precursors, nucleation of both Ti$_2$Se and TiSe$_2$ occurred during deposition, and the TiSe$_2$ grains grew significantly during deposition of subsequent layers. Annealing precursors for both systems resulted in the formation of well-defined layered dichalcogenide films. It was experimentally determined that depositing about 10% excess Se in the precursors results in the largest grain sizes for the annealed films. It is likely that the excess Se not only compensates for the loss of Se to the open system during annealing, but also acts as a flux to help facilitate diffusion of metal atoms during crystallization of the layers. Laue oscillations present in the specular diffraction patterns of optimized samples indicate that most crystalline domains in the films have the same number of unit cells.

5.2. **Materials and Methods**

TiSe$_2$ and MoSe$_2$ films were prepared by repeatedly depositing elemental bilayers of Ti|Se or Mo|Se to form an artificially layered precursor. The Mo and Ti layers were deposited using an electron beam gun and Se was deposited use a Knudsen effusion cell. Elemental precursors were deposited onto silicon substrates with a native oxide layer while maintaining a vacuum of $<10^{-7}$ Torr during the deposition. The thickness of the Ti and Mo elemental layers were held constant at the thickness required to provide enough metal to form a single Se-M-Se dichalcogenide trilayer. The thickness of the Se layer was varied to probe
the influence of composition and excess Se on nucleation and growth of
the respective dichalcogenides. In-house deposition software were used
to control and monitor the amount of material deposited in each layer via
quartz crystal microbalances and pneumatic controlled shutters.\textsuperscript{24–27} The
designed precursors were heated in an N\textsubscript{2} environment with <1 ppm O\textsubscript{2}
present to crystallize the deposited elemental layers.

Structure and composition were studied via a suite of x-ray

techniques. The film structures were characterized by XRD and x-ray
reflectivity XRR while the sample composition was determined using x-
ray fluorescence (XRF). XRR and specular XRD were collected on a
Bruker D-8 Discover diffractometer. In-plane diffraction was collected on
a Rigaku SmartLab diffractometer. All diffraction measurements utilized
a copper Ka radiation source. The absolute amount of each element
deposited was determined using XRF data collected on a Rigaku ZSX
Primus II with a Rhodium tube. Previously published calibration curves
were used to related the background corrected integrated raw intensity to
the atoms/Å\textsuperscript{2} of each element.\textsuperscript{28}

5.3. RESULTS AND DISCUSSION

The initial structure and evolution of the MoSe\textsubscript{2} precursors during
annealing were investigated using XRR and specular XRD. The as-
deposited XRR pattern, shown in Figure 5.1, contains Kiessig fringes,
reflecting the total thickness of the deposited films, and two additional
reflections. The first narrow reflection at around 10.9° 2θ is caused by
the artificial layering of the Mo|Se precursor, yielding a Mo|Se thickness
of 8.1 Å using Bragg’s law. The total thickness calculated from the
Kiessig fringes, 194 Å, is within error of what is expected for a film
composed of twenty-four 8.1 Å layers. The broad reflection at 13.4° 2θ
indicates that nucleation and growth of MoSe\textsubscript{2} grains perpendicular to
the substrate has occurred during deposition. A potential second order
reflection of this broad reflection maybe present at higher angles but is
very weak. This suggests that there is significant variation in the distance between crystalized MoSe₂ layers within the grains. Together, the XRR and specular XRD indicate that the precursor consists of twenty-four layers containing Mo-rich and Se-rich regions relative to the average composition that are each 8.1 Å thick. Within these layers are small regions that consist of several irregularly stacked MoSe₂ layers forming barely coherent grains of MoSe₂.

The specular XRD patterns evolve gradually as the annealing temperature is increased (Figure 5.1) and a very crystalline MoSe₂ 00l diffraction pattern is obtained after annealing at 650°C. The reflection from the artificial layering moves to higher angle indicating that the period of the artificial layering is becoming smaller as annealing temperature is increased. The broad reflection at 13.4 2θ moves to higher angle and becomes narrower and more intense as annealing temperature is increased indicating that the MoSe₂ layers within the grains are becoming closer together, there is a smaller spread in the interlayer distances within each grain, there are more MoSe₂ layers within each coherent domain, and there are more MoSe₂ domains present in the film. After the 300°C annealing, second, third, and fourth order reflections from the MoSe₂ grains are observed, reflecting the increased order and larger size of the grains. These higher order reflections also increase in intensity and become narrower as annealing temperature is increased, reflecting the growing order and increased size of the MoSe₂ domains. There is a considerable growth in intensity and narrowing of diffraction line widths due to the MoSe₂ grains between the 500°C and the 650°C anneals. The c-axis lattice parameter calculated from the position of the Bragg reflections is 6.52 Å. This is slightly larger than previously reported for MoSe₂ (6.460(1) Å). After annealing at 650°C, the low angle reflection from the artificial layering is no longer visible. Kiessig fringes observed in the XRR scan after annealing 650°C are well resolved and
decay in intensity as expected for a film of uniform thickness and electron density. The total film thickness calculated from the positions of the Kiessig fringes is 158Å, which is within error of that calculated for 24 layers of MoSe\textsubscript{2} having a c-axis lattice parameter of 6.52Å. Between the first and second Bragg reflections, Laue oscillations are present. Laue fringes result from the incomplete destructive interference between Bragg reflections due to a finite number of unit cells. Their presence indicates that a significant portion of the film consists of the same number of MoSe\textsubscript{2} layers coherently diffracting. Analysis of the spacing of the Laue fringes indicate that the coherent domains contain 24 MoSe\textsubscript{2} layers, consistent with the number of Mo|Se bilayers deposited in the precursor.

**Figure 5.1.** XRD patterns from an annealing study of an as-deposited Mo|Se precursor. The annealing temperatures are presented above the scans. For the scan at 650°C, X-ray reflectivity is also included. Indices are provided above the observed reflections.
In-plane diffraction data was collected for the Mo|Se film annealed at 650 °C and is shown in Figure 5.2. All of the reflections can be indexed to a hexagonal unit cell with an $a$-axis lattice parameter of 3.31(1) Å. This lattice parameter is consistent with what has been previously reported for both bulk MoSe$_2$ $a$-axis lattice parameters (3.289(1) Å)$^{29}$ and lattice parameters previously published for MoSe$_2$ thin films (3.246 Å).$^{30}$ The composition of the films and both the specular and in-plane diffraction data provide consistent evidence that the crystalized material is MoSe$_2$.
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**Figure 5.2.** Grazing incidence in-plane diffraction of the MoSe$_2$ precursor after annealing at 650°C. The Miller indices are shown above the reflections.

A series of Mo|Se films with varying amount of Se were prepared, annealed at 650°C, and characterized by XRD to probe the influence of composition on the growth and crystallinity of the final product. Figure 5.3 graphs the intensity and peak width of the 002 reflection of MoSe$_2$ as a function of the Se content of the as-deposited sample. The peak width
of the 00$l$ reflections depends on the size and coherence of the MoSe$_2$ layers along the c-axis, with a minimum peak width occurring when the entire film thickness consists of a single coherent domain. Data in Figure 5.3 demonstrates that an excess of Se is required to obtain the narrowest linewidths, but too much Se increases the linewidth. The intensity of the 00$l$ reflections is proportional to the number of MoSe$_2$ domains that are aligned parallel to the substrate and a maximum in the intensity is observed with 10-15% excess of Se. Rocking curves taken on these samples are narrowest for those with the highest intensity of the 002 reflection, suggesting that the intensity maximum is due to the percentage of the sample that is crystallographically aligned. The variation of crystalline quality with Se concentration is probably caused by the excess Se acting as a flux, increasing the mobility of the Mo cations. Too much Se, however, results in the nucleation of grains of MoSe$_2$ that are not orientated with the basal plane perpendicular to the substrate. This prevents the entire film thickness from becoming a single coherent domain.

![Figure 5.3](image)

**Figure 5.3.** MoSe$_2$ crystal quality as determined by specular diffraction reflection intensity and peak width shown as a function of Mo|Se precursor composition.
A series of Ti|Se precursors with various Se: Ti ratios were prepared to investigate if their evolution to form TiSe$_2$ is similar to that of MoSe$_2$. Table 5.1 summarizes information obtained on each of the Ti|Se precursors. The XRF data indicated that all of the precursors were Se rich as deposited, and the number of Ti atoms/Å$^2$ deposited per Ti|Se bilayer ranged above and below the number required for a single crystalline TiSe$_2$ trilayer (0.092 Ti/Å$^2$). The as-deposited XRR patterns (See SI Figure C.1) contained Kiessig fringes, reflecting the total thickness of the deposited films, and a strong 001 reflection from crystalline TiSe$_2$. No reflection was observed that could be attributed to the artificial layering of the Ti|Se precursors. The total thicknesses for the samples were calculated from the Kiessig fringes and divided by the number of Ti|Se bilayers that were deposited to obtain the average Ti|Se thicknesses in the various samples (see Table 5.1). The thicknesses are consistent with the number of atoms deposited calculated from the XRF intensities (see table 5.1) and are close to the c-axis lattice parameter of TiSe$_2$. The specular diffraction patterns of the as-deposited precursors all contain two to four 00l reflections of crystalline TiSe$_2$ domains (see Figure 5.4), indicating that the as-deposited films are much more crystalline that the corresponding Mo|Se films. The c-axis lattice parameters were all larger than those previously reported for TiSe$_2$, reflecting the high defect levels resulting from the low ambient temperature during the deposition. There is a systematic increase in the c–axis lattice parameter as a function of the amount of Se deposited in the sample, suggesting that interstitial Se atoms may be present. No evidence for artificial layering remains in any of the as deposited Ti|Se precursors, in contrast to what was observed for Mo|Se films. The in-plane diffraction pattern (see SI Figure C.2, SI) also reflects the more crystalline nature of the as-deposited Ti|Se films, containing reflections that can be indexed as TiSe$_2$ as well as broad reflections consistent with the presence of Ti$_2$Se.
Table 5.1. A summary of the structure and composition of the as-deposited Ti|Se precursors.

<table>
<thead>
<tr>
<th># Ti</th>
<th>Se layers deposited</th>
<th>Total Film Thickness (Å, ±0.5)</th>
<th>Average bilayer thickness (Å)</th>
<th>Average Ti atoms/Å² per bilayer (±0.07)</th>
<th>Average Se atoms/Å² per bilayer (±0.04)</th>
<th>Ti:Se</th>
<th>As-deposited TiSe₂ c-axis lattice parameter (Å, ±0.01)</th>
</tr>
</thead>
<tbody>
<tr>
<td>83</td>
<td>478</td>
<td>5.8</td>
<td>0.092</td>
<td>0.185</td>
<td>1:2.01</td>
<td>6.14</td>
<td></td>
</tr>
<tr>
<td>83</td>
<td>487</td>
<td>5.9</td>
<td>0.092</td>
<td>0.188</td>
<td>1:2.05</td>
<td>6.17</td>
<td></td>
</tr>
<tr>
<td>83</td>
<td>507</td>
<td>6.1</td>
<td>0.094</td>
<td>0.198</td>
<td>1:2.11</td>
<td>6.16</td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>509</td>
<td>6.1</td>
<td>0.089</td>
<td>0.192</td>
<td>1:2.14</td>
<td>6.17</td>
<td></td>
</tr>
<tr>
<td>83</td>
<td>524</td>
<td>6.3</td>
<td>0.092</td>
<td>0.198</td>
<td>1:2.16</td>
<td>6.19</td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>527</td>
<td>6.3</td>
<td>0.089</td>
<td>0.197</td>
<td>1:2.22</td>
<td>6.19</td>
<td></td>
</tr>
<tr>
<td>82</td>
<td>482</td>
<td>5.8</td>
<td>0.084</td>
<td>0.188</td>
<td>1:2.24</td>
<td>6.18</td>
<td></td>
</tr>
<tr>
<td>83</td>
<td>532</td>
<td>6.4</td>
<td>0.090</td>
<td>0.204</td>
<td>1:2.26</td>
<td>6.20</td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>564</td>
<td>6.7</td>
<td>0.082</td>
<td>0.210</td>
<td>1:2.57</td>
<td>6.27</td>
<td></td>
</tr>
</tbody>
</table>

The diffraction data taken together indicate that the Ti|Se samples substantially interdiffuse and react during the deposition. Since the film’s overall compositions are Se-rich, we suspect that the observed Ti₂Se is formed during the deposition when Se is deposited on top of the initial Ti layer. After the first Ti|Se bilayer is deposited, the film consists of Se on top of a Ti₂Se layer. Ti deposited on top of the Se layer nucleates TiSe₂, either at the surface or at the Ti₂Se surface below by diffusing through the amorphous Se layer. When the next Ti layer is deposited, Ti must diffuse through the Se layer to the growth fronts of the existing TiSe₂ crystallites. If the diffusion length through the Se-rich amorphous layers becomes sufficiently large, new crystalline layers of TiSe₂ may nucleate near the surface of the sample as Ti is deposited. These reactions during the deposition result in regions of large crystalline TiSe₂ surrounded by a Se-rich matrix, with a Ti₂Se layer adjacent to the Si substrate.

Figure 5.4 contains a series of XRD patterns collected as a function of annealing temperature for a representative Ti|Se precursor with an initial composition Ti:Se of 1:2.24. The 00l reflections of the TiSe₂
crystallites move noticeably to higher angle as annealing temperature is increased, indicating a decrease in c-axis lattice parameter. Intensities of the reflections increase, and the line widths decrease as annealing temperature increases. This suggests that the registration between the TiSe$_2$ planes increases as excess atoms between layers and at grain boundaries are either incorporated into the growing crystals or diffuse to the surface. In Se rich films, the in-plane reflections of Ti$_2$Se become unobservable. Ti$_2$Se in-plane reflections remain after annealing in the most Ti rich film studied. Films annealed at 350 °C have the greatest reflection intensity and narrowest peak widths. Annealing above 350 °C results in a decrease in intensity and an increase in peak width of the 00$l$ reflections. Based on the above observations, the optimal annealing temperature for the Ti|Se precursors was determined to be 350 °C.

![XRD diffraction data](image)

**Figure 5.4.** XRD diffraction data of a Ti|Se sample with a starting composition of 1:2.24 (Ti:Se) annealed for 30 minutes in an inert N$_2$ atmosphere at the indicated temperatures. Indexes are shown above the observed reflections and the scan with the highest intensity and lowest linewidths is shown in red.
As was done in the Mo|Se system, the precursor films with various as-deposited Ti:Se ratios were annealed under the same conditions (350°C for 30 minutes) to study the effects of precursor composition on film quality. XRF data collected on the annealed films show that they all lose Se during the annealing as summarized in Table 5.2. XRR patterns, shown in Figures C.1 and C.3, all contain Kiessig fringes from the interference of the front and back of the film. The thicknesses of the annealed films (see Table 5.2) are all thinner than the as-deposited films due to the loss of Se during the annealing. There are oscillations in the intensity of the Kiessig fringes in all of the samples that indicate that a surface layer has formed that has a different electron density than the rest of the sample, probably resulting from the formation of a surface layer of amorphous TiO$_2$. The XRR patterns fall into two general categories- those with a thicker (~50 Å) TiO$_2$ layer and those with a thinner (~10 Å) TiO$_2$ layer on the top of the film, SI Figure C.4. The specular diffraction patterns are shown in Figure 5.5a and C.2a and all of them contain 00$l$ reflections from crystalline TiSe$_2$. The observed reflections are more intense, narrower and occur at higher 2θ angles than those in the as deposited precursors, indicating that there are more 00$l$ planes aligned with the substrate, the TiSe$_2$ crystalline domains are thicker and that the c-axis lattice parameters are smaller. The c-axis lattice parameters obtained from full pattern Le Bail fits are shown in Table 5.2. Samples that have a slight excess of Se, in the composition range of TiSe$_{1.14}$ and TiSe$_{2.22}$ on deposition, have c-axis lattice parameters that match the reported values for TiSe$_2$. The films with initial compositions on either side of this regime have c-axis lattice parameters that are slightly larger than the literature value. Representative in-plane x-ray diffraction patterns are shown in Figure 5.5b and C.2b. The annealed patterns have narrower reflections than found in the as deposited samples, indicating a significant increase in the in-plane domain size. All of the reflections in the annealed samples can be
indexed to a hexagonal unit cell with lattice parameters that are similar to reported values for TiSe$_2$, see Table 5.2, except for broad reflections for Ti$_2$Se found in the pattern for the TiSe$_{2.01}$ sample. These reflections can be indexed as reflections from Ti$_2$Se. This phase also appears to be present in all films to some extent before annealing. The $a$-axis lattice parameters for all of the Ti|Se films, determined from the Le Bail fits of the in-plane diffraction patterns found in Figure 5.5b, are very similar to previously determined values for TiSe$_2$. Unlike the $c$-axis lattice parameters, which were significantly influenced by the amount of Se present in the precursor sample, the $a$-axis lattice parameter for the annealed TiSe$_2$ films do not depend on the composition of the precursors.

**Table 5.2.** Compositions and lattice parameters for annealed Ti|Se films as determined from full pattern XRD Le Bail fits.

<table>
<thead>
<tr>
<th>AD (Ti:Se)</th>
<th>Total Film Thickness</th>
<th>$c$-lattice parameter (Å)</th>
<th>$a$-lattice parameter (Å)</th>
<th>Annealed Expt. Ti Atoms/Å$^2$ (±0.08)</th>
<th>Annealed Expt. Se Atoms/Å$^2$ (±0.02)</th>
<th>Annealed (Ti:Se)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:2.01</td>
<td>479</td>
<td>6.053(1)</td>
<td>3.551(1)</td>
<td>7.54</td>
<td>15.05</td>
<td>1:2.00</td>
</tr>
<tr>
<td>1:2.05</td>
<td>479</td>
<td>6.051(1)</td>
<td>3.558(1)</td>
<td>7.57</td>
<td>15.21</td>
<td>1:2.01</td>
</tr>
<tr>
<td>1:2.11</td>
<td>503</td>
<td>6.050(1)</td>
<td>3.559(1)</td>
<td>7.86</td>
<td>15.46</td>
<td>1:1.97</td>
</tr>
<tr>
<td>1:2.14</td>
<td>483</td>
<td>6.034(1)</td>
<td>3.558(1)</td>
<td>7.70</td>
<td>14.41</td>
<td>1:1.87</td>
</tr>
<tr>
<td>1:2.16</td>
<td>501</td>
<td>6.037(1)</td>
<td>3.560(1)</td>
<td>7.70</td>
<td>15.49</td>
<td>1:2.01</td>
</tr>
<tr>
<td>1:2.22</td>
<td>503</td>
<td>6.043(1)</td>
<td>3.553(1)</td>
<td>7.70</td>
<td>15.35</td>
<td>1:1.99</td>
</tr>
<tr>
<td>1:2.24</td>
<td>450</td>
<td>6.066(1)</td>
<td>3.549(1)</td>
<td>6.86</td>
<td>12.85</td>
<td>1:1.87</td>
</tr>
<tr>
<td>1:2.26</td>
<td>496</td>
<td>6.058(1)</td>
<td>3.554(1)</td>
<td>7.50</td>
<td>15.10</td>
<td>1:2.01</td>
</tr>
<tr>
<td>1:2.57</td>
<td>505</td>
<td>6.096(1)</td>
<td>--</td>
<td>6.80</td>
<td>13.80</td>
<td>1:2.03</td>
</tr>
</tbody>
</table>

The change in the crystallinity of the TiSe$_2$ films as a function of precursor composition was estimated by using the line widths of the specular and in-plane reflections in the diffraction patterns of the annealed precursors. In-plane and $c$-axis crystallite size were determined from the line widths via Scherrer analysis and are plotted in Figure 5.6 as a function of as-deposited Se:Ti ratio. In the as deposited films, the crystallite size along the $c$-axis has a maxima at a Se:Ti ratio of ~ 2.15-2.2 while the all the films have a very similar in-plane crystallite sizes.
Figure 5.5. Representative specular (a.) and in-plane (b.) x-ray diffraction patterns of Ti|Se thin films with various compositions. All observed reflections that correspond to the TiSe₂ crystal structure are indexed in black. Reflections marked with an asterisk observed in the specular pattern are attributed to the Si substrate. Reflections for the observed Ti₂Se impurity phase are indexed in blue. Black curves show the diffraction pattern of the precursor, while red curves show the pattern for the films annealed at 350 °C. Additional diffraction patterns can be found in SI Figure C.2., more closely matching the expected positions for TiSe₂ shown as vertical lines.
Figure 5.6. In-plane and c-axis crystallite size determined from the x-ray diffraction patterns as a function of Ti|Se composition. As-deposited parameters are shown in black and annealed parameters are shown in red. The diffraction patterns used to determine these parameters are found in Figure 5.5 and Figure C.2.

After annealing, both the in-plane and specular have the smallest linewidths (and largest crystallite sizes) at a Se:Ti ratio of ~ 2.15-2.2. The slight excess of Se may act as a flux to assist the transport of Ti atoms to the growth fronts, very similar to what was observed in the Mo-Se system.

For the three TiSe₂ samples with the optimal amount of excess Se, Laue oscillations are visible surrounding the first Bragg reflection. Laue oscillations occur due to the incomplete destructive interference of a finite number of unit cells in a crystal. For a small number of unit cells, N, the Laue function, \(\sin(Nx)/\sin(x)\), results in a principle intensity maximum whose position is determined by the lattice parameters of the diffracting crystal and a series of evenly spaced maxima on either side whose spacing is determined by the number of unit cells in the crystal.
To observe Laue oscillations, the majority of a film must consist of crystallites that have exactly the same number of unit cells, because crystallites with different numbers of unit cells would contribute Laue intensities at different angles, destroying the expected interference pattern. Figure 5.7 shows the measured diffraction pattern of the annealed sample with the as-deposited composition of TiSe$_{2.16}$. The position of the highest intensity maxima is consistent with a c-axis lattice parameter of 6.037(1) Å. The spacing of the Laue oscillations is consistent with the diffracting crystallites having 81-unit cells, as shown by the simulated pattern in Figure 5.7. The total film thickness of this sample is larger than 81 times the c-axis lattice parameter. Since 83 Ti|Se bilayers were deposited in this precursor and the amount of Ti in each bilayer equaled the amount required for a single TiSe$_2$ trilayer, this suggests that two Ti|Se bilayers were either oxidized, formed Ti$_2$Se, and/or reacted with the substrate. The precursors for the other two samples whose annealed diffraction patterns contained Laue oscillations, samples with the as-deposited composition of TiSe$_{2.14}$ and TiSe$_{2.22}$, had 84 Ti|Se bilayers deposited, but each bilayer was ~ 4 +/- 2 percent Ti deficient. Consequently, the TiSe$_{2.14}$ sample had Laue oscillations consistent with only 73 layers in the diffracting crystal and the TiSe$_{2.22}$ sample had 77 layers. In both of these samples, two or more of the initial bilayers did not contribute to the coherent crystal causing the Laue oscillations.

The combination of XRF, XRR, and XRD data enable us to speculate on an atomic level picture of the structure of the as deposited Mo|Se and Ti|Se precursors and how they evolve during annealing. Analysis of the diffraction data clearly indicates that the structure of the as-deposited Mo and Ti precursors are very different, and we illustrate these differences schematically in Figure 5.8. The Mo|Se precursor, Figure 5.8a, has a composition modulation from the sequence of as-
deposited layers with small crystallites of MoSe$_2$ several layers thick distributed throughout the film. Figure 5.8b demonstrates that the Ti|Se precursor has reacted much more during the deposition than the Mo|Se precursor. In the Ti|Se precursors, there is no evidence of compositional modulation, Ti$_2$Se forms during the deposition of Se on the first layer of Ti deposited, and thick domains of poorly stacked TiSe$_2$ layers grow during the deposition. In both the Mo|Se and Ti|Se precursors, there is a gradient in metal concentration as it is depleted at the growth front of the crystallites. For the Mo|Se precursor, the concentration gradient is not enough to induce diffusion during the deposition. However, in Ti|Se precursors, Ti must diffuse significantly during the deposition to form the thick TiSe$_2$ domains. In both systems, annealing at elevated

![Experimental specular XRD pattern (red) and the theoretical Laue oscillations expected for 81-unit cells of TiSe$_2$ (black).](image)

**Figure 5.7.** Experimental specular XRD pattern (red) and the theoretical Laue oscillations expected for 81-unit cells of TiSe$_2$ (black).
Figure 5.8. Proposed atomic level pictures for the evolution of Mo|Se (a) and Ti|Se (b) precursors as they are annealed to form crystalline MoSe$_2$ and TiSe$_2$. There is much more interdiffusion during deposition of the lighter Ti atoms, resulting in larger crystalline domains in the as-deposited TiSe$_2$ precursor relative to the Mo|Se precursor.

temperatures causes more diffusion to occur, leading to the growth of well-organized crystallites. A small amount of excess Se (10%) results in the formation of larger coherent domains of dichalcogenide in both systems, presumably acting as a flux to increase the rate of diffusion of the metal cations. Too much excess Se results in less crystallographically
aligned layers and smaller grain sizes. In both systems, optimized precursor structure and annealing temperatures resulted in the formation of films that contained the same thickness dichalcogenide layers with a precise number of dichalcogenide planes. For Mo|Se films with the correct amount of Mo per Mo|Se bilayer in the precursor, each Mo|Se layer evolved into a single MoSe\(_2\) trilayer plane in the coherent domain. In analogous Ti|Se films, all of the Ti|Se layers evolved into TiSe\(_2\) except for a couple of layers at the surface of the film that oxidized, forming a TiO\(_2\) surface layer.

5.4. Conclusions

Highly crystalline diselenide films can be prepared by depositing alternating layers of the metal and selenium. With the correct amount of metal and a slight excess of Se deposited per M|Se bilayer, each M|Se layer deposited will evolve into a dichalcogenide plane. This enables the thickness of the dichalcogenide film to be controlled to a specified number of unit cells over large areas. While a precise number of dichalcogenide planes was obtained in both the Ti-Se and Mo-Se systems, the reaction pathways were very different. TiSe\(_2\) mostly self-assembles during the deposition process while MoSe\(_2\) mostly self-assembles during annealing. In both systems, concentration gradients drive the diffusion of metals to the growth front, and process is aided by the short diffusion distances in the precursor or during the deposition. The diffraction data gathered on the as-deposited films and during annealing enabled us to create and compare atomistic pictures for the self-assembly of MoSe\(_2\) and TiSe\(_2\) from their respective precursors. By understanding the formation of these films and developing control over the composition and morphology of the precursors, we show that we can control growth of dichalcogenides to achieve uniform thicknesses over large areas.
5.5. Bridge

This chapter provided an in-depth investigation on the role that the amount of material within a layered precursor will have on the quality of the layers that form. Specifically, TiSe$_2$ will form over a large composition range, but there is a narrow window of excess Se that provides the highest quality samples. This not only informs on the formation of TiSe$_2$ but also provides information about way in which precursors prepared by the Modulated Elemental Reactants method transform into crystalized products. The next chapter will combine SnSe and TiSe$_2$ layers into a heterostructure material prepared via the Modulated Elemental Reactants method and investigate the resulting structure that forms.
CHAPTER VI

LONG RANGE ORDER IN \([\text{SNSe}_{1.2}]_1\text{[TISE]}_2\)_1 PREPARED FROM DESIGNED PRECURSORS

6.0. Authorship Statement

The work in this chapter was published March 9, 2017 in Inorganic Chemistry (DOI: 10.1021/acs.inorgchem.6b03063). I am the primary author on this work. Devin R. Merrill, Sage R. Bauers, Gavin Mitchson, Jeffrey Ditto, Sven P Rudin, and David C. Johnson were co-authors on this work. Devin R. Merrill contributed to the preparation and characterization of the samples. Sage R. Bauers assisted in with data analysis and writing of this manuscript. Gavin Mitchson analyzed the HAADF STEM data as well as aided in the writing of this manuscript. Jeffrey Ditto collected HAADF STEM data. David C. Johnson is my advisor.

6.1. Introduction

The development of epitaxial deposition techniques in the late 1960’s ignited significant interest in materials containing two or more interleaved compounds as crystalline superlattices. The ability to synthesize high quality superlattices resulted in new discoveries in condensed matter physics and new technologies including light emitting diodes and quantum cascade lasers.\(^1\)\(^–\)\(^5\) Recent work demonstrates that materials prepared with incommensurate interfaces result in unique and altered properties relative to superlattices. This has created new excitement, in part because potential structures can be imagined and properties predicted.\(^6\)\(^–\)\(^12\) Synthesizing repeat structures containing non-epitaxial intergrowths of two or more constituents results in emergent properties, i.e. properties not found in the bulk constituents, including ultra-low thermal conductivity, charge density waves in intergrowths containing single layers of VSe\(_2\), direct band gaps and long lived excited states due to charge separation between constituents.\(^13\)\(^–\)\(^16\)
Intergrowths without epitaxial relationships between constituents are usually metastable relative to a mixture of the bulk constituents and their preparation requires a kinetically controlled growth technique. The four most common techniques are: the "Scotch™ Tape" approach, mostly used for a small number of constituents;\textsuperscript{17} chemical vapor deposition, limited to materials with similar in-plane lattice parameters;\textsuperscript{18} van der Waals epitaxy useful for constituents with 2D structures and monolayers;\textsuperscript{19} and the modulated elemental reactant (MER) approach,\textsuperscript{20} which uses designed, layered amorphous precursors to kinetically trap designed sequences of constituents.\textsuperscript{7} MER has enabled preparation of a wide variety of compounds consisting of interleaved layers of rock-salt chalcogenides, MX, and transition metal dichalcogenides, TX\textsubscript{2}, which form a nanolaminate \((\text{MX}_{1+\delta})_m(\text{TX}_2)_n\textsuperscript{20,21} \). The \(a\)-\(b\) planes of the MX and TX\textsubscript{2} structures are square or rectangular and hexagonal, respectively, making epitaxial relationships in multiple directions at the interfaces geometrically challenging. The \(1+\delta\) term in the chemical formula accommodates the mismatch in formula units per area.

Structures prepared using the MER synthesis route have specific crystallographic surfaces of each constituent adjacent to one another, but the layers are rotationally disordered with respect to one another.\textsuperscript{22,23} This disorder presumably arises from the 2-D constrained nucleation kinetics.\textsuperscript{24} Crystalline layers’ form from multiple nucleation points as the precursors self-assemble balancing various volume, surface, and diffusive energetic terms within a complex multidimensional energy landscape. The system lowers its free energy as quickly as possible within this landscape, which contains multiple phases. This approach kinetically traps products with architectures close to that of the precursor due to the use of low temperatures, which limit diffusion rates and prevent the system from exploring more of the energy landscape.
We have been able to prepare SnSe rock salt-like layers paired with various transition metal dichalcogenide layers. The SnSe layers undergo structural distortions, varying between the high-temperature $\beta$-SnSe and low-temperature $\alpha$-SnSe phases. As the size of the SnSe layers is increased, surface and volume free energy terms are minimized. The trade-off between volume and surface energies results in distortions driven more by size than by the interfacial interactions with the dichalcogenide layers. During the self-assembly, the already crystalline layers provide nucleation sites for adjacent amorphous layers, further complicating the crystallization process. The extent of this interfacial nucleation likely depends on the specific constituents and their sequence in the repeating superstructure. High temperature solid state synthesis techniques yield analogous compounds containing a single bilayer of SnSe combined with a range of different dichalcogenides, but these compounds form crystals in which the structures of both constituents distort to typically become commensurate along one in-plane direction requiring higher dimensional crystallography to solve the structures.

Recently it was noted that $([\text{SnSe}]_{1.2})_1\text{TiSe}_2$, referred to as $\text{SnSe}_{1.2}\text{TiSe}_2$ in the remainder of this manuscript, contained regions ordered over several periods of the heterostructure. This behavior has not been observed in other heterostructures prepared using the MER approach. Here, we investigate this phenomenon in greater detail, as this exception provides insight to the growth process in this approach. In-plane X-ray diffraction (XRD) patterns indicate a $\sqrt{3}$ ratio in $\alpha$-axis lattice parameters between the two constituents, suggesting a potential commensurate interface along the $<100>$ (SnSe) and $<110>$ (TiSe$_2$) directions. High angle annular dark field scanning transmission electron microscopy (HAADF STEM) data confirms the formation of an ordered structure with this commensurate interface. X-ray reciprocal space maps collected at the European Synchrotron Radiation Facility indicate that...
significant regions of long-range 3-D order exist within these samples. Calculations show that different orientations of SnSe relative to the TiSe$_2$ layer have different energies, with the lowest energy consistent with the formation of a commensurate interface along the <100> (SnSe) and <110> (TiSe$_2$) directions. The longer-range order results from the near lattice match of the constituents. While regions of order exist, rotational disorder is still present. This suggests long-range order is not normally seen in materials prepared by MER because the energy penalty for distortion of the rock salt constituent is not offset by a higher bonding energy between the constituents. The extent of rotational disorder at the interfaces between constituents and structural distortion of the constituents both affect transport properties. Rotational disorder has been shown to result in extraordinarily small thermal conductivity. The accidental lattice match between SnSe and TiSe$_2$ provides potential opportunities to examine the interplay between rotational disorder and both thermal and electrical transport properties in other members of the [$((\text{SnSe})_{1.2}\text{TiSe}_2)_n$ family of compounds.

6.2. Materials and Methods

Merrill et al.$^{32}$ previously described in detail the synthesis procedure for (SnSe)$_{1.2}$TiSe$_2$. We briefly review the procedure here. Precursor films were deposited from elemental sources by electron beam guns (Sn and Ti) or a Knudson effusion cell (Se) in a high vacuum ($10^{-7}$ Torr) chamber. Single element layers were deposited one after another in a pattern mimicking the nanoarchitecture of the targeted compound, with the thickness of each layer chosen to yield the stoichiometry of the target compound. The thickness of each elemental layer was monitored in real-time by quartz crystal microbalances. Pneumatic shutters controlled the amount of each element that was deposited onto SiO$_2$ native oxide/silicon substrates. The pattern of elemental layers was repeated until a desired total film thickness was reached, typically 50
nm. The layered amorphous precursors were gently heated on a hotplate (350 °C) in an N₂ atmosphere ([O₂] < 1 ppm) to induce layer crystallization.

After annealing the precursors, specular locked-coupled θ-2θ X-ray diffraction (XRD) patterns were acquired using a Bruker D8 Discover diffractometer (Cu Ka radiation). In-plane XRD patterns and reciprocal space maps were collected at the European Synchrotron Radiation Facility (ESRF).

Focused Ga⁺ ion beam (FIB) milling, lift out, and thinning were used to prepare electron-transparent cross-sectional specimens of the annealed compounds. A procedure similar to the Wedge Pre-milling method described by Schaffer et al. was employed, with the final polishing step using 2 keV FIB acceleration voltage to minimize residual amorphous surface layers on the thinned lamellae. Immediately prior to insertion into the transmission electron microscope, the samples were cleaned for 20 seconds in an argon/oxygen gas plasma.

High angle annular dark field scanning transmission electron microscopy (HAADF STEM) images were collected using a Cs-corrected FEI Titan 80-300 S/TEM, operating at 300 keV, at the Environmental Molecular Science Facility (EMSL) at Pacific Northwest National Laboratory (PNNL).

The density functional theory (DFT) calculations employ the PAW method in the generalized gradient approximation (GGA) of Perdew, Burke, and Ernzerhof (PBE) implemented in the electronic structure code VASP. Evaluation of the electronic structure involves first-order Methfessel-Paxton smearing with σ = 27 meV and a convergence criteria of 10⁻⁵ eV; optimization of the structures uses a convergence criteria of 10⁻⁴ eV. The calculations rely on periodic boundary conditions and hence deal with the incommensurate nature of (SnSe)₁.₂TiSe₂ by
employing the island approximation, wherein the periodically repeated TiSe$_2$ layers are interleaved with finite SnSe islands surrounded by vacuum.\textsuperscript{8} Energy differences between different orientations of the SnSe structure relative to the TiSe$_2$ layers are converged to less than 1 meV with a 1•1•8 k-point mesh. Total energies are also well converged with the 1•1•8 k-point mesh, differing from those with a 1•1•4 k-point mesh by less than 1 meV. The in-plane coordinates of the k-points are zero (i.e., a 1•1 mesh) because we approximate each SnSe layer as decoupled, finite island structures. The van der Waals interactions are treated using the method of Tkatchenko-Scheffler.\textsuperscript{39}

\textbf{6.3. RESULTS AND DISCUSSION}

In-plane (hk0) diffraction patterns for two different (SnSe)$_{1.2}$TiSe$_2$ samples (Figure 6.1) provide insight into the in-plane structures of the two constituents. The in-plane lattice parameter of the TiSe$_2$ layers, 0.354(3) nm, and symmetry is consistent with all previous reports for TiSe$_2$-containing misfit compounds and with bulk CdI$_2$-type TiSe$_2$.\textsuperscript{31,40–42} Previous work on other compounds containing SnSe prepared using modulated elemental reactants have displayed either a square basal plane for a single bilayer or a rectangular basal plane that approaches the orthorhombic bulk structure α-SnSe when the layer thickness is increased.\textsuperscript{30} In (SnSe)$_{1.2}$TiSe$_2$, the SnSe reflections cannot be indexed using either of these space groups. Splitting of distinct SnSe reflections with $h \neq k$ are observed (inset of Figure 6.1), ruling out the square basal plane structure, while the splitting of reflections does not match the reduced symmetry of α-SnSe. The reflections can be fit using the 2-D space group p2gg, which yields $a$- and $b$-axis lattice parameters of 0.6094(3) and 0.5974(4) nm, respectively.\textsuperscript{31}
Figure 6.1. In-plane diffraction data for two \((\text{SnSe})_{1.2}\text{TiSe}_2\) samples. The reflections originating from SnSe are marked in bold, and those from TiSe\(_2\) in italics. The inset in the top right corner of the figure emphasizes the splitting of the SnSe reflections, indicating the existence of a rectangular basal plane.

HAADF-STEM images were collected from several \((\text{SnSe})_{1.2}\text{TiSe}_2\) samples to determine the orientation between the constituent layers and a representative image is shown in Figure 6.2. Since the contrast mechanism in HAADF STEM imaging is the atomic number,\(^{43}\) SnSe layers are bright and TiSe\(_2\) are dark, confirming that the basic structural motif of \((\text{SnSe})_{1.2}\text{TiSe}_2\) contains alternating layers of each structure crystallographically aligned with the substrate. Immediately apparent in Figure 6.2 is a large region in the bottom half of the image where both constituents have resolved atomic columns. In the SnSe layers, this orientation corresponds to \((100)\) SnSe planes. The TiSe\(_2\) layers are oriented with either \((\bar{1}10)\), \((\bar{1}20)\), or \((2\bar{1}0)\) (right-leaning) or \((110)\), \((1\bar{2}0)\), or \((\bar{2}10)\) (left-leaning) planes normal to the microscope optical axis. The statistical improbability of seeing repetitious adjacent layers oriented in a
consistent manner across several samples suggests that these regions are not the result of random chance.

**Figure 6.2.** Representative HAADF-STEM image of a (SnSe)$_{1.2}$TiSe$_2$ heterostructure. The layers of SnSe are marked with pink boxes and layers of TiSe$_2$ are marked with blue boxes. The labels on the right side of the image reflect the primary plane-normal orientation, if resolved, of that layer.

The observed alignment suggests formation of a commensurate interface along the <100> direction of SnSe and <110> direction of TiSe$_2$. Rotation from the alignment in this region results in distinct differences in visible atomic columns in the various layers. For example, assuming a preferred orientation exists between the two constituents, a 30° rotation from SnSe (100) would result in no observable atomic columns for the SnSe layer, but atomic columns corresponding to the (100), (010), or (110) planes for the TiSe$_2$ layer would be observed. This is consistent with the region in the upper half of Figure 6.2, where atomic columns in the TiSe$_2$ layers corresponding to the (100), (010), or (110) planes are visible, but no atomic columns are visible in the adjacent SnSe layers. Furthermore, if there is a preferred orientation along the <100> direction of SnSe and <110> direction of TiSe$_2$, regions with (110) planes of SnSe visible should not be observed in regions where atomic columns are present in the TiSe$_2$ layers. This is consistent with the image in Figure
6.2 and all but one of the HAADF STEM images collected from many areas of several different samples. Globally, different zone axes present throughout the cross-sectional images still exhibit turbostratic disorder, commonly found in similar intergrowth materials, but with a finite number of registrations between constituents. We infer that interface interactions between the SnSe and TiSe$_2$ are likely the cause of the regions with long-range order.

The presence of long-range order in the sample is confirmed by FFT analysis (Figure 6.3) of the HAADF STEM image shown in Figure 6.2. Compounds prepared from modulated elemental reactants exhibit sharp 00$l$ diffraction peaks due to precise layering and crystallographic alignment to the substrate. However, they typically display streaking along the $l$ direction for each family of $hkl$ ($h,k \neq 0$) reflections due to the incoherence in the structure from the layer-to-layer rotational disorder.$^{20}$ For (SnSe)$_{1.2}$TiSe$_2$, the 00$l$ family of reflections have sharp intensity maxima, consistent with the superlattice structure and the specular XRD pattern previously reported.$^{32}$ In contrast to other compounds prepared from modulated elemental reactants there is a considerable degree of order present in the $hkl$ families with $h, k \neq 0$. The (20$l$) SnSe and (10$l$) TiSe$_2$ reflections overlap, but clear intensity maxima are present along $l$ for the (11$l$) family of TiSe$_2$ reflections. The correlation of the (11$l$) TiSe$_2$ reflections with the (00$l$) superlattice reflections is highlighted in the inset of Figure 6.3, which shows that the intensity maxima occur with a regular periodicity on the same order as the superlattice periodicity. The HAADF STEM images show ordering over longer distances than have been observed previously for other compounds prepared using this synthesis method, but only gives insight into the compound’s structure at a local level due to the small volume of sample observed.
Figure 6.3. FFT of HAADF STEM image shown in Figure 6.1. The (00l) and TiSe$_2$ (11l) intensity profiles are plotted in the inset with the y-axis corresponding to the location in the FTT of HAADF STEM image.

A reciprocal space map was collected at the ESRF to determine if long-range order exists over a significant percentage of the sample area. Figure 6.4 contains the reciprocal space map along with the expected positions of the $l = 1,4$ peaks based on the known $c$-axis lattice parameter given for reference. The reciprocal space map displays broad maxima in the $l$ direction in both the (22l) SnSe and (11l) TiSe$_2$ families of reflections. The positions of the maxima correlate with the $c$-axis lattice parameter determined from the (00l) reflections, which is highlighted in the lower panel of Figure 6.4 containing integrated intensities along the (00l) and SnSe (22l) families of reflections. The presence of discreet maxima that correspond to the $c$-axis lattice parameter suggests that a significant volume of the film consists of regions that show greater
coherence than observed for other compounds prepared using this growth technique. The X-ray data is consistent with the preferred orientation observed in the HAADF STEM data; both indicate increased coherence across multiple adjacent unit cells.

**Figure 6.4.** Top) Reciprocal space map from a (SnSe)\(_{1.2}\)TiSe\(_2\) compound at two different constant \(hk\) positions with a varying \(l\) position. The bright regions indicate coherence between layers. (Bottom) A line profile extracted from the reciprocal space map along the (22\(l\)) SnSe direction is overlaid onto the (00\(l\)) diffraction pattern. The presence of coincident maxima in the overlaid scans suggests long range ordering within the sample.

HAADF STEM and reciprocal space map diffraction both support the formation of long range coherence across layers of (SnSe)\(_{1.2}\)TiSe\(_2\).
However, a commensurate interface can only form along one direction when stacking a cubic structure with a hexagonal structure. This suggests that any distortion in the basal plane that might be made to accommodate the regular interface would likely be anisotropic. The establishment of long-range order and any distortions necessary to accommodate it are likely due to minimizing the energy by varying parameters in this complex energy landscape. Because the film consists of purely interfacial layers, increasing the thickness of either constituent will introduce interior atoms into the unit cell and add an internal volume term to the stabilization. This perhaps explains why an ordered structure has only been observed for (SnSe)$_{1.2}$TiSe$_2$, with thicker SnSe layers having structures in between the bulk polymorphs $\alpha$-SnSe and $\beta$-SnSe.

HAADF STEM and XRD data both indicate that (SnSe)$_{1.2}$TiSe$_2$ consists of interleaved layers of SnSe bilayers and TiSe$_2$ monolayers, with each constituent oriented with the (00l) planes parallel to the substrate. Figure 6.5 shows the constituent SnSe and TiSe$_2$ structures. The larger structures on the left of Figure 6.5 show a plan-view representation of the two constituents with Se in gold, Sn in pink, and Ti in blue. One unit cell of SnSe is shown and the dashed diamond illustrates one unit cell of TiSe$_2$. The basal plane of the SnSe constituent has a much larger tetragonal lattice relative to the bulk SnSe phases, whereas the TiSe$_2$ basal plane is similar to bulk values. The right shows different plane-normal orientations of the structure as they would appear in cross-sectional STEM images. We illustrate two orientations of SnSe that might be observed: (1) One corresponding to (100) or (010), where every atomic column appears identical due to atomic columns containing overlapping Sn and Se atoms; or (2) One corresponding to the (110) planes, where the individual Sn and Se columns can be resolved by Z contrast as they do not overlap. The puckering previously quantified by Rietveld analysis of
(00l) diffraction data can be observed in this orientation.\textsuperscript{32} For TiSe\textsubscript{2}, there are three possible sets of planes that might be observed: (1) Closely-spaced, vertically stacked Se – Ti – Se atomic columns, corresponding to the (100), (010), or (\bar{1}10) planes; (2) Diagonally stacked Se – Ti – Se atomic columns that lean right, corresponding to the (110), (\bar{1}20), or (\bar{2}10) planes; or finally (3) Diagonally stacked Se – Ti – Se atomic columns that lean left, corresponding to the (\bar{1}10), (\bar{1}20), or (2\bar{1}0) planes.

![Diagram of SnSe and TiSe\textsubscript{2} basal plane](image)

**Figure 6.5.** The top and bottom left schematics depict a top down view of the SnSe and TiSe\textsubscript{2} basal plane. The schematics on the right show SnSe and TiSe\textsubscript{2} layer structures when looking down different zone axes. Gold markers indicate Se, pink represent Sn, and blue represents Ti.

As suggested in Figure 6.5, \(\sqrt{3} \times a_{\text{TiSe}_2} = 0.613(5) \text{ nm}\) is within error equal to \(a_{\text{SnSe}} = 0.6094(3) \text{ nm}\), suggesting that lattice matching of the two constituents may occur along the <100> SnSe and the <110> TiSe\textsubscript{2} directions. This alignment of axes of SnSe and TiSe\textsubscript{2} is consistent with the HAADF-STEM observations of alignment. Further evidence for lattice
matching comes from measuring interplanar distances in the HAADF STEM images. In (110)-oriented TiSe$_2$ layers, the horizontal Se-Se spacing is 0.310(4) nm. The adjacent (100)-oriented SnSe layers have average horizontal Sn/Se-Sn/Se column spacing that are the same within error, 0.3087(7) nm. These experimental observations of lattice-matching behavior provide further support that there is a preferred alignment between the SnSe and TiSe$_2$ layers. The quality of the diffraction data, however, is insufficient to refine the three dimensional structure as was done by Ren et al. for (SbS)$_{1.15}$TiS$_2$ using a superspace approach.$^{44}$ The observation of a common in-plane axis between SnSe and TiSe$_2$ indicates that a (3 + 1) dimensional superspace would be required, rather than the (3+2) superspace used for (SbS)$_{1.15}$TiS$_2$. In this regard, the structure of (SnSe)$_{1.2}$TiSe$_2$ is more similar to that of (SnSe)$_{1.18}$(TiSe$_2$)$_2$, for which the unit cell parameters but not the refined structure was reported.$^{45}$ The observed crystallographic alignment between layers and the extended order implies that the structures template off of one another during the crystallization. It is apparently lower energy for the chemically softer SnSe to distort than TiSe$_2$.

DFT calculations were performed to determine the energies of forming various interfaces between the two structures as well as the establishment of interlayer registration. Figure 6.6 shows the basic approach for the calculations, with two islands of bilayer SnSe in the rock salt crystal structure surrounded by dichalcogenide layers that are octahedrally coordinated to the center atom and stacked in a 1T-polytype. The islands were placed in two combinations of locations between the dichalcogenide layers, which were arranged either leaning in the same direction or opposite. Table 6.1 shows the results of the calculations, with the most stable configuration occurring for both SnSe islands at a $\delta=15^\circ$ rotation and with one TiSe$_2$ layer leaning left while the other TiSe$_2$ layer leans right. Within the limitations of the observable
plane-normals, these orientations match those observed in STEM. From these calculations, the energy is clearly lowered by establishing a repeating structure with the SnSe rotated at a 15° angle with respect to the TiSe₂. Furthermore, they predict that in the most stable configuration TiSe₂ surrounds islands of SnSe where both TiSe₂ layers lean in alternating directions, while in the STEM, observed regions typically contained alternating layers of left- and right-leaning TiSe₂ between SnSe layers. In contrast, calculations layering SnSe with VSe₂ show only a slight preference for VSe₂ leaning in the same direction, in agreement with no experimental observation of alternating layers of left- and right-leaning VSe₂ between SnSe layers. Calculations to establish a commensurate lattice failed to energetically describe the basal plane distortion that occurs in the SnSe layer – possibly because the SnSe island used in the calculation was too small to capture the penalties in energy that occur for slightly mismatched lattices. Based on the relative orientations surmised by both STEM observations and DFT calculations, it is somewhat surprising that no instances are observed in STEM with (100) SnSe layered upon (100) TiSe₂, which would be expected in 1/3 of the regions exhibiting long range order.

Both the theoretical and experimental data support a heterostructure of SnSe and TiSe₂ that has some form of long-range coherence as depicted in figure 6.7. The rectangular basal plane in the SnSe structure is supported by the in-plane diffraction data. The HAADF-STEM images, FFT plot, reciprocal space map, and DFT calculations support an alignment of the crystal structure in one direction. With respect to figure 6.7, the alignment in the horizontal direction is known, but in the vertical direction information about the crystal structure alignment is absent. The alignment that is observed is likely due to interfacial interactions and lattice matching between the two constituents resulting in a lowering of the overall energy. This
understanding of the distortion in \((\text{SnSe})_{1.2}\text{TiSe}_2\) provides insight into the rotational disorder that is normally seen in heterostructures prepared by MER.

**Figure 6.6.** (left) Schematic showing a DFT unit cell with islands of SnSe in two different orientations between layers of TiSe$_2$ with two different “leanings.” The red balls represent Ti, the gray represent tin and selenium is represented by the green balls. (right) Plan view of the \((\text{SnSe})_{1.2}\text{TiSe}_2\) layered compound with a rotational angle of 0° between layers (bottom) and a 15° rotation between layers (top).

**Table 6.1.** DFT calculated energy differences between four configurations with differing relative orientations of SnSe layers and leanings of TiSe$_2$ layers.

<table>
<thead>
<tr>
<th>(\delta_A)</th>
<th>(\delta_B)</th>
<th>TiSe$_2$ layer 1</th>
<th>TiSe$_2$ layer 2</th>
<th>(\Delta E) (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>15°</td>
<td>Right</td>
<td>Right</td>
<td>60</td>
</tr>
<tr>
<td>0°</td>
<td>15°</td>
<td>Right</td>
<td>Left</td>
<td>39</td>
</tr>
<tr>
<td>15°</td>
<td>15°</td>
<td>Right</td>
<td>Right</td>
<td>16</td>
</tr>
<tr>
<td>15°</td>
<td>15°</td>
<td>Right</td>
<td>Left</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 6.7. Schematic showing the top down view of the stacking between the SnSe rock salt (represented by pink atoms connected by black bonds) and the TiSe$_2$ dichalcogenide (structure with green bonds connecting the yellow Se atoms and blue Ti atoms) layers which is consistent with the theoretical and experimental data collected.

6.4. CONCLUSION

The coincidental similarities in in-plane lattice parameters of SnSe and TiSe$_2$ results in a quasi-epitaxial relationship between the constituents in (SnSe)$_{1.2}$TiSe$_2$. Long-range order across several unit cells is observed and results in distortions previously unseen in other SnSe-containing intergrowths prepared using the MER technique. In light of the present study, preparing SnSe-TiSe$_2$ intergrowth compounds with thicker SnSe and/or TiSe$_2$ layers may provide opportunities to unravel the interplay between transport properties (thermal and electrical) and rotational disorder. One might expect intergrowths with thicker TiSe$_2$ layers to maintain the crystallographically aligned interfaces. The lack of long-range order in compounds with larger thicknesses of SnSe and TiSe$_2$ highlight the interplay between the volume free energy of each constituent and the interface energy between them. (SnSe)$_{1.2}$TiSe$_2$ is the first compound prepared using modulated elemental reactants that exhibits long range order, which suggests that this kinetically controlled
synthesis approach is dominated by maximizing the rate of reduction in the free energy during self-assembly. The accidental coincidence of the in-plane lattice parameters along the $\alpha$-axis of SnSe and the <110> direction in TiSe$_2$ leads to preferential nucleation and layer alignment during growth of adjacent layers.

6.5. **Bridge**

Chapter 6 combined the two binary constituents discussed in Chapters 4 and 5 into a heterostructure material to investigate structural information. While most heterostructures prepared via the Modulated Elemental Reactants method result in materials displaying complete rotational disorder, the $(\text{SnSe})_{1.2}\text{TiSe}_2$ heterostructure is better described as a misfit layer compound with regions of rotational disorder. This is the result of an in-plane distortion occurring in SnSe that results in an accidental lattice match between the two constituents. The next chapter will investigate the occurrence of this distortion and accidental lattice match in $[(\text{SnSe})_{1.6}]_m[\text{TiSe}_2]$ heterostructures with increasing number of SnSe layers in the repeating unit structure, as well as the influence it has on transport properties.
CHAPTER VII

STRUCTURAL CHANGES AS A FUNCTION OF THICKNESS IN
\([\text{[SNSE}_{1.5}]_\text{MTISE}_2\) HETEROSTRUCTURES.
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7.1. Introduction

Two-dimensional (2D) materials continue to attract increasing attention as researchers discover emergent electronic properties in monolayers and heterostructures.\textsuperscript{1–5} For example, transitions from an indirect to a direct band gap have been discovered in semiconducting TX\textsubscript{2} (T = Mo, W; X = S, Se) compounds in going from a bilayer to a monolayer as interactions with the neighboring TX\textsubscript{2} layer are eliminated.\textsuperscript{6–8} The properties of single layers are impacted by interactions with the substrate and/or adjacent layers, with the overlap of states and the band offsets suggested as being important factors.\textsuperscript{9–12} This has led to the concept of 2D layers acting as building blocks that can be stacked in specific sequences, yielding heterostructures with desired properties.\textsuperscript{13} Understanding how layers interact with one another to yield emergent...
properties is critical to enable materials design for specific applications and is a current focus of the materials community.

Less well investigated are structural modifications associated with changes in electronic structure as these heterostructures are created. There are several reasons for this, including challenges in obtaining direct structural information on ultrathin layers, lack of structural information from common analytical techniques used to confirm layering, and the initial systems investigated being rigid layers with van der Waals gaps on both sides in the bulk (graphene, HBN, transition metal dichalcogenides, etc.) where only small distortions might be expected.

Since there are a limited number of rigid structures with a narrow subset of properties, researchers have begun to explore 2D layers of compounds with 3D structures. Structural changes are more pronounced in 2D layers of materials with bulk 3D structures as the layers distort to stabilize dangling bonds at the interfaces. For example, bilayers of bulk rock salt structured constituents between dichalcogenide layers distort significantly, with the cations moving as much as 0.2 Å towards the anion layers in the dichalcogenide.\textsuperscript{14,15} As the thickness of rock salt structured layers is increased, the distortions evolve towards a bulk structure with a surface distortion at the interface.\textsuperscript{14,16} These structural distortions reflect changes in the free energy landscape as the ratio of atoms at the interface relative to those interior decreases. The properties of these heterostructures have been observed to systematically change as layer thicknesses are varied, reflecting the interactions between the layers.\textsuperscript{17–19} Understanding how structural distortions in 3D materials change as their thickness approaches the 2D limit and how these distortions impact their properties is necessary to design heterostructures with specific properties.

This paper investigates structural transitions in SnSe as a function of layer thickness in heterostructures also containing a TiSe\textsubscript{2} monolayer.
The naming convention for these structures is \([\text{SnSe}_{1+\delta}]_m\text{TiSe}_2\), where \(m\) is the number of SnSe bilayers between the single layers of TiSe\(_2\) and the \(1+\delta\) term accounts for the difference in basal plane area between the two constituents. SnSe was chosen because bulk SnSe undergoes a structural transition from the room temperature phase, \(\alpha\)-SnSe (GeS structure, \(Pcmm\)), to the high temperature \(\beta\)-SnSe (TII structure, \(Cmcm\)) structure.\(^{20}\) Von Schnering and coworkers investigated this phase transition in detail as a model system to test Landau theory predictions about symmetry-breaking changes in solids.\(^{21-23}\) They found that the distortion is second order, with the Sn and Se \(x\)-coordinates changing continuously between the distorted \(\alpha\)-SnSe structure and the undistorted \(\beta\)-SnSe structure. This investigation probes how the SnSe structure is impacted by layer thickness when stacked in a heterostructure. SnSe has been incorporated into heterostructures with several TX\(_2\) layers, where T = V, Nb, Mo, and Ta.\(^{19,24-27}\) In this work TiSe\(_2\) was chosen as a second constituent because (SnSe)\(_{1.21}\)(TiSe\(_2\)) prepared from modulated reactants is unique in having long range order, where the SnSe structure distorts to obtain an epitaxial relationship with TiSe\(_2\).\(^{28}\) Increasing the thickness of the SnSe constituent will create a competition between the surface free energy, which favors the formation of an epitaxial relationship, and the bulk free energy, which would be expected to result in a bulk structure for a sufficiently thick SnSe layer. In-plane X-ray diffraction (XRD) revealed that as the thickness of the SnSe layer is increased, the structure distorts significantly from a rectangular in-plane unit cell when \(m = 1\) to a different rectangular unit cell that is related to the bulk \(\alpha\)-SnSe orthorhombic structure for \(m = 4\). High angle annular dark field scanning transmission electron microscopy (HAADF-STEM) images reveal a variety of stacking sequences of the SnSe bilayers as the SnSe thickness increases. Density functional theory (DFT) calculations suggest that the structural changes cannot be explained by
isolated SnSe layers but are impacted by interactions between the constituent layers. Electrical transport measurements reveal independent changes in the signs of the Hall coefficient and Seebeck coefficient with increasing $m$ and changes in temperature, reflecting the complex interactions between the layers. This is the first time p-type behavior has been observed in $(\text{MSe})_m(\text{TiSe}_2)_n$ compounds. The interplay between constituent layers provides an opportunity to customize desired properties by adjusting the identity, thickness and/or stacking sequence of 2D layers.

7.2. Results and Discussion

7.2.1. Synthesis

The modulated elemental reactants (MER) approach was used to prepare the targeted $[(\text{SnSe})_{1+\delta}]_m\text{TiSe}_2$ ferecrystaline compounds (turbostratically disordered polymorphs of misfit layer compounds).\textsuperscript{29,30} The deposition parameters required to prepare layered amorphous precursors that closely resemble the targeted structure in both local composition and layer thickness were determined using an iterative approach. This involved preparing a series of precursors of the sequence \{1 × [Ti|Se] + $m$ × [Sn|Se]\} with varying $m$ and $n$ values, measuring their compositions via electron probe microanalysis (EPMA), measuring the thickness of the repeating amorphous sequence via X-ray reflectivity (XRR), and interpolating to obtain desired compositions and thicknesses as described previously.\textsuperscript{24} Once the deposition was calibrated, precursors for each of the targeted $[(\text{SnSe})_{1+\delta}]_m\text{TiSe}_2$ compounds were prepared by depositing the \{[Ti|Se] + $m$ × [Sn|Se]\} sequence the required number of times to obtain the desired total thickness. An annealing study was conducted to determine optimum annealing temperatures and times to transform the designed precursors into the targeted compounds. The line widths and intensities of the reflections in specular XRD were used to assess the quality of the samples. A temperature of 350 °C for 30
minutes was selected as the optimum annealing conditions to crystallize the desired products. These conditions were the same as those used previously to prepare \((\text{SnSe})_{1.2}\text{TiSe}_2\).\textsuperscript{31}

### 7.2.2. Structure

The specular XRD patterns of the annealed precursors are shown in Figure 7.1. Only \((00l)\) reflections are observed in the patterns, indicating that the \(c\)-axis of the targeted compounds is perpendicular to the Si substrate. All reflections are narrow, sharp, and can be indexed to a single family of planes suggesting that a single repeating structure is formed. The calculated \(c\)-axis lattice parameters for the products are summarized in Table 7.1. As the number of SnSe bilayers deposited in the precursor increases, there is a systematic increase in the \(c\)-axis lattice parameter of 5.79(1) Å per bilayer of SnSe in \([(\text{SnSe})_{1+\delta}]_m\text{TiSe}_2\). This result is consistent with the 5.77(5) Å and 5.806(2) Å increase in the \(c\)-axis lattice parameter per SnSe bilayer reported for \([(\text{SnSe})_{1+\delta}]_m[\text{NbSe}_2]_n\) and \([(\text{SnSe})_{1+\delta}]_m[\text{MoSe}_2]_n\) based compounds, respectively.\textsuperscript{17,32}

Extrapolating this relationship to \(m = 0\), the thickness of the single TiSe\(_2\) layer is 6.25(3) Å in each compound, which is thicker than the \(c\)-axis lattice parameter of bulk TiSe\(_2\) (6.008 Å)\textsuperscript{33} and the thickness per TiSe\(_2\) layer in \((\text{PbSe})_{1+\delta}[\text{TiSe}_2]_n\) (6.03 – 6.04 Å) obtained from the change in \(c\)-axis lattice parameter as \(n\) is varied.\textsuperscript{18,34,35} The larger value reflects the different species interacting across the van der Waals interface. A single TiSe\(_2\) layer has two TiSe\(_2\)-SnSe interfaces that are mismatched and hence cannot nest together. The extrapolated TiSe\(_2\) thickness in the \([(\text{SnSe})_{1+\delta}]_m\text{TiSe}_2\) compounds also reflects other interactions between the constituents, such as charge transfer.

In-plane diffraction patterns were collected to characterize the basal plane structures of the constituent layers and are shown in Figure 7.2a. All observed reflections can be indexed to either a hexagonal unit cell for TiSe\(_2\) or a rectangular unit cell for SnSe, except for reflections
marked with a cross. The extra reflections at 48° in the m = 2-4 patterns and at 90° for m = 2, 4 patterns are consistent with (110) and (300) SnSe₂ reflections and are likely the result of a slight excess of Sn and Se in the precursor. The in-plane lattice parameters for each constituent were refined using a full pattern Le Bail fit and are summarized in Table 7.1. The results of the fits can be found in Figures D.1-D.4 in the Supporting Information. The larger errors in the TiSe₂ lattice parameters relative to the SnSe lattice parameters result from overlapping reflections, with only the (110) reflection of TiSe₂ being distinct from reflections of SnSe. The hexagonal TiSe₂ reflections yield a-axis lattice parameters of 3.56(1) Å, except for the m = 2 compound which has an a-axis lattice parameter of 3.60(5) Å. The larger error for the m = 2 compound is a consequence of the overlap of the TiSe₂ (110) reflection with the (110) SnSe₂ reflection (Figure 7.2a). These a-axis lattice parameters are within error of each other and are consistent with those previously reported for other ferecrystals containing TiSe₂ layers and the binary TiSe₂ compound.¹⁸,³⁴,³⁵,³⁷-³⁹ This suggests, the in-plane structure of TiSe₂ is independent of the SnSe layer thickness.

Surprisingly, the in-plane diffraction patterns for SnSe change considerably as m increases. Splitting, merging, and shifting of reflections indicate that the symmetry and lattice parameters change substantially as m is varied. Figure 7.2b contains an expanded view of a high angle region containing several reflections to highlight the changes in the in-plane unit cell of SnSe as m is increased. The m = 1 compound has two reflections occurring at 60.6° and 62.2° that can be indexed as the (400) and (040) reflections in a distorted rock salt structure. In contrast, the m = 4 compound has a single reflection at 61.3° that can be indexed as a (220) reflection of a rectangular basal plane unit cell, which is consistent with either a distorted α-SnSe or β-SnSe structure. The shifts in reflection positions for the m = 1 and m = 4 patterns require
different unit cells and indexing. This is most visible at higher angles (Figure 7.2c). At higher angles between 85° and 110°, the patterns for the $m = 2$ and $m = 3$ compounds have reflections at the same angles as for $m = 4$. Because of the similarity in the diffraction patterns, the $m = 2$ and $3$ compounds can be indexed in the same manner as the $m = 4$ compounds. When looking at the reflection around 69°, the $m = 1$ and 4 compounds are clearly rectangular as indicated by the splitting of the peak. Although no splitting is observed for the $m = 2$ and 3 compounds, a line width broadening of the $h \neq k$ reflections compared to the $h = k$ reflections is present suggesting the basal plane is rectangular for these compounds as well.

![Specular X-ray diffraction scans of [(SnSe)$_{1+\delta}$)$_m$TiSe$_2$ compounds (m = 1-4). The intensity is plotted on a log scale to enhance weak reflections. Miller indices are provided for select reflections and asterisks indicate reflections from the Si substrate.](image)

**Figure 7.1.** Specular X-ray diffraction scans of [(SnSe)$_{1+\delta}$)$_m$TiSe$_2$ compounds (m = 1-4). The intensity is plotted on a log scale to enhance weak reflections. Miller indices are provided for select reflections and asterisks indicate reflections from the Si substrate.
Table 7.1. Lattice parameters, and misfit parameters for [(SnSe)$_{1+\delta}$]$_m$TiSe$_2$ compounds.

<table>
<thead>
<tr>
<th>$m$</th>
<th>SnSe $a$ (Å)</th>
<th>SnSe $b$ (Å)</th>
<th>TiSe$_2$ $a$ (Å)</th>
<th>$1 + \delta$</th>
<th>c (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.1036(6)</td>
<td>5.9787(4)</td>
<td>3.56(1)</td>
<td>1.203(9)</td>
<td>12.04(1)</td>
</tr>
<tr>
<td>2</td>
<td>4.2320(7)</td>
<td>4.2887(7)</td>
<td>3.60(5)</td>
<td>1.24(7)</td>
<td>17.84(1)</td>
</tr>
<tr>
<td>3</td>
<td>4.2487(4)</td>
<td>4.3126(4)</td>
<td>3.56(1)</td>
<td>1.198(7)</td>
<td>23.64(1)</td>
</tr>
<tr>
<td>4</td>
<td>4.2401(4)</td>
<td>4.3196(5)</td>
<td>3.56(1)</td>
<td>1.196(8)</td>
<td>29.42(2)</td>
</tr>
</tbody>
</table>

Changes in the structure of SnSe layers with thickness have previously been reported for both misfit layer compounds and ferrecrystals. In misfit layer compounds, bilayers of SnSe adopt a distorted NaCl structure, where the Sn atoms move towards the dichalcogenide and the Se atoms are displaced away from it. There are additional distortions due to the structures adopting a common in-plane lattice parameter in one direction. In ferrecrystals, the Sn atoms also move towards the dichalcogenide and the Se atoms are displaced away from it. However, the in-plane structure of the SnSe layer changes with thickness while the dichalcogenide unit cell does not vary. In compounds with a single SnSe bilayer ($m = 1$), the basal plane unit cell of the SnSe is typically square or very close to square. Thicker SnSe layers have rectangular in-plane unit cells that approach the bulk low temperature structure ($\alpha$-SnSe) as $m$ increases. This trend is observed for the $m \geq 2$ compounds reported herein, with $m = 1$ deviating significantly. As reported previously, however, (SnSe)$_{1.21}$TiSe$_2$ is the only example of a compound that forms large domains with ordering between the constituent layers when prepared via the low temperature self-assembly of a layered precursor. It is thought that the epitaxial relationship results from a coincidental lattice match between SnSe and TiSe$_2$. The $m = n =$
Figure 7.2. (a) In-plane diffraction pattern of the [(SnSe)$_{1+\delta}$]$\!_m$TiSe$_2$ compounds where $1 \leq m \leq 4$. The reflections are indexed to either SnSe or TiSe$_2$, with a single impurity peak being indexed to SnSe$_2$ (denoted with a + symbol). (b) Expansion of the high-angle region emphasizing the change in the SnSe reflections at approximately 61° and 69° that occurs as $m$ is increased from 1 to 4. (c) Expansion of a higher angle region that highlights the reflection differences between the $m = 1$ and $m \geq 2$ in-plane diffraction patterns.
1 compound is best described as a misfit layer compound with a large number of rotational defects present. The significant changes in structure as \( m \) is increased reflect the decreased importance of surface free energy as the thickness of the SnSe layer is increased.

In contrast to the \( m = 1 \) compound, the SnSe layer in the \( m = 4 \) compound has an in-plane structure that is closest to the bulk, reflecting a decrease in the surface to volume ratio of the SnSe layer. The structure is indexed to a rectangular in-plane unit cell and the \( a \) and \( b \) lattice parameters are similar to those measured for the bulk at a temperature of approximately 700 K as it transforms between the \( \alpha \)-SnSe and \( \beta \)-SnSe structures. Similar changes in the basal plane structure as a function of \( m \) have been previously observed in the \([\text{SnSe}]_1^{+}\delta[m][\text{TaSe}_2]_n\) and \([\text{SnSe}]_1^{+}\delta[m][\text{MoSe}_2]_n\) systems. The lattice parameters for the compounds with \( m = 2 \) and 3 are similar to the in plane lattice parameters of either the \( \alpha \)-SnSe structure at 800 K or the \( \beta \)-SnSe structure at 825 K. The lattice parameters, however, are smaller than those reported for \( \beta \)-SnSe. If the \( m \geq 2 \) compounds possessed either the GeS or TlI SnSe bulk structure, the (100) reflection would be extinct. Its presence indicates the existence of small distortions that change the atomic positions within the \( ab \)-plane. The large difference between the lattice parameters for \( m = 1 \) and \( m \geq 2 \) results from redefining the unit cell from a face centered unit cell to a primitive unit cell to be consistent with von Schnering and coworkers. The relationship between the two different unit cells and the shift in atomic positions that require this re-indexing is shown in Figure 7.3. The redefinition of the unit cell results in a change in the formula units per cell from 4 to 2. Despite the change in lattice parameters, the misfit parameters \( 1+\delta \) (the ratio of the in-plane packing density between the two constituents) only range from 1.20 to 1.24, which are within error of one other. The change in SnSe structure with thickness suggests that the energetic cost of distorting the
interior of the SnSe layer to achieve a lattice match is higher than the energy gain resulting from a more coherent interface with TiSe$_2$. In the $m = 1$ case, however, there are no interior atoms to compete with the surface stabilization gained by the tetragonal distortion.

**Figure 7.3.** Schematic of shifting atomic positions of the SnSe constituent of $[(\text{SnSe})_{1-\delta}]_m\text{TiSe}_2$ causing a redefinition of the in-plane unit cell from the $m = 1$ compound to the $m \geq 2$ compounds.

HAADF-STEM was collected to further probe the layering, in-plane structure, and connectivity between the layers of the compounds. Representative images are shown in Figure 7.4. The two constituents are distinguished by the different contrasts in the image, with the SnSe layers appearing brighter and the TiSe$_2$ appearing darker. The interfaces between the different constituents in all images are atomically abrupt and smooth, reflecting diffusion during the self-assembly process, which corrects for local variations in either thickness or composition. Where zone axes are observed for the darker TiSe$_2$ layers, they are those expected for a CdI$_2$-structured TiSe$_2$ with octahedrally coordinated Ti. The SnSe layers are consistent with the in-plane diffraction data. Figure 7.4a shows that the sequence of layers is consistently repeated throughout the entire film in agreement with the diffraction data.
Figure 7.4. HAADF-STEM images of [(SnSe)_{1.6}]_mTiSe_2 compounds (m ≤ 3). (a) An image of (SnSe)_{1.20}TiSe_2 showing the consistent alternation of the two constituent structures throughout the entire film. The bright layers correspond to SnSe while the darker layers correspond to TiSe_2. (b) Enlarged image of [(SnSe)_{1.20}]_1TiSe_2 showing the local atomic structure. Repeating orientations in some areas of the film support previous reports of regions of long range coherence. (c) A magnified image of [(SnSe)_{1.24}]_2TiSe_2 showing the pairing of the SnSe layers. Multiple orientations for the same constituent are observed throughout the film demonstrating the turbostratic disorder present in all compounds. (d) An expanded image of [(SnSe)_{1.20}]_3TiSe_2 showing the disorder between the different bilayers of SnSe.

The images of the m = 1, m = 2, and m = 3 compounds, Figures 7.4b, 7.4c, and 7.4d, respectively, show that the targeted structures were prepared. Small regions with substitutional defects, where TiSe_2 replaces
a portion of an SnSe bilayer, can occasionally be found when surveying all of the images. These types of substitutional defects that have been observed previously in ferecrystalline compounds are an artifact of the self-assembly and correlated with small deviations in precursor composition from that of the targeted compound. Small regions of SnSe$_2$ are also observed at the surface and the film/substrate interface in some films (Figure D.5 in the Supporting Information), explaining the low intensity SnSe$_2$ reflection observed in the in-plane diffraction. This surface SnSe$_2$ is postulated to form as excess Sn and Se migrate out of the sample as the superstructure self-assembles.

The HAADF-STEM images provide information about the alignment between constituent layers at the atomic level that is absent from the diffraction data due to the preferred alignment and turbostratic disorder. Regions with long range order and regions of rotational disorder are observed in the $m = 1$ compound (Figure 7.4b). In the $m \geq 2$ images no long-range order between the constituent layers is observed. The extensive rotational disorder between SnSe and TiSe$_2$ layers is consistent with the independent in-plane lattice parameters determined from the X-ray diffraction patterns. The rotational disorder in the $m \geq 2$ compounds is consistent with previous reports of $[(\text{SnSe})_{1+\delta}m][\text{TSe}_2]_n$ compounds synthesized using the modulated elemental reactants approach.

The STEM images reveal several structural changes and stacking sequences in SnSe layers that are not expected from the bulk structure. The SnSe layers in compounds with $m \geq 2$ distort, forming pairs of atomic planes referred to in the following as bilayers. A similar distortion into pairs of layers was observed for thin PbSe layers and rationalized as an interplay between volume and surface free energy. The spacing between bilayers is larger than the spacing within them, consistent with distorted $\alpha$-SnSe (GeS structure) or $\beta$-SnSe (TII structure) and in contrast to the equally spaced atomic planes in a rock salt structure.
(Figures 7.4c and 7.4d). Where zone axes are observed for the SnSe layers, most of the layers stack on top of one another with the cations alternating with the anions in a face centered arrangement, which is consistent with a distorted rock salt structure, but also with the (100) zone axis of α-SnSe and β-SnSe. Occasionally, the bilayers stack with the cations aligned above each other as found along the (010) axis of the bulk α-SnSe structure and the (001) axis of the bulk β-SnSe structure, sometimes even within the same layer, as evident in areas highlighted in Figure 7.5. These unexpected stacking arrangements may reflect either the mechanism of formation,43 or the competition between the different SnSe structures.

**Figure 7.5.** An expanded HAADF-STEM image showing two different SnSe orientations within the same layer of [(SnSe)$_{1+δ}$]$_m$TiSe$_2$.

### 7.2.3. Calculations

Density functional theory (DFT) calculations were undertaken to understand the changes in structure of the SnSe layer with thickness and the shift in the location of different bilayers with respect to one another. In doing these calculations, there were two approximations to
choose between. One option would be to create a supercell and distort the structure of both constituents. Since the observed structures are not distorted and the layer orientation in the $m = 2 - 4$ compounds is random from layer to layer, this is a significant approximation. The other choice was to calculate the energy of isolated layers of each constituent, focusing on the energy differences between different constituents as a function of the thickness of the layer. Since creating a supercell would force a distortion in the structure of the layer whose structure we are trying to understand, we limited our calculations to vacuum isolated SnSe layers of different thickness.

DFT calculations were carried out on isolated multi-layers ($1 \leq m \leq 4$) using four different SnSe structures, as shown in Figure 7.6, to probe the observed structure changes as $m$ is increased. Figure 7.7 shows the evolution of the lattice parameters as a function of the number of bilayers. The GeS structure is the only structure type where the lattice parameters change significantly with thickness. The lattice parameters trend towards the calculated lattice parameters of the bulk structure at room temperature ($a = 4.56 \text{ Å}, b = 4.21 \text{ Å}$) as thickness is increased. This is consistent with DFT calculations using the optB88 functional published elsewhere,\textsuperscript{44} and with the experimental data for SnSe layers as a function of thickness in ferrocrystals with a variety of dichalcogenide layers.\textsuperscript{27} The lattice parameters for the GeS and NaCl-structured bulk structures are larger than the experimental bulk and thin film lattice parameters (GeS: $a = 4.450 \text{ Å}, b = 4.153 \text{ Å}$\textsuperscript{21}; NaCl: $a = 5.99 \text{ Å}$\textsuperscript{45}) as expected from GGA. The calculated bulk TII structure, on the other hand, has smaller lattice parameters ($a = 4.301 \text{ Å}, b = 11.808 \text{ Å}, c = 4.293 \text{ Å}$) than experimentally determined in bulk β-SnSe at 825 K ($a = 4.310 \text{ Å}, b = 11.705 \text{ Å}, c = 4.318 \text{ Å}$).\textsuperscript{21} The staggered structure converges to a rectangular basal plane, even when started as a square lattice. To account for possible van der Waals interactions, we also included
dispersion corrections using Grimme’s DFT-D2 method. Including these corrections results in improved bulk lattice parameters for α-SnSe \((a = 4.407 \, \text{Å}, \, b = 4.185 \, \text{Å}, \, c = 11.626 \, \text{Å})\) and NaCl-structured SnSe \((a = 5.949 \, \text{Å})\). For β-SnSe, the lattice parameters are further decreased \((a = 4.218 \, \text{Å}, \, b = 11.675 \, \text{Å}, \, c = 4.245 \, \text{Å})\). The lattice parameters obtained with DFT-D2 follow the same trend for isolated layers as when using the uncorrected PBE, albeit with smaller lattice parameters and \(a/b\) ratios. The structures of the isolated layers distort along the \(c\)-axis where the Se atoms are distorted into the vacuum region with respect to the Sn atoms, except for the single bilayer where the Sn atoms are distorted into the vacuum region. The degree of distortion increases with increasing number of bilayers from 0.01 Å to 0.04 Å (0.02 Å to 0.09 Å for DFT-D2). Layers adjacent to the vacuum region show larger distortions than layers adjacent to other SnSe layers. The trends of the distortion with \(m\) are consistent with structural refinements of SnSe layers observed in \([\text{(SnSe)}_{1+\delta}]_m[(\text{NbSe}_2)]_n\) and \([\text{(SnSe}_{1+\delta}]_m[(\text{MoSe}_2)]_n\),\(^{25,47}\) although the magnitude is smaller than observed experimentally.

**Figure 7.6.** Relaxed structures of two SnSe bilayers for the different polytypes used in the DFT calculations viewed along the [010] axis. Sn atoms are blue and Se atoms are red.
Figure 7.7. In-plane lattice parameters for the $a$-axis (a), (b) and the $b$-axis (c), (d) of the different SnSe polymorphs as a function of the number of bilayers. (a) and (c) were calculated without a van der Waals functional. (b) and (d) were calculated with the DFT-D2 van der Waals functional. Including the DFT-D2 van der Waals functional does not change the trends in lattice parameters of the polymorphs as the number of bilayers is increased. The lattice parameters for the NaCl and staggered structures are given in their primitive lattices. The experimental lattice parameters for $m = 1$ were normalized to give a better comparison to the lattice parameters for $m > 1$.

Total energies were calculated for each of the structures for different thicknesses as shown in Table 7.2. The GeS structure has the lowest total energy per formula unit (f.u.) for all investigated numbers of bilayers. The TII structure is $15 – 17$ meV/f.u. higher in energy than GeS, and this energy difference is nearly independent of the thickness of SnSe. The energy differences to the NaCl structure and its staggered derivative systematically increase relative to the GeS structure as the SnSe
thickness is increased. While the trends are similar when dispersion corrections are included, the magnitude of the energy differences change significantly for \( m \geq 2 \). Using DFT-D2, the TII structure is much closer in energy to the GeS structure (< 5 meV/f.u.) and the NaCl structure is much higher in energy (> 50 meV/f.u.). This suggests that there are significant van der Waals interactions in the GeS and TII structures that stabilize them compared to the rock-salt type structures. For one bilayer, however, the energy difference between the GeS and the NaCl structure is only 3 meV/f.u. (2 meV/f.u. using DFT-D2), indicating that both structures are almost equally stable. This also suggest that van der Waals interactions primarily occur between and not within the bilayers. It is known that in ferrocrystals, compounds with SnSe monolayers can, depending on the adjacent transition metal dichalcogenide, adopt square (V, Mo, Ta) or rectangular (Ti, Nb) basal planes.\(^{27}\) To probe the energy penalty for creating the rectangularly distorted NaCl lattice, additional calculations were performed. Calculations with a rectangular NaCl starting structure lattice converged to a square structure. However, relaxing only the atomic positions and the in-plane lattice parameters while keeping the \( a/b \) ratio fixed at the experimentally determined ratio yields a rectangular structure with a total energy that is only 3 meV/f.u. larger than the undistorted NaCl structure. The relaxed lattice parameters, 6.169 Å and 6.047 Å (6.094 Å and 5.974 Å using DFT-D2) for the \( a \)-axis and the \( b \)-axis, respectively, are in good agreement with the experimental lattice parameters for \((\mathrm{SnSe})_{1.20}\mathrm{TiSe}_2\). Any surface stabilization by forming a commensurate interface with the TiSe\(_2\) layers is not included in these calculations, so the small energy difference in our calculations suggest that a single SnSe bilayer can easily distort to form a commensurate lattice with TiSe\(_2\). However, additional interactions must be present that raise the energy of the GeS structure above the energy of the NaCl structure.
Table 7.2. Total energy differences per formula unit $\Delta E_{GeS}$ of the polymorphs with respect to the GeS ($\alpha$-SnSe) structure as a function of the number of bilayers. Values in parentheses represent values obtained using DFT-D2.

<table>
<thead>
<tr>
<th>Layers</th>
<th>TII</th>
<th>NaCl</th>
<th>Staggered</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>3 (2)</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>15 (3)</td>
<td>11 (51)</td>
<td>12 (35)</td>
</tr>
<tr>
<td>3</td>
<td>16 (4)</td>
<td>15 (60)</td>
<td>17 (45)</td>
</tr>
<tr>
<td>4</td>
<td>15 (4)</td>
<td>17 (62)</td>
<td>19 (51)</td>
</tr>
</tbody>
</table>

For $m > 1$, the energy of the NaCl structure per formula unit increases significantly relative to GeS and TII due to the stabilizing effect of van der Waals interactions in the GeS and TII structures. Hence, it is not energetically favorable to maintain a lattice match with the TiSe$_2$ layers. Instead, the symmetry of the in-plane lattice is consistent with the GeS or TII structure with a steadily increasing $a$-axis lattice parameter and a nearly constant $b$-axis lattice parameter. This behavior is consistent with the DFT results of GeS-structured SnSe layers, albeit with a much smaller slope. The values of the experimental lattice parameters on the other hand are more consistent with the TII structure. The transition from the GeS to the TII structure is second order, and the observed (100) reflection in the in-plane diffraction pattern should be extinct in either structure, suggesting that neither structure describes the in-plane symmetry completely. The interactions with the TiSe$_2$ layers that raise the energy of the GeS structure above the energy of the NaCl structure for $m = 1$ could also raise the energy of the GeS structure to a value similar to the energy of the TII structure for $m > 1$, resulting in a competition between these two structure types. It is thus plausible that the actual structure is an interpolation between the GeS and the TII.
structure, which cannot be determined conclusively without including the interactions between the TiSe$_2$ and SnSe layers. More experimental evidence is needed to determine the exact structure (or structures) the SnSe layers adopt for $m = 2$ and $3$. These results, in combination with experimental data, suggest that the van der Waals interactions inside the SnSe layers significantly stabilize the GeS and the TlI structures, resulting in a competition between these two structures during growth.

The HAADF-STEM image of [$(\text{SnSe})_{1.20}]_3\text{TiSe}_2$ (Figure 7.4d) shows SnSe layers that are inconsistent with any zone axis of a single SnSe structure, but instead show a single $\beta$-SnSe unit cell with half of another $\beta$-SnSe unit cell shifted by half a lattice constant. DFT calculations on these shifted unit cells show only a small energy difference between them and undistorted $\beta$-SnSe with three bilayers (see Supporting Information Figure D.6 and Table D.1). Since Sn(II) has a lone pair, we calculated the electron localization functions (ELFs) for the different structures and layer thicknesses. For the GeS structure, the Sn atoms in the surface layer have prominent ELFs that project out into the vacuum. The Sn atoms in the inner layer have less pronounced lone pairs again pointed outward towards the adjacent bilayer. Thus, the interface consists of lone pair electrons of Sn and Se in each bilayer projected towards each other. This suggests that there is little penalty to grow these layers with or without this defect, so the structure of SnSe with three bilayers may depend entirely on nucleation and growth kinetics.

### 7.2.4. Transport Properties

The structural changes with thickness also result in changes in the electronic structure, which will impact the trends in transport properties of these compounds. Temperature dependent resistivity data collected on the title compounds are shown in Figure 7.8. The resistivity of the $m = 2$, $3$ and $4$ compounds are all larger than the previously reported $m = 1$ compound.$^{31}$ The highest resistivity measured is for the $m$
= 2 compound, with subsequent increases in \( m \) resulting in lower resistivity. This behavior is opposite to that observed previously for \([\text{SnSe}]_{1+\delta}m\text{NbSe}_2\), where an increase in the thickness of SnSe resulted in a systematic increase in resistivity.\(^{44}\) This difference reflects the impact of structural changes with thickness of the SnSe layer and interactions between the layers on the electronic properties of these materials. At low temperatures, the resistivity increases as temperature is decreased for all compounds, where the overall magnitude of this upturn decreases with increasing \( m \). The increase in resistivity is not exponential as expected for a traditional semiconductor and is not pronounced enough to suggest a metal-insulator transition.\(^{48}\) The much weaker temperature dependence is consistent with a metal or heavily doped semiconductor where carrier localization is occurring at low temperatures, but the possibility of the upturn being the result of a charge density wave in the TiSe\(_2\) layer cannot be excluded.\(^{49,50}\) Similar upturns in resistivity are observed at low temperatures in \([\text{PbSe}]_{1+\delta}m\text{TiSe}_2\)_\(_n\) compounds. In the \([\text{PbSe}]_{1+\delta}m\text{TiSe}_2\)_\(_n\) compounds, however, there is a decrease in resistivity as temperature is decreased prior to the upturn.

![Figure 7.8](image)

**Figure 7.8.** Temperature dependent resistivity measurements of the \([\text{SnSe}]_{1+\delta}m\text{TiSe}_2\) compounds with \( m = 1-4 \). Measurements of two different \( m = 1 \) samples are plotted to show reproducibility of their behavior.
Hall effect measurements (Figure 7.9) were collected to provide additional information about the electronic properties. For all compounds, the Hall coefficient changes only slightly with temperature in an approximately linear fashion, which is inconsistent with semiconducting behavior. This suggests the low temperature upturns in resistivity are caused by a change in mobility with temperature or a more complex two-carrier behavior. The Hall coefficient varies systematically with \( m \) and changes sign as \( m \) is increased. The Hall coefficient for the \( m = 1 \) compound is negative and stays constant with temperature, as expected for a simple metal, indicating electrons are the majority carrier. The Hall coefficient for the \( m = 2 \) compound decreases as the temperature is lowered, switching sign at approximately 160 K, indicating a change in the majority carrier type from holes to electrons. The \( m = 3 \) compound has a positive Hall coefficient at all temperatures and the \( m = 4 \) compound has a larger positive Hall coefficient at all temperatures. The positive room temperature Hall coefficients suggest holes are the majority carrier. The changes in the magnitude of the Hall coefficient as \( m \) increases and the positive signs are not consistent with prior models where transport properties were assumed to be dominated by electrons in TiSe\(_2\) resulting from charge donation from SnSe to TiSe\(_2\). The magnitude of the Hall coefficients as \( m \) increases and as temperature is decreased, combined with the resistivity data discussed previously, also suggests that the average carrier mobility significantly increases as \( m \) is increased and varies with temperature.

Room temperature Seebeck coefficients (\( \alpha \)) were measured for all the compounds to gain more information about the change of carrier type as \( m \) and temperature are varied. The results are summarized in Table 7.3. Like the Hall coefficient, the Seebeck coefficient also changes sign as \( m \) is increased. The sign of the Seebeck coefficient agrees with the sign of the Hall coefficient for \( m = 1, 3, 4 \), indicating agreement in majority
carrier type. The $m = 2$ compound, however, displays a positive Hall coefficient and a negative Seebeck coefficient, which indicates that both carrier types contribute to the observed conductivity. This is consistent with the change in the Hall coefficient as a function of temperature.

**Figure 7.9.** Temperature dependent Hall coefficients for $[(\text{SnSe})_{1+\delta}]_m\text{TiSe}_2$ compounds.

**Table 7.3.** Room temperature transport properties for $[(\text{SnSe})_{1+\delta}]_m\text{TiSe}_2$ compounds.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\rho$ (T = 295 K)</th>
<th>$R_H$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>((\mu\Omega)m)</td>
<td>(cm$^3$/C)</td>
<td>((\mu)V/K)</td>
</tr>
<tr>
<td>1 (A)</td>
<td>15(1)</td>
<td>-0.0044(1)</td>
<td>-75(3)</td>
</tr>
<tr>
<td>1 (B)</td>
<td>12(1)</td>
<td>-0.0034(1)</td>
<td>-77(3)</td>
</tr>
<tr>
<td>2</td>
<td>24(1)</td>
<td>0.0064(1)</td>
<td>-29(1)</td>
</tr>
<tr>
<td>3</td>
<td>21(1)</td>
<td>0.021(1)</td>
<td>2(1)</td>
</tr>
<tr>
<td>4</td>
<td>19(1)</td>
<td>0.032(1)</td>
<td>22(1)</td>
</tr>
</tbody>
</table>

Historically, the band structures of both misfit layer compounds and ferrocrystals have been discussed using a rigid band approximation,
with MX bands and TX$_2$ bands only slightly perturbed by the interface and the charge transfer between them.$^{51}$ For most misfit layer compounds and fercrystals containing TiSe$_2$ it appears that the rock salt layers “dope” the dichalcogenides to which then dominate transport. For example in the analogous [(PbSe)$_{1+\delta}$$]_m$TiSe$_2]_n$ compounds where $m = n,$$^{52}$ a donor-acceptor behavior between the PbSe and TiSe$_2$ layers was suggested and the establishment of a space-charge region near the interface was used to describe the transport. The data is consistent with the relative position of the Fermi level remaining unchanged as $m$ and $n$ are simultaneously increased. The trends in the transport properties as $m$ is varied in [(SnSe)$_{1+\delta}]_m$TiSe$_2$ are more complicated as the band structure is being altered due to structural distortions within the SnSe constituent and the ratio of $m$ to $n$ is also being changed.

The complex variation of the structure and electrical properties indicate that these compounds cannot be thought of as simple composites where the properties of the individual constituents can be summed to obtain the properties of the intergrowth. DFT, XRD, and STEM data all indicate that the structure of the SnSe constituent is changing with thickness and that the interactions between the SnSe and TiSe$_2$ are important. Charge transfer is likely a function of structure, the $m/n$ ratio, and the interaction between the constituents. The changes in transport properties reflect the change in SnSe structure with thickness. Given the 2$^{nd}$ order phase transition in bulk SnSe with temperature, it is likely that the changes in the temperature dependence of the electrical data could result from structural transitions with temperature.

7.3. CONCLUSION

Three new [(SnSe)$_{1+\delta}]_m$TiSe$_2$ compounds were synthesized using modulated elemental reactants as precursors. Control of the nanoarchitecture was achieved by systematically increasing the number of SnSe layers in the repeating unit of the precursor. As the SnSe block
thickness is increased, the basal plane structure of SnSe evolves from rectangular \((m = 1)\) to an orthorhombic GeS related structure \((m = 4)\) with the \(m = 2, 3\) compounds having related distorted structures. This evolution indicates that the energetic cost of distorting to form an epitaxial interface with TiSe\(_2\) increases as the number of interior layers increases. This is consistent with DFT calculations and can be attributed to stabilizing van der Waals interactions. For SnSe blocks with \(m = 3\), shear defects are observed within the same repeating unit. DFT calculations showed that the different shear structures and the undistorted structure of \(\beta\)-SnSe are very close in energy, suggesting that the existence of these defects depend on nucleation and growth kinetics. The compounds also display unexpectedly complex electrical properties, with resistivity decreasing as the thickness of the SnSe layer is increased, and the carrier type changing as \(m\) and temperature are varied. The evolving structure and electrical properties suggest the interactions between constituents are complicated and the previously used simple models based on rigid bands and charge transfer between the constituents is not appropriate for these compounds. Further investigations into this behavior are necessary to fully understand the cause of the upturn at low temperatures in the resistivity and the change in carrier type with increasing number of SnSe layers.

7.4. Materials and Methods

Precursors were synthesized in a high-vacuum physical vapor deposition system, with depositions occurring at pressures below \(5 \times 10^{-7}\) Torr. Tin (Alfa Aesar, 99.98%) and titanium (Alfa Aesar, 99.99%) metals were deposited using electron beam guns, and selenium was deposited using an effusion cell. A computer controlled pneumatic shutter system was used to control the sequence and thickness of the elemental layers.\(^{53}\) The rate of deposition and the thickness of the elemental layers were measured using quartz crystal microbalances, with rates maintained at
0.1 - 0.3 Å/s at the substrate. The elemental layers were deposited in a \( \{ \text{Ti-Se-(Sn-Se)}_m \} \) sequence, with the number of sequential Sn-Se repeats, \( m \), equal to the number of Sn-Se bilayers desired in the targeted compounds. The \( \{ \text{Ti-Se-(Sn-Se)}_m \} \) sequence was repeated to get a total film thickness of approximately 500 Å, a thickness convenient for thin film diffraction and electrical property measurements. Samples were prepared on either (100) Si with a SiO\(_2\) native oxide layer for structural and compositional characterization or fused silica for electrical characterization. Composition measurements used for the calibration of deposition parameters was performed using EPMA using a method described by Donovan et al.\(^{54}\) The precursors were annealed in an inert nitrogen environment \( (p[O_2] \leq 0.8 \text{ ppm}) \) at 350 °C for 30 minutes to self-assemble the mostly amorphous precursors into the desired products.

The structure of the precursors and products were determined using XRD and electron microscopy studies. Specular XRD and XRR were used to determine the compound’s superstructure and the total film thickness, respectively, using a Bruker D8 Discover. Constituent in-plane structures were characterized using an in-plane diffraction geometry on a Rigaku SmartLab diffractometer. All diffraction experiments were conducted using a Cu K\( _\beta \) radiation source with a nickel filter used to remove any Cu K\( _\beta \) radiation. In-plane lattice parameters were refined with the Le Bail Method\(^{36}\) using the FullProf suite which takes into account both signal from both the Cu K\( _\alpha(1) \) and Cu K\( _\alpha(2) \) radiation.\(^{55,56}\)

High angle annular dark field scanning transmission electron microscopy (HAADF-STEM) data was collected at Pacific Northwest National Laboratory using a probe aberration-corrected FEI Titan 80-300 STEM. Electron-transparent cross-sectional lamellae of the samples were prepared using an FEI Helios 600 Ga\(^+\) focused ion beam. A procedure
was employed similar to the Wedge Prep method described by Schaffer\textsuperscript{57} with final thinning and polishing performed using 2 keV ions.

Electrical resistivity and Hall effect measurements were conducted using the van der Pauw geometry on a home-made closed-cycle helium low temperature system using samples deposited on fused silica. Magnetic fields ranging from 0 kG to 16 kG were applied to the sample during the van der Paaw Hall measurement. The magnetic field was increased in steps, so 5 data points were taken for each of the four lead configurations. A straight line was fit to the change in Hall voltage as a function of field to obtain the Hall coefficient. Seebeck measurements were made on bar shaped samples with copper-constantan thermocouples. In this experiment, one end of the sample was cooled and the voltage between the same material thermocouple leads was measured.

DFT calculations were performed using the Vienna \textit{ab initio} simulation (vasp) package.\textsuperscript{58–60} The projector augmented wave (PAW)\textsuperscript{61,62} method was used to describe the interactions between the core and the valence electrons. Exchange and correlation were described using Perdew-Burke-Ernzerhof (PBE) functionals in the generalized-gradient approximation (GGA).\textsuperscript{63} A cut-off energy of 500 eV was used for all calculations. Calculations were carried out on isolated multilayers using a $15 \times 15 \times 1$ Monkhorst-Pack\textsuperscript{64} grid for GeS- and TlI-structured layers, and a $11 \times 11 \times 1$ Monkhorst-Pack grid for the other layers. To minimize interactions between periodic images, vacuum spacing of at least 20 Å was included between each multilayer. For bulk calculations, Monkhorst-Pack grids of $15 \times 15 \times 5$, $15 \times 5 \times 15$, and $11 \times 11 \times 11$ were used for the GeS structure, the TlI structure, and the NaCl structure, respectively. Self-consistency was achieved with an energy convergence of $10^{-6}$ eV. Atomic positions and in-plane lattice parameters were allowed to relax until the forces were smaller than 0.005 Å/eV and the stresses
were smaller than 0.01 GPa. For $\alpha$-SnSe, rock salt (NaCl structure, $Fm\bar{3}m$), and a staggered rock salt-related structure, (001) slabs of the bulk structures were used, and a (010) slab for $\beta$-SnSe. The calculations were carried out on two, three, and four bilayers of each polytype, and additionally on a single bilayer for the GeS and NaCl structures. Dispersion corrections were included using Grimme’s DFT-D2 functional.\textsuperscript{46} We chose this functional because it gave the best agreement with the bulk SnSe structure.

### 7.5. Bridge

Chapter 6 provided an in-depth investigation into the in-plane structure of $[(\text{SnSe})_{1.2}]_1[\text{TiSe}_2]_1$ compound and identified a distortion that occurs in the SnSe constituent to provide and accidental lattice match with the TiSe$_2$ constituent in order to lower the overall free energy of the system. Chapter 7 discussed the realization that when the number of SnSe layer within a repeating unit of a $[(\text{SnSe})_{1+\delta}]_n\text{TiSe}_2$ heterostructure is greater than 1, the SnSe basal plane structure can be re-indexed to a smaller unit cell that approaches the bulk structure of SnSe as the number of SnSe layers increases. This behavior and observed structural distortion as a function of nanoarchitecture greatly influences the observed transport behavior. As the number of SnSe layers increases there is a change in carrier type from holes to electrons which indicates that there is complex layer interaction occurring within these materials. To further probe this layer interaction without the influence of the structural distortion, a series of $[(\text{SnSe})_{1+\delta}]_1[\text{TiSe}_2]_q$ heterostructures were prepared and characterized. In this series, the number of TiSe$_2$ layers within the unit cell was increased while holding the number of SnSe layers constant at one layer. Chapter 8 provides a detailed study of the charge donation and layer interactions that occurs in this family of compounds.
CHAPTER VIII

INFLUENCE OF NANOARCHITECTURE ON CHARGE DONATION AND ELECTRICAL TRANSPORT PROPERTIES IN \((\text{SNSe})_{1.0}\)\([\text{TISE}_2]_Q\) HETEROSTRUCTURES

8.0. Authorship Statement

The manuscript that composes this chapter is currently under review to be published in JACS. Coauthors of this work include Dylan Bardgett, Sage Bauers, Thomas Kasel, Austin Mroz, Chris Hendon, Doug Medlin, and David Johnson. I am the primary author on this work. Dylan Bardgett aided in the data collection and analysis. Sage Bauers synthesized and characterized the samples. Thomas Kasel, Austin Mroz, and Chris Hendon completed the computational work included in this manuscript. Doug Medlin collected and analyzed the HAADF-STEM images presented in this paper as well as contributed to writing the manuscript. David Johnson is my advisor who assisted in the experimental design, analysis of data, and writing of the manuscript.

8.1. Introduction

While the ability to isolate graphene and other 2D materials has been known since the 1970’s, the discovery of an easy optical method to determine the thickness of these thin materials has facilitated an explosion of research activity.\(^1\) Researchers have discovered a number of unusual emergent properties, especially at the monolayer limit, including the conversion of indirect to direct band gaps,\(^2,3\) the observation of the fractional quantum Hall effect,\(^4\) the realization of Hofstadter’s butterfly,\(^5–7\) and advances in valleytronics.\(^8\) Researchers also discovered that “artificial” materials created by stacking different 2D layers in designed sequences have emergent properties and provide many experimental parameters (identity, properties, thickness, and sequence of layers) that can be used to modify and manipulate these properties.\(^9–12\) The
interaction between a 2D layer and a substrate or a neighboring 2D layers in heterostructures has been found to strongly impact the emergent electronic properties.\textsuperscript{13,14} The atomically flat interfaces between adjacent surfaces provides a large area where the orbitals extending from each layer overlap and interact, resulting in a significant renormalization of the electronic states. Due to the easy cleaving of the bulk materials along these crystal planes, the interactions between the layers have typically been described as weak van der Waals interactions, but the substrate dependent properties suggest stronger interactions are present. Understanding the interaction between layers and the impact of these interactions on the near Fermi energy electronic structure is critical to understand the evolution of emergent properties – a critical step in designing heterostructures for next generation devices.

There is significant evidence indicating the common assumption of weak van der Waals bonding between layers in a heterostructure is incorrect. Perhaps, the strongest piece of evidence for stronger interactions between layers in a heterostructure is the thermodynamic stability of the misfit layer compounds, compounds which contain alternating bilayers of a rock salt structure and a monolayer or bilayer of a transition metal dichalcogenide. These compounds are formed via direct reaction of the elements, such as Ti, Se, and Sn, at high temperatures for long time periods.\textsuperscript{15} The literature describes the bonding between the layers in these compounds as weak when the cation in the rock salt layer is divalent.\textsuperscript{16–18} For these compounds to be thermodynamically stable, however, the bonding between the rock salt structured bilayer and the dichalcogenide layer must be stronger than the sum of the ionic interaction within the bulk rock salt structure and the bonding between layers in the bulk dichalcogenide. A significant interaction between the layers of a heterostructure that is often ignored is charge transfer. Since the chemical potential and dielectric constants
of the various constituent layers will be dissimilar, the spatial extent, energies, and occupancy of these wavefunctions will be different in the heterostructure compared to their isolated layers. The resulting charge transfer, a fraction of an electron per formula unit of the constituents, can create a strong “ionic bond” across the interface that stabilizes these compounds.\textsuperscript{19} This charge transfer can have a dramatic effect on properties, such as emergent superconductivity of (SnSe)\textsuperscript{1.18}(TiSe\textsubscript{2})\textsubscript{2}.\textsuperscript{15}

In this paper, a series of [(SnSe)\textsuperscript{1+δ}]\textsubscript{m}[TiSe\textsubscript{2}]\textsubscript{q} heterostructures are synthesized to quantify the amount of charge transfer and probe the importance of charge transfer on the evolution of electrical properties as a function of layer thickness. This system was chosen because the electrical properties of TiSe\textsubscript{2} and misfit compounds containing TiSe\textsubscript{2} layers are well studied and known to be very sensitive to variations in carrier concentration, specific dopants, defect concentrations, and constituent structures.\textsuperscript{15,20–24} TiSe\textsubscript{2} has been reported to have a charge density wave, to be a heavily doped semiconductor, and is theoretically calculated to be a semiconductor with a small band gap if made defect free.\textsuperscript{20,25–27} SnSe has been reported to be a semiconductor, a promising thermoelectric material, and a topological crystalline material.\textsuperscript{28–30} The 1-1 misfit compound has regions of rotational disorder and is a normal metal, while the 1-2 misfit layer compound is superconducting.\textsuperscript{15,23,31} In the [(SnSe)\textsuperscript{1+δ}]\textsubscript{m}[TiSe\textsubscript{2}]\textsubscript{1} homologous series of compounds an unusual change in electronic properties were reported.\textsuperscript{24} Here, we prepared and structurally characterized the \( q = 1, 2, 3, 4, 6, 8, 11 \) and 15 heterostructures, which all contain a single SnSe layer separated by \( q \) layers of TiSe\textsubscript{2}. Though varying from their bulk counterparts, the constituent crystal structures do not change with nanoarchitecture. The electrical properties systematically evolve as \( q \) increases. The changes were successfully modeled based on a [(SnSe)\textsuperscript{1+δ}]\textsubscript{1} [[TiSe\textsubscript{2}]\textsubscript{2} conducting unit that becomes increasingly isolated by TiSe\textsubscript{2} layers as \( q \) becomes larger.
As the number of TiSe\textsubscript{2} layers increase the average carrier concentration decreases, and there is increasing localization of the carriers in the [(SnSe)\textsubscript{1+d}][TiSe\textsubscript{2}]\textsubscript{2} at low temperatures consistent with Anderson localization. In heterostructures with large $q$ values, additional carriers (electrons and holes) are created by thermal excitation at higher temperatures. Density functional theory (DFT) calculations and the modeling of electrical data both indicate charge transfer of approximately 0.1 electron per SnSe to TiSe\textsubscript{2}. Quantifying the charge transfer between layers and understanding how it changes with nanoarchitecture is important for future design of thin film materials with targeted properties.

**8.2. Methods and Materials**

Samples were prepared via the MER method as described previously by Atkins and coworkers.\textsuperscript{32,33} Elemental layers were deposited onto Si with a native SiO\textsubscript{2} layer and quartz substrate for structural and electrical characterization, respectively. Titanium and tin (Alfa Aesar, 99.99% and 99.98%, respectively) were deposited using electron beam guns while selenium (Alfa Aesar, 99.999%) was deposited using a Knudson effusion cell. Quartz crystal microbalances, located between the source and the substrate, were used to monitor the deposition rate and thickness of each element. Custom software which communicated with the crystals and controlled the pneumatic shutters, assembled the precursor with the designed architecture and number of atoms per elemental layer calculated to produce the targeted product.\textsuperscript{34}

Samples were annealed on a hotplate at 350 °C for 30 minutes in a nitrogen atmosphere with less than 1 ppm oxygen. This temperature was determined in a previous study of [(SnSe)\textsubscript{1.2}][TiSe\textsubscript{2}]\textsubscript{1} samples and assumed to be the optimal annealing temperature for these [(SnSe)\textsubscript{1+d}][TiSe\textsubscript{2}]\textsubscript{q} heterostructures.\textsuperscript{31} The annealed structures were
determined via x-ray diffraction (XRD) using Cu-Kα radiation (λ = 0.15418 nm). Total film and repeating unit (c-axis lattice parameter) thicknesses were gathered from low angle x-ray reflectivity (XRR) and specular diffraction data, respectively. The reflectivity and specular diffraction data were collected on a Bruker D8-discover diffractometer using a locked couple scan type and (θ-2θ) ranges of 0-10° and 5-65° respectively. The in-plane diffraction scans were collected using a Rigaku Smartlab diffractometer with a (θ-2θ) range of 15-110°.

Ultrathin cross-sections were prepared using a FEI Helios Nanolab 600i focused ion beam scanning electron microscope (FIB-SEM) for electron microscopy investigations. As the lamellae approached electron transparency, low energy 2kV milling was used to avoid damaging the crystallinity of the sample while thinning the sample to the targeted thickness. The prepared samples were imaged in high angle annular dark field scanning transmission electron microscopy (HAADF-STEM) mode at 300kV using a Thermofisher Themis TEM located at Sandia National Laboratory in Livermore, CA.

Temperature-dependent transport measurements were collected on a home-built measurement system that uses a closed-cycle helium cryostat to obtain low temperatures. Resistivity measurements were conducted using the van der Pauw technique. Films were deposited onto a masked quartz substrate to create 1 cm x 1 cm samples with a cross-arm geometry. Indium contacts were pressed onto each of the four points of the cross. Resistivity measurements were taken periodically at temperatures ranging from 20 to 295 K. Hall measurements were done with magnetic fields ranging from 0 to 16 kG also using the van der Pauw technique. At 4 kG increments, a constant current of 0.100 A was sequentially applied to each of the four lead configurations. The Hall Coefficient was determined from the slope of a linear fit of the Hall voltage as a function of magnetic field. Seebeck measurements were
performed on a rectangular sample deposited onto a quartz substrate. One end of the sample was cooled, and the temperature difference was measured using independent thermocouples. The voltage difference between either end of the sample was measured and divided by the temperature difference to obtain the Seebeck coefficient.

Computational models of bulk SnSe and TiSe$_2$ were prepared from the computationally ready structures from the Materials Project.$^{35}$ Prior to generation of slab and heterojunction models, bulk structures were geometrically optimized. All calculations utilized the PBEsol functional$^{36,37}$ with Tkatchenko-Scheffler dispersion corrections$^{38}$ and a scaling factor of 0.94 alongside a projector-augmented-wave (PAW) basis$^{39}$ and a 500 eV plane-wave cutoff as implemented in the Vienna $ab$ initio Simulation Package (VASP).$^{40-43}$ All structures were considered geometrically optimized when forces were below 0.005 eV/Å$^2$ and electronically optimized when the total energy was below 10$^{-6}$ eV. A 10 x 10 x 4 Γ-centered k-grid were used for both bulk SnSe and bulk TiSe$_2$. Once bulk models were geometrically optimized, slab models were generated containing 7 layers and ~20 Å of vacuum space with a Γ-centered k-mesh of 10 x 10 x 1 for both SnSe and TiSe$_2$. Density of States plots of slab models were calculated from a minimized wave function using the same electronic convergence criteria as above and Gaussian smearing with σ = 0.3 eV with a 10 x 10 x 1 and a 6 x 6 x 1 Γ-centered k-grid for SnSe and TiSe$_2$, respectively. The valence band maximum eigenvalue was aligned to vacuum utilizing the MacroDensity code.$^{44,45}$ While a previous report on the SnSe-TiSe$_2$ heterojunction utilized an island-based modeling approach,$^{23}$ here we elected to utilize supercell expansions of bulk models to maintain the $ab$ plane connectivity as to not artificially confine SnSe. This was done by first generating a 6 x 7 x 2 supercell of TiSe$_2$ followed by removal of one of the two TiSe$_2$ sheets to create a cavity for SnSe insertion. SnSe was
expanded to a 5 x 6 x 1 supercell and a single layer was inserted into the TiSe$_2$ cavity. The SnSe layer was subsequently rotated about the normal of the $ab$ plane by hand to minimize lattice mismatch. Following rotation excess atoms were removed. The resulting heterojunction was geometrically minimized using the criteria above in a spin polarized scheme with a 2 x 2 x 2 $\Gamma$-centered k-grid. After geometric optimization, Bader charge analysis was performed on both the heterojunction and bulk models using the Bader code and the charge density was sampled with 150% of the default resolution in all directions.$^{46-48}$

8.3. RESULTS AND DISCUSSION

8.3.1. Synthesis

A series of $[(\text{SnSe})_{1+d}]_1[(\text{TiSe}_2)_q$ heterostructures with an increasing number of TiSe$_2$ layers per repeat unit ($1 \leq q \leq 15$) were prepared from precursors with composition profiles designed to mimic the desired final product. Each precursor was made by depositing elemental layers in a repeating sequence containing a single Sn|Se bilayer and $q$ Ti|Se bilayers. The deposition parameters for the Sn|Se bilayer were adjusted to obtain a one to one atomic ratio of Sn to Se and the required number of atoms such that two 001 planes of rock salt structured SnSe formed from the deposited bilayers when annealed. The deposition parameters for the Ti|Se bilayer were adjusted to obtain a one to two ratio of Ti to Se and a thickness such that a single TiSe$_2$ layer with a CdI$_2$ structure formed upon annealing. Heterostructures with $q = 1, 2, 3, 4, 6, 8, 11,$ and 15 were targeted by changing the number of Ti|Se bilayers within the repeating unit. The Sn|Se + $q$[Ti|Se] sequence of layers was repeated 41, 28, 21, 17, 12, 9, 7, and 5 times, respectively, to form precursor films that were approximately 50 nm thick. Annealing at 350°C for 30 minutes converted the designed precursors into the targeted heterostructures, as reported previously for $[(\text{SnSe})_{1+d}]_1[(\text{TiSe}_2)_1$ and $[(\text{SnSe})_{1+d}]_m[(\text{TiSe}_2)_1$ compounds.$^{24,31}$
8.3.2. Structural Characterization

Figure 8.1 contains X-ray reflectivity (XRR) patterns of the annealed $q = 1, 2, 4,$ and 6 samples. The patterns contain Kiessig fringes from the interference between the front and the back of the samples and Bragg reflections from the repeating layer sequence. The angle of the first order Bragg reflection systematically decreases as the number of TiSe$_2$ layers increases, consistent with an increasing $c$-axis lattice parameter. The $q = 1, 2, 4,$ and 6 compounds have 38, 24, 14, and 10 Kiessig fringes between Bragg reflections respectively, indicating the total thickness contains 40, 26, 16, and 12-unit cells in the final product. The number of unit cells in the $q = 6$ sample matches the number of layers that were deposited in the precursor. The number of unit cells for the $q = 1$ and $q = 4$ samples are one less than deposited in the precursor. For the $q = 2$, there are two fewer unit cells in the annealed sample than deposited in the precursor. The variations in the XRR patterns demonstrating the change in the total number of layers can be observed in figure E.1. The decrease in the number of unit cells relative to the number of layers deposited in the precursor for these samples results from deviation in the amount of material deposited compared to the target amount of material needed in each repeating unit, the reaction of the first layer(s) with the substrate, and/or surface oxidation of the film during annealing. The angle where the Kiessig fringes disappear is related to the roughness of the films via the Parratt equation.$^{49}$ Most of the fringes can no longer be resolved at $\sim 6^\circ$ degrees 2$\theta$ for all of the samples, indicating a roughness less than $\sim 0.4$ nm. The presence of Bragg reflections in the XRR patterns of the annealed samples parallels those observed in the as-deposited samples indicates that the nanoarchitecture of the precursors are preserved as the desired heterostructures self-assemble (Figure E.1).
Figure 8.1. XRR patterns of representative [(SnSe)$_{1+d}$][TiSe$_2$]$_q$ heterostructures after low temperature annealing. The (00l) Bragg reflections are indexed and are different from the low intensity maxima between the Bragg reflections known as Kiessig fringes that are due to the finite thickness of the films.

Specular X-ray diffraction scans were collected on each of the [(SnSe)$_{1+d}$][TiSe$_2$]$_q$ heterostructures and are shown in Figure 8.2. The intensity maxima in each pattern can all be indexed as (00l) reflections, indicating that the heterostructures are crystallographically aligned to the substrate. With increasing $q$, the spacing between observed Bragg reflections decreases as the c-axis lattice parameter increases. The intensities of most reflections diminish as $q$ increases except for the reflections at approximately 14°, 30°, and 62° 2θ, which become more intense. More of the Fourier terms are needed to describe the structure as the number of ~ 0.6 nm thick TiSe$_2$ layers is increased. The calculated c-axis lattice parameters for the [(SnSe)$_{1+d}$][TiSe$_2$]$_q$ compounds are given in Table 8.1. The c-axis lattice parameter of [(SnSe)$_{1.2}$][TiSe$_2$]$_1$ is 1.204(1) nm, which is in good agreement with that reported previously for similar compounds.$^{24,31}$ The c-axis lattice parameter increases linearly as $q$ increases, with a slope of 0.602(1) nm per TiSe$_2$ layer. This thickness increase per TiSe$_2$ bilayer is consistent with values reported for
[(PbSe)$_{1+\delta}$][TiSe$_2$]$_q$ compounds. The change per TiSe$_2$ layer is also consistent with the $c$-axis lattice parameter of 1T-TiSe$_2$ (0.6004 nm). Extrapolating the $c$-axis lattice parameter to $q = 0$ yields an intercept of 0.600(8) nm, which corresponds to the thickness of the SnSe bilayer and the associated incommensurate interface thickness between the different structures. This thickness is larger than both the bulk SnSe $c$-axis lattice parameter of 0.5751(1) nm and the change in $c$-axis lattice parameter as the SnSe constituent is increased in thickness while the TSe$_2$ thickness is kept constant in [(SnSe)$_{1+\delta}$][TSe$_2$]$_q$ (T = Ti, V, Nb or Ta) heterostructures (0.5775 nm – 0.5806 nm). The added thickness due to the interfaces on either side of SnSe is also similar to the difference between the extrapolated TiSe$_2$ trilayer thickness in the series [(SnSe)$_{1+\delta}$]$_m$[TiSe$_2$]$_1$ relative to the thickness of a TiSe$_2$ layer in 1T-TiSe$_2$. The added thickness is probably due to the structural mismatch at the incommensurate interface between SnSe and TiSe$_2$.

**Figure 8.2.** Specular diffraction patterns of the [(SnSe)$_{1+\delta}$][TiSe$_2$]$_q$ heterostructures. All reflections can be indexed as (00l) Bragg reflections and indices for select reflections are indicated in the pattern. The asterisk marks a Si reflection from the substrate present in particular patterns.
In-plane diffraction was collected to provide information about the $a$-$b$-plane crystal structures of the two constituents. All reflections in these scans can be indexed as $(hk0)$ reflections of either a hexagonal or a rectangular unit cell. The intensity of the rectangular unit cell decreases and that of the hexagonal cell increases as $q$ increases. This indicates that the rectangular unit cell is from the SnSe constituent and the hexagonal unit cell is from the TiSe$_2$ constituent. The position of the reflections remains approximately the same for all $q$ values indicating that the in-plane structures of the two constituents do not changing significantly with increasing TiSe$_2$ thickness.

The in-plane lattice parameters for each heterostructures are summarized in Table 8.1. The $a$-axis lattice parameter for the TiSe$_2$ constituent varies only slightly as $q$ is increased, with an average value of 0.356(1) nm. This agrees with values previously reported for TiSe$_2$ in both $[(\text{SnSe})_{1+\delta}]_1[\text{TiSe}_2]_1$ and $[(\text{SnSe})_{1+\delta}]_n[\text{TiSe}_2]_1$, as well as other TiSe$_2$ containing heterostructures. Bulk TiSe$_2$ has an $a$-axis lattice parameter of 0.354 nm, which is slightly smaller than the values found in Table 8.1, reflecting the interaction with the SnSe layer. The SnSe rectangular basal plane unit cell does not change drastically as the thickness of the TiSe$_2$ constituent is increased. This is not surprising, as the SnSe layer has the same environment, with TiSe$_2$ interfaces present on both sides of the single SnSe layer, in all of the heterostructures. The average lattice parameters for the SnSe basal plane summarized in Table 8.1 are 0.596(1) nm and 0.610(2) nm for the $a$-axis and $b$-axis lattice parameters, respectively. These are consistent with the values of 0.597(1) nm and 0.610(1) nm previously reported for the $[(\text{SnSe})_{1+\delta}]_1[\text{TiSe}_2]_1$ heterostructure. The in-plane lattice parameters of SnSe can vary considerably in a heterostructure depending on the dichalcogenide with which it is layered. The lattice parameters reflect the interactions between SnSe and the dichalcogenide, demonstrating the resulting
tradeoffs in surface and volume free energy. The basal plane areas of SnSe and TiSe$_2$ remain relatively constant as $q$ is increased, resulting in an average misfit parameter $(1+\delta)$ of 1.207(3) (Table 8.1). This misfit parameter is similar to what was previously reported for [(SnSe)$_{1+\delta}][TiSe_2]_1$ and [(SnSe)$_{1+\delta}][TiSe_2]_m$.$^{23,24,31}$

![Figure 8.3. In-plane diffraction patterns of [(SnSe)$_{1+\delta}][TiSe_2]_q$ heterostructures. All reflections can be indexed to $(hk0)$ planes of either TiSe$_2$ or distorted SnSe, with the relative intensities of TiSe$_2$ reflections increasing with increasing $q$.](image)

<table>
<thead>
<tr>
<th>$q$</th>
<th>[(SnSe)$_{1+\delta}][TiSe_2]_q$</th>
<th>SnSe $a$-axis lattice parameter / nm</th>
<th>SnSe $b$-axis lattice parameter / nm</th>
<th>TiSe$_2$ $a$-axis lattice parameter / nm</th>
<th>$1 + \delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.204 (1)</td>
<td>0.597 (1)</td>
<td>0.609 (1)</td>
<td>0.355 (1)</td>
<td>1.202 (1)</td>
</tr>
<tr>
<td>2</td>
<td>1.805 (1)</td>
<td>0.597 (1)</td>
<td>0.605 (1)</td>
<td>0.355 (1)</td>
<td>1.210 (1)</td>
</tr>
<tr>
<td>3</td>
<td>2.408 (1)</td>
<td>0.597 (1)</td>
<td>0.612 (1)</td>
<td>0.357 (1)</td>
<td>1.206 (1)</td>
</tr>
<tr>
<td>4</td>
<td>3.001 (1)</td>
<td>0.598 (1)</td>
<td>0.611 (1)</td>
<td>0.357 (1)</td>
<td>1.207 (1)</td>
</tr>
<tr>
<td>6</td>
<td>4.212 (1)</td>
<td>0.595 (1)</td>
<td>0.611 (1)</td>
<td>0.356 (1)</td>
<td>1.207 (1)</td>
</tr>
<tr>
<td>8</td>
<td>5.418 (1)</td>
<td>0.595 (1)</td>
<td>0.613 (1)</td>
<td>0.356 (1)</td>
<td>1.203 (1)</td>
</tr>
<tr>
<td>11</td>
<td>7.231 (3)</td>
<td>0.597 (1)</td>
<td>0.610 (1)</td>
<td>0.357 (1)</td>
<td>1.209 (1)</td>
</tr>
<tr>
<td>15</td>
<td>9.665 (3)</td>
<td>0.595 (1)</td>
<td>0.607 (5)</td>
<td>0.355 (1)</td>
<td>1.210 (1)</td>
</tr>
</tbody>
</table>
HAADF-STEM was collected to provide local information about the heterostructures including layer stacking arrangement, constituent structures, extent of rotational disorder between constituent layers, and amount of disproportionation. Representative HAADF-STEM images of [(SnSe)$_{1+\delta}$]$_1$[TiSe$_2$]$_q$, with $q = 3, 4$ and $8$, spanning the entire film thickness are shown in Figure 8.4. The two different constituent layers are distinguished by their $z$ contrast, with SnSe layers appearing brighter and TiSe$_2$ layers appearing darker. In the SnSe layers the Sn atoms are brighter than the Se atoms. In all images the targeted layering scheme is observed, indicating that the desired heterostructures were formed. Some damage from the focused ion beam sample preparation is visible, and the image for $q = 8$ has regions where the SnSe bilayer is missing. To further probe the global layering of the heterostructures Fast Fourier transforms (FFT), Figure 8.4, were taken from the representative HAADF-STEM images. The expected Fourier components for each of the targeted compounds are observed and the spacing between the Fourier components is consistent with the period measured in the specular diffraction pattern. The full thickness HAADF-STEM images and their FFT indicate that the desired layering scheme makes up the majority of the films, which is consistent with the diffraction data discussed previously.

To probe the layer arrangement and zone axis stacking a representative area from the [(SnSe)$_{1+\delta}$]$_1$[TiSe$_2$]$_4$ sample is magnified and shown in Figure 4g. In this image, various zone axis and rotations off zone axis can be observed for both constituent layers. This demonstrates the rotational disorder that occurs in the $a$-$b$-plane of the heterostructures. For SnSe the (100) and (110) zones axes are observed, while for TiSe$_2$ the (100) and (110) zone axes are present. Various layering defects are present in the film, but the majority of the area imaged is that of the targeted layering sequence. For example, the bottom
SnSe layer in Figure 4g stops while a TiSe$_2$ continues from that space. In the thicker block of TiSe$_2$ there are some unique stacking sequences where there is either twinning of the TiSe$_2$ layers or places where two different nucleation sites grew together. These layering defects and stacking sequences perhaps provide an opportunity to understand how the precursors self-assemble into the [(SnSe)$_{1+\delta}$]$_1$[TiSe$_2$]$_q$ compounds, however a more thorough investigation is required.

Figure 8.4. HAADF-STEM images and FFT’s of the [(SnSe)$_{1+\delta}$]$_1$[TiSe$_2$]$_3$ (a and b), [(SnSe)$_{1+\delta}$]$_1$[TiSe$_2$]$_4$ (c and d), and [(SnSe)$_{1+\delta}$]$_1$[TiSe$_2$]$_8$ (e and f) respectively, and a higher magnification HAADF-STEM image of a region of the [(SnSe)$_{1+\delta}$]$_1$[TiSe$_2$]$_4$ sample (g).
8.3.3. Electronic Transport Properties

Room temperature Seebeck coefficients collected from the \([\text{SnSe}_{1+d}][\text{TiSe}_2]_q\) heterostructures (Figure 8.5a.) are all negative, suggesting that electrons are the majority carrier. The magnitude of the Seebeck coefficient becomes systematically larger with increasing \(q\) indicating that the carrier concentration decreases as the number of \(\text{TiSe}_2\) layers is increased.\(^{65,66}\) Koumoto suggested that charge carriers in \([\text{SnSe}]_1\text{TiSe}_2\) result from the SnSe layer donating electrons to the TiSe\(_2\) layer, which dominate the conduction.\(^{16}\) If the amount of charge donated by the SnSe layer is constant, then the average electron concentration in the TiSe\(_2\) layers would decrease as \(q\) increases, which is consistent with the data and prior reports of \((\text{MX})_1(\text{TiX}_2)\) (\(\text{M} = \text{Pb}\) or Sn and \(\text{X} = \text{S}\) or Se) compounds.\(^{51,52,65}\) The \(q\)-dependency of the Seebeck coefficient, however, has a much steeper negative slope for the \(q \leq 3\) heterostructures than for \(q \geq 3\) heterostructures, suggesting that there are two regimes dominated by different phenomena.

Variable temperature resistivity data collected from \([\text{SnSe}]_{1+d}][\text{TiSe}_2]_q\) heterostructures are shown in Figure 8.5c and 8.5d. The temperature-dependent resistivity generally increases with more TiSe\(_2\) layers present in the repeating unit (the \(q = 6\) and 15 samples are exceptions). Samples \(q = 6\) and \(q = 15\) deviate from the trend, presumably due to different defect concentrations impacting carrier concentrations and/or mobility values. All samples have resistivity upturns as temperature is lowered, with the temperature where the upturn begins increasing as \(q\) gets larger. For samples with the largest number of TiSe\(_2\) layers in the repeating unit, the resistivity continually goes up with decreasing temperature over the entire temperature regime. The samples with smaller \(q\) have a decrease in the resistivity with decreasing temperature from room temperature. Below a certain sample dependent temperature, the resistivity increases as temperature is
decreased. The initial decrease in resistivity for the $q = 1, 2, 3, 4,$ and 6 heterostructures is consistent with decreased electron-phonon scattering with lowering of temperature, as expected for a metal. Overall, the rate of resistivity increase at low temperatures for all of the samples is not as large as would be expected for semiconducting behavior. For samples with more TiSe$_2$ layers in the repeating unit, the upturn in the temperature dependent resistivity is similar to previous reports on TiSe$_2$ where the samples were reported to have low defect concentrations.$^{20}$

To further probe the transport behavior, Hall coefficients were measured for the [(SnSe)$_{1+d}$]$_1$[TiSe$_2$]$_q$ heterostructures as a function of temperature (Figure 5b). Each heterostructure exhibits a negative Hall coefficient throughout the entire temperature range, which is consistent with the negative room temperature Seebeck coefficients (Figure 5a). However, it appears as if the samples with $q \geq 8$ will have positive Hall coefficients at temperatures slightly above the range measured (above ~300 K). At low temperatures, the negative Hall coefficient with decreasing temperature suggests that electrons dominate the transport properties in this regime. The increase in the magnitude of the Hall coefficient with decreasing temperature, which systematically increases as $q$ gets larger, implies that the carrier concentration decreases as temperature is decreased, and decreases more in high $q$ heterostructures. The temperature dependence of the samples with larger $q$ values also suggests that there are two different phenomena present, one that dominates at low temperature and one that dominates at high temperatures.
Figure 8.5. Seebeck coefficients for \([(SnSe)_{1+d}\]_1[TiSe_2]_q\) heterostructures plotted as a function of the number of TiSe_2 layers in the unit cell, \(q\) (a.). Temperature-dependent Hall coefficients (b.) and resistivity data for the \([(SnSe)_{1+d}\]_1[TiSe_2]_q\) heterostructures. The resistivity data are plotted on two different resistivity scales (c. \(q = 1 - 6\) and d. \(q = 8 - 15\)) so the temperature dependence in samples with thinner TiSe_2 layer blocks can be observed. The solid lines in b. are models calculated from a two-carrier model with variable range hopping at low temperatures as discussed in the text which describes the entire temperature regime. The dashed lines in b., c., and d. show the fits to a VRH mechanism, which describes the Hall coefficient and resistivity at low temperatures.

The transport properties of all samples in the low temperature regime suggest that the carrier concentration decreases as temperature declines. As \(q\), the number of TiSe_2 layers in the repeating unit gets bigger, both the upturns in resistivity and the systematic increase in the absolute magnitude of the Hall coefficient get larger. The temperature
dependence of the resistivity at low temperatures cannot be fit to an exponential for any of the samples (see Figure E.2). This suggests that the decrease in resistivity as temperature is increased does not result from excitation across a band gap. A charge or spin density wave would be consistent with a decrease in carriers as temperature is lowered, however we did not find any discontinuities in lattice parameters as a function of temperature. (see Figure E.3). Similar non-exponential temperature dependence in resistivity and Hall coefficient data has been seen observed in other materials and attributed to variable range hopping (VRH). VRH is commonly observed in disordered systems and is identified by its characteristic ln resistivity vs $T^{-1/4}$ temperature dependency.\textsuperscript{67–72}

The low temperature transport data from all heterostructures was fit with a VRH model assuming that a single band approximation at low temperatures. The resistivity data was fit to equation 1:

$$\rho(T) = \rho_o \exp\left(\frac{T_M}{T}\right)^{1/4}$$  \hspace{1cm} (equation 8.1)

where $\rho(T)$ is the resistivity as a function of temperature, $\rho_o$ is the resistivity when all of the carriers are mobile, $T$ is the temperature, and $T_M$ is a characteristic temperature related to the energy needed for hopping to occur.\textsuperscript{70} The temperature dependence of the Hall coefficients was fit to equation 8.2:

$$R_H = -\frac{1}{|e| n(T)} = -\left(\frac{\exp\left(\frac{T_M}{T}\right)^{1/4}}{|e| n_o}\right)$$  \hspace{1cm} (equation 8.2)

where $n(T)$ is the number of mobile carriers and $n_o$ is the total number of carriers that can become mobile. $n_o = 1/\rho_o e \mu$ where $\mu$ is the mobility. These equations fit the transport data below 150 K for all values of $q$ well (Figure 8.5b, 8.5c, 8.5d).

As shown in Figure 8.6, the fitted $n_o$ values generally decrease as the number of TiSe$_2$ layers in the unit cell increases. The carriers
donated by SnSe to adjacent TiSe$_2$ layers ($n_{\text{SnSe} \rightarrow \text{TiSe}_2}$) are diluted by additional TiSe$_2$ layers as $q$ increases. If the amount of charge donated is constant in this family of compounds, an estimate for $n_{\text{SnSe} \rightarrow \text{TiSe}_2}$ would be the value of $n_o$ in the [(SnSe)$_{1+\delta}$][TiSe$_2$]$_1$ compound. This value is consistent with previous estimates of the amount of charge donated from SnSe or PbSe layers to TiSe$_2$ layers.$^{51,52,65}$ The amount of charge donated is about $1/10$ of an electron per SnSe bilayer, which suggests that there is a significant electrostatic interaction between the constituent layers that helps to stabilize these compounds. $n_o$ would vary as $n_{\text{SnSe} \rightarrow \text{TiSe}_2}/ q + 1$, where $q$ is the number of TiSe$_2$ layers in the heterostructures if the amount of charge donated was constant. The calculated values from this simple model consistently underestimate the $n_o$ values derived from the fits to the data, suggesting that the amount of charge donation increases as $q$ increases (see Figure 8.6). Defects in TiSe$_2$ layers also become an increasingly important source of potential carriers as $q$ increases. The values of $T_M$ obtained from the fits increase systematically as $q$ increases (see table 8.2). The increase in $T_M$ values correlates with a decrease in the average carrier concentration, suggesting that decreased screening causes an increase in localization. Edwards and Sienko correlated the behavior of many systems that undergo a metal to non-metal transition,$^{73}$ showing that carriers become localized when the product of the carrier concentration and the effective Bohr radius reaches a critical value. The behavior observed here suggests that a metal to non-metal transition is occurring, in part driven by disorder, as carrier concentration is decreased. Further analysis looking at the derivatives of conductivity has been proposed by Mobius to determine the origin of the metal to non-metal transition but requires careful temperature equilibration before transport properties are measured.$^{74}$
Figure 8.6. The values of the number of carriers that can become mobile for the low temperature activated process, \( n_0 \), plotted as a function of the number of TiSe\(_2\) layers in the sample. \( n_0 \) values were obtained by fitting the low temperature transport data using a single band, variable range hopping model. The dashed line assumes that \( n_0 \) should vary as \( n_{\text{SnSe-TiSe}_2} / q + 1 \), where \( q \) is the number of TiSe\(_2\) layers in the heterostructures and use the \( n_{\text{SnSe-TiSe}_2} \) obtained from the \([(\text{SnSe})_{1+d}]_1[\text{TiSe}_2]_1\) compound.

Mobility values were calculated directly from the resistivity and Hall data at low temperatures where electrons dominate the transport behavior. The average mobility values in the low temperature regime are given in Table 8.2. Values range from 2.85 \( \text{cm}^2\text{v}^{-1}\text{s}^{-1} \) to 5.0 \( \text{cm}^2\text{v}^{-1}\text{s}^{-1} \) with an average value of 4.0(8) \( \text{cm}^2\text{v}^{-1}\text{s}^{-1} \) and do not systematically change as the number of TiSe\(_2\) layers is varied. These mobility values are similar to those reported previously for \([(\text{SnSe})_{1+d}]_m[\text{TiSe}_2]_q\) misfit layer compounds and low compared to values previously reported for bulk and thin film TiSe\(_2\).\(^{26,31,75}\)
Table 8.2. Parameters obtained for fits of the temperature dependent Hall coefficient and resistivity transport data. Parameters we determined assuming charge transfer from SnSe to TiSe$_2$ results in carriers that are localized at low temperature due to variable range hopping and at high temperatures holes and additional electrons are created due to activation of carrier across a band gap requiring a 2-carrier model. The low temperature parameters were used to fit the VRH model and the 2-carrier model with VRH at low temperatures.

<table>
<thead>
<tr>
<th>$q$</th>
<th>$\mu_h$ / cm$^2$ v$^{-1}$ s$^{-1}$</th>
<th>$\mu_e$ / cm$^2$ v$^{-1}$ s$^{-1}$</th>
<th>$n_i$ / cm$^{-3}$</th>
<th>$E_a$ / meV</th>
<th>$T_m$ / K</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NA</td>
<td>NA</td>
<td>3.75</td>
<td>1.9 x 10$^{21}$</td>
<td>NA</td>
</tr>
<tr>
<td>2</td>
<td>NA</td>
<td>NA</td>
<td>4.4</td>
<td>1.5 x 10$^{21}$</td>
<td>NA</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>1</td>
<td>3.8</td>
<td>3.70 x 10$^{21}$</td>
<td>1.55 x 10$^{21}$</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>1</td>
<td>3.8</td>
<td>5.92 x 10$^{21}$</td>
<td>9.5 x 10$^{20}$</td>
</tr>
<tr>
<td>6</td>
<td>6.5</td>
<td>1</td>
<td>5.0</td>
<td>8.46 x 10$^{21}$</td>
<td>8.2 x 10$^{20}$</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>1</td>
<td>3.1</td>
<td>9.87 x 10$^{21}$</td>
<td>9.5 x 10$^{20}$</td>
</tr>
<tr>
<td>11</td>
<td>5.5</td>
<td>1</td>
<td>2.85</td>
<td>1.11 x 10$^{22}$</td>
<td>9.0 x 10$^{20}$</td>
</tr>
<tr>
<td>15</td>
<td>5.4</td>
<td>1</td>
<td>4.9</td>
<td>1.20 x 10$^{22}$</td>
<td>6.8 x 10$^{20}$</td>
</tr>
</tbody>
</table>

The Hall coefficient data above 150 K for samples with a large number of TiSe$_2$ layers in the repeating unit cell suggests that there is another process that results in the activation of additional carriers. Recently, Watson et al. suggested that the electrical properties of TiSe$_2$ are dominated by either electrons or holes depending on the temperature regime. At low temperatures the transport behavior of TiSe$_2$ is dominated by electrons from defects, but above 150 K activation of intrinsic carriers occurs, and holes become increasingly important in the transport. The influence of the activated holes becomes more pronounced due to their higher mobility relative to their electron counterparts. We fit our transport data to the two-carrier model suggested by Watson et al., with an additional term for the electrons donated from SnSe to the TiSe$_2$ layers at low temperature:
\[ R_H = \frac{\left[ \mu_h^2 n_h - \mu_e^{(\text{high} T)^2} n_e^{(\text{high} T)} - \mu_e^{(\text{low} T)^2} n_e^{(\text{low} T)} \right]}{\left\{ e^\left[ \mu_h n_h + \mu_e^{(\text{high} T)n_e^{(\text{high} T)} + \mu_e^{(\text{low} T)n_e^{(\text{low} T)}} \right] \right\}^2} \]

(equation 8.3).

In equation 8.3, \( \mu_h \), \( \mu_e^{(\text{high} T)} \) and \( \mu_e^{(\text{low} T)} \) are the hole and electron mobilities, and \( n_h \), \( n_e^{(\text{low} T)} \), and \( n_e^{(\text{low} T)} \) are the hole and electron carrier concentrations, respectively.\(^\text{76}\) The mobility values were assumed to be temperature independent. This model is not sensitive to the mobility of the electrons created from the high temperature process because the larger number of electrons from the low temperature process dominate the average electron mobility. We assumed that the mobility values for the holes dominate the high temperature process due to their higher mobility, as suggested by Watson, and set \( \mu_e^{\text{low} T} = 1 \text{ cm}^2 \text{ V}^{-1} \text{s}^{-1} \). The hole concentration was assumed to come only from activation at high temperatures (equation 8.4),

\[ n_h = n_{i\text{[high} T]} \cdot e^{-\frac{E_a}{kT}} \]  

(equation 8.4).

The electron concentration was assumed to be the sum of the low and high temperature carriers (equation 8.5):

\[ n_e = n_{e\text{[low} T]} + n_{e\text{[high} T]} \]

(equation 8.5)

where:

\[ n_{e\text{[low} T]} = n_{i\text{[low} T]} / \exp\left[\left(\frac{T}{T_M}\right)^{1/4}\right] \]

(equation 8.6)

\[ n_{e\text{[high} T]} = n_{i\text{[high} T]} \cdot e^{-\frac{E_a}{kT}}. \]

(equation 8.7).

The fits are not very sensitive to the value of \( n_{i\text{[high} T]} \) due to the small temperature range for which there is data. We set \( n_{i\text{[high} T]} \) to be close to the density of Se atoms in TiSe\(_2\) (\( n_{\text{TiSe}} \)). Since charge transfer between SnSe and TiSe\(_2\) will modify the electronic structure of layers close to the interface, the fraction of bulk-like TiSe\(_2\) in each unit cell varies as
where \( q \) is the number of TiSe\(_2\) layers in the unit cell, \( q + 1 \) is the total number of layers (SnSe + TiSe\(_2\)) in the unit cell, and \( x \) is the number of layers near the interface that do not behave as bulk TiSe\(_2\) due to the charge transfer. Therefore,

\[
n_{i(\text{high } T)} = n_{\text{TiSe}_2} \left[ \frac{q-x}{q+1} \right].
\]  

The high temperature carrier concentration, \( n_{i(\text{high } T)} \), calculated with \( x = 2 \) gave the most constant values for the hole mobilities and high temperature activation energy \( (E_a) \) across all samples. This is reasonable since there are two TiSe\(_2\) layers adjacent to SnSe which will be most impacted by the charge donated by SnSe to TiSe\(_2\).

The model does reasonably well at fitting the temperature dependence of the Hall coefficients, with the solid lines in Figure 8.5b demonstrating the result of the fits for each sample. The low temperature fitted values for the low temperature \( T_M \) (Table 8.2), and the low temperature carrier concentration \( (n_{i(\text{low } T)}) \) (Figure 8.6) were used in these fits. The values for the hole mobilities and high temperature activation energy \( (E_a) \) are similar for all of the samples. The average activation energy for the high temperature carriers, \( \sim 0.11(1) \text{ eV} \), is similar to values previously reported for bulk TiSe\(_2\). The average hole mobility value, \( \mu_h \), is \( 5.4(1) \text{ cm}^2 \text{ v}^{-1} \text{ s}^{-1} \), which is higher than values previously reported for the \( [(\text{SnSe})_{1+d}]_m[\text{TiSe}_2]_q \) misfit layer compounds and lower than the range reported previously for TiSe\(_2\). The hole mobility needs to be higher than the mobility of the electrons created by excitation across the gap to reproduce the decreasing absolute value of the Hall coefficient observed as temperature increases.

The resistivity is given by equation 8.10:

\[
\rho = \frac{1}{[e(\mu_h n_h + \mu_{e(high T)} n_{e(high T)} + \mu_{e(low T)} n_{e(low T)})]}
\]  

(equation 8.10)
where $\mu_h$, $n_h$, $\mu_e$ and $n_e$ are defined as described above. The values obtained for the carrier concentration, mobility, activation energy and characteristic hopping energy from fitting the Hall coefficient data to the two-carrier model (table 8.2) reproduce the low temperature resistivity data reasonable for all of the samples (Figure 8.5). This suggests that the resistivity can be described by a single carrier model in this temperature range. The agreement at high temperature is not good, as the model underestimates the resistivity. This suggest that the assumption of a temperature independent mobility is not valid.

8.3.4. Computational Calculations and Models

DFT was used to model the electronic structure of bulk SnSe, TiSe$_2$, the surfaces of each, and a large-scale epitaxial model of the $q = 1$ system to further understand the properties observed in the heterostructures. Following the computational procedure detailed in the materials and methods section, three key properties were obtained; i) the electronic band gaps of both bulk materials, ii) the work functions for slab models thereof, and iii) representative charge densities in both the slab and epitaxial models. Together, these properties provide additional and complimentary insights into the mechanism of charge donation in [(SnSe)$_{1+d}$][TiSe$_2$]$_q$ heterostructures. The electronic band gaps of bulk SnSe and TiSe$_2$ were computed using the hybrid GGA functional, HSE06, known to perform well for narrow gap semiconductors. As informed by the crystallography, SnSe is modeled as face-centered cubic, whose band gap is predicted to be 0.5 eV. Other crystal polymorphs were also explored, and their band gaps are presented in the Supporting Information Table E.1. The workfunction ($\Phi = 4.3$ eV) was recovered using a surface slab model and permits the alignment of the valence band energy, and therefore computational Fermi level, to the vacuum (Figure 8.7). A seven layer slab was used to sufficiently account for the bulk, as well as its surface, and was aligned using a method previously
described.\textsuperscript{44} A similar procedure was performed for TiSe\textsubscript{2}, however, both GGA and hybrid GGA approaches are known to predict bulk metallicity in TiSe\textsubscript{2},\textsuperscript{79,80} despite experimental evidence for a thermally activated transport mechanism. Indeed, a narrow band gap (200-300 meV) is recovered using a GW approach,\textsuperscript{81} but the procedure does not significantly augment the workfunction. Here, the nature of the gap is less important than the workfunction. Hence, TiSe\textsubscript{2} is presented as a bulk metal with a workfunction of 5.5 eV (Figure 8.7). A comparison of these computed workfunctions suggests that spontaneous charge transfer should occur between SnSe and TiSe\textsubscript{2}, as the valence band of the former lays above the conduction band of the latter.

\textbf{Figure 8.7.} Vacuum aligned Density of States for SnSe and TiSe\textsubscript{2} slab models. The frontier valence of SnSe is \(~1.2\) eV above that of TiSe\textsubscript{2}, indicating that charge transfer from SnSe to TiSe\textsubscript{2} would occur at the interface between them.

To test this hypothesis, a lattice matched [(SnSe)\textsubscript{1+δ}]\textsubscript{1}[TiSe\textsubscript{2}]\textsubscript{1} model was constructed, minimizing the lattice mismatch by expanding the unit in the a-b plane to a 6 x 7 supercell as shown in Figure 7. A Bader
charge analysis\textsuperscript{46} was done on bulk SnSe and TiSe\textsubscript{2} and the lattice matched [(SnSe)\textsubscript{1+δ}][TiSe\textsubscript{2}] to provides a quantitative estimate of the extent of charge transfer between the materials. In the bulk structures, positive charges are observed on the cations and negative charges are observed on the anions. The smaller negative charge on the Se in TiSe\textsubscript{2} reflects the covalent hybridization of the Ti and Se orbitals in this compound. By comparing the charges in the bulk structures with the charges calculated for the lattice matched heterostructure, a charge transfer from SnSe to TiSe\textsubscript{2} is observed in the heterostructure (Table 3). The magnitude of the electron transfer from SnSe to TiSe\textsubscript{2} is approximately 10\%, in excellent agreement with the experimental observation of 1/10\textsuperscript{th} of an electron per formula unit. Interestingly, the added charge in TiSe\textsubscript{2} is localized on the Se rather than the Ti, reflecting the extent of covalent character in the bonding of this compound. There is a net “ionic” bond between the layers of SnSe and TiSe\textsubscript{2}, with higher electron density in the lone pair of the Se atoms in TiSe\textsubscript{2} and a positive charge in the SnSe planes. This picture agrees well with the analysis of the transport properties, which suggests that the two TiSe\textsubscript{2} layers adjacent to SnSe have different transport properties than those not adjacent to SnSe. The added charge to the conduction band indicated in the calculation agrees well with the metallic like conductivities observed for the small $q$ heterostructures above the hopping temperature. The calculation also provides a basis for the model shown in Figure 8.7. A calculation of the stabilization energy of the ionic “bond” between the layers is surprisingly high, 3.6 eV, suggesting that this interaction is a key factor in stabilizing the heterostructures. This ionic interaction between layers makes [(SnSe)\textsubscript{1+δ}][TiSe\textsubscript{2}] more stable than a physical mixture of SnSe and TiSe\textsubscript{2} by $\sim$ 0.09 eV, consistent with the thermodynamic stability of the known misfit layer compound.\textsuperscript{15}
Table 8.3. Average atomic charge of bulk SnSe, bulk TiSe$_2$, and the average charge transfer between them in the heterojunction.

<table>
<thead>
<tr>
<th></th>
<th>Avg. Charge in Bulk / Bohr$^{-3}$</th>
<th>Avg. Charge in Heterostructure / Bohr$^{-3}$</th>
<th>Avg. Charge Transfer / Bohr$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sn</td>
<td>0.777</td>
<td>0.860</td>
<td>0.083</td>
</tr>
<tr>
<td>Ti</td>
<td>1.341</td>
<td>1.345</td>
<td>0.004</td>
</tr>
<tr>
<td>Se in SnSe</td>
<td>-0.777</td>
<td>-0.729</td>
<td>0.048</td>
</tr>
<tr>
<td>Se in TiSe$_2$</td>
<td>-0.671</td>
<td>-0.747</td>
<td>-0.076</td>
</tr>
</tbody>
</table>

8.4. CONCLUSION

A series of compounds [(SnSe)$_{1+\delta}$][TiSe$_2$]$_q$ were prepared and the structural data indicates that the structure of the constituent layers are similar in all of the heterostructures. The electrical properties suggest that charge donation from the SnSe to the TiSe$_2$ layers occurs, resulting in metallic behavior for samples with a low number of TiSe$_2$ layers. The carrier concentration decreases as the number of TiSe$_2$ layers increase. Localization of the carriers occurs at low temperature, with the temperature required to activate the hopping of these carriers increasing as the TiSe$_2$ layer thickness is increased. DFT calculations show that the valence band of SnSe is higher in energy than the conduction band of TiSe$_2$, supporting the experimentally suggested charge transfer from SnSe to TiSe$_2$. The calculations suggest that the charge transfer between the constituents contributes a significant “ionic” stabilization of these heterostructures, which may be the key factor in their kinetic stability. Similar charge transfer effects will be present in all heterostructures to equalize the chemical potential and understanding how they modify properties is necessary for the synthesis of novel materials with designer properties.
Chapter 8 explored the interaction and charge donation between adjacent layers and the influence it has on the heterostructure’s transport properties. It was found that charge donation occurs from SnSe to the TiSe$_2$ blocks adjacent to it, creating a three-layer conductive material. This material is inherently different from the remaining TiSe$_2$ layers that exist depending on the nanoarchitecture of the [(SnSe)$_{1+\delta}$][TiSe$_2$]$_q$ heterostructure in question. At low temperatures the transport behavior is dominated by variable range hopping as a result of the charge donation. At high temperatures the transport is dominated by the remaining TiSe$_2$ that retains its inherent properties. This influence of the charge donation was further investigated in Chapter 9 by increasing the number of SnSe and TiSe$_2$ layers in the repeating unit at the same time. By keeping the stoichiometry constant, it allows the experiments to solely probe the influence of layer size effects in heterostructures.
CHAPTER IX

INVESTIGATING SIZE EFFECTS IN [(SNSE)_{1-x}M(TISE)_{x}]_{N} HETEROSTRUCTURE COMPOUNDS
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9.1. INTRODUCTION

The ability to systematically tune properties in materials has been a long sought-after objective in materials science.\textsuperscript{1} Altering the properties of a molecule in traditional organic synthesis is a matter of restricting the ways reactants may combine; whether by concentration, reagent choice, or reaction condition, these experimental parameters are manipulated to push the reaction towards the desired product.\textsuperscript{2–9} However, for an inorganic synthesis of a layered material composed of a small number of elements, many of those parameters are invariant during synthesis. One method by which inorganic synthesis has adapted to these limitations is the exploration of size dependent properties. Quantum dots,\textsuperscript{10–12} nanostructures,\textsuperscript{13} and alloys\textsuperscript{14–16} are well known examples of how changing the size and interfacial properties of a material can influence the observed properties. The idea of manipulating properties in thin film materials has recently been realized with the isolation of graphene and
subsequent 2D materials. Because of the importance of interlayer
interactions in these systems, removing abutting layers can greatly
influence the observed electronic,\textsuperscript{17,18} optical,\textsuperscript{19,20} or magnetic
properties.\textsuperscript{21,22} The influence of this removal is magnified at the
monolayer limit.

In this investigation, the influence of size and interface was
investigated for a series of $[(\text{SnSe})_{1+\delta}]_m[(\text{TiSe}_2)_n$ heterostructures. In this
series the ratio of SnSe to TiSe\textsubscript{2} layers was held constant, but the total
number of layers in the repeating unit was systematically increased. This
system was chosen due to the previously reported strong interfacial
interaction between SnSe and TiSe\textsubscript{2}.\textsuperscript{23–27} It was found that when the
repeating unit size is small, the interface interaction dominates both the
structure and the transport behavior of the material, creating a novel,
conductive material “block”. As the repeating unit size increases and
there is more non-interfacial SnSe and TiSe\textsubscript{2} present in the sample, the
heterostructure begins to act as a composite of SnSe, TiSe\textsubscript{2} and the novel
conductive block. Both the constituent structure of SnSe and the
transport behavior are influenced by the unit cell size. Temperature-
dependent measurements confirm this complex behavior in both
structure and transport. For small repeating units, electrons are the
dominant carrier at all temperatures measured, but as the unit cell size
increases, the dominant carrier type begins to vary with temperature.
Finally, films with the largest unit cells are dominated by holes over the
entire temperature regime. While more studies are required to fully
understand the origin of this complex behavior, this series of compounds
demonstrates the ability to manipulate electrical transport properties
with heterostructure nanoarchitecture.

9.2. MATERIALS AND METHODS

$(\text{SnSe})_{1+\delta}m(\text{TiSe}_2)n$ heterostructures with $m = n = 1 - 5, 6, 8$ were
formed from layered amorphous precursor samples that were prepared
via the Modulated Elemental Reactants (MER) method on a custom-built, high vacuum ($10^{-7}$ torr) physical vapor deposition chamber as described previously.\textsuperscript{28,29} The precursors were deposited with a layer structure mimicking that of the desired isomer. Desired sample layer architectures were achieved by alternating the elements deposited via pneumatic shutters controlled by an IC6 deposition controller directed by customized LabVIEW program.\textsuperscript{30} Electron beam guns were used to vaporize Sn and Ti from elemental sources. A Knudson effusion cell was used to deposit Se. Quartz crystal microbalances were used to monitor the deposition rates and the relative amount of material deposited. The amount of material required to crystallize a single layer of either SnSe or TiSe\textsubscript{2} was calibrated using a combination of X-ray fluorescence (XRF), X-ray reflectivity (XRR), specular and in-plane X-ray diffraction (XRD).

Samples characterized via diffraction were deposited onto Si wafers with a native SiO\textsubscript{2} layer, while samples for electrical transport measurements were deposited onto fused silica substrates. Once deposited, samples were annealed in a N\textsubscript{2} atmosphere to promote crystallization of the desired product.

X-ray techniques were used to structurally characterize the \((\text{[SnSe]}_{1+\delta})_{m}(\text{TiSe}_2)_{n}\) heterostructures with \(m = n\), study the structural evolution of the films upon annealing, and determine the relative composition of the samples. The superstructures of the various compounds were monitored via specular XRD and the thickness and roughness of the films were observed via XRR. Both XRR and XRD were collected on a Bruker D8-Discover diffractometer using Cu-K\textsubscript{α} radiation (\(\lambda = 0.15418\) nm). Total film thickness was calculated by applying modified Braggs law to the data extracted from the XRR pattern. The c-axis lattice parameters were determined from applying Bragg’s law to Bragg reflections in the specular diffraction pattern. Constituent crystal structures were characterized with in-plane XRD on a Rigaku SmartLab
diffractometer (Cu-Kα radiation) using the in-plane general resolution with parallel beam optics. The in-plane lattice parameters (a and b) were determined from constituent reflection position in the in-plane diffraction pattern and full pattern fitting using the Fullprof suite. Chemical composition was monitored with XRF by comparing relative intensities of elemental signals. XRF measurements were collected in-house on a Rigaku ZSX Primus II wavelength dispersive X-ray fluorescence spectrometer with a Rhodium X-ray source. The data was analyzed using both the ZSX-analyzed results software that was originally calibrated with data collected from electron microprobe analysis and a house developed method to convert XRF intensity to the number of atoms per unit area of an element.

Real space images with atomic resolution of the crystallized \((\text{[SnSe]}_{1.5}\text{m(TiSe}_2)_n\) heterostructures were collected by high angle annular dark field scanning transmission electron microscopy (HAADF-STEM). Images were collected at the Pacific Northwest National Laboratory using a probe aberration corrected FEI Titan 80-300 STEM. An FEI Helios 600 Ga\(^+\) focused ion beam was used to prepare electron transparent cross sectional lamellas of the samples. A procedure similar to the Wedge Prep Method was used with final thinning and polishing performed using 2 keV ions.

To measure electrical properties, films were deposited onto masked quartz substrates to create a diagonal cross geometry optimal for use of the standard van der Pauw technique. Resistivity and Hall coefficient measurements were collected in a closed-cycle He cryostat between 20 and 295 K using a custom-made Hall measurement system. Hall coefficients were determined by averaging the Hall voltage vs magnetic field slopes between 4 sets of contacts. The maximum magnetic field strength was 1.6 T and a constant current less than 0.0001 A was sourced. Resistivity measurements were gathered using the van der
Pauw method sourcing a current between 0 and 0.001 A. Room
temperature Seebeck coefficients were measured using a home-built
measurement system. One half of the sample was cooled slightly (the
initial temperature difference was less than 2 °C, and $V/\Delta T$ curves were
collected as the temperature equilibrated across the sample.
Thermocouples were used to measure each temperature and the
individual metal junctions were used to measure voltages across the
films. The measured slopes were corrected for the Seebeck coefficients of
the copper and the constantan measurement junctions and the two
corrected values agreed to within 3 $\mu$V K$^{-1}$.

9.3. RESULTS AND DISCUSSION

9.3.1. Synthesis

A series of designed precursors were deposited by physical vapor
deposition with the objective of preparing $[(\text{SnSe})_{1-3}]_m[\text{TiSe}_2]_n$ ($1 \leq m, n \leq 8$) heterostructures. Precursors were formed by systematically depositing
Sn|Se layers with a 1:1 ratio to form SnSe bilayers and Ti|Se layers with
a 1:2 ratio to form TiSe$_2$ trilayers. The thickness of the deposited Ti|Se
and Sn|Se precursor layers was representative of the thickness expected
for crystallized layers of the TiSe$_2$ trilayer and SnSe bilayer, respectively.
The number of Sn|Se and Ti|Se precursor layers in the repeat unit
ranged from 1 – 8, but always maintain the same ratio between the two
constituents. The repeating unit sequence for each isomer was deposited
as many times as necessary to make ~50 nm films. The amount of
material required in each constituent layer was determined by an
iterative calibration process using X-ray fluorescence (XRF), X-ray
reflectivity (XRR), and X-ray diffraction (XRD). Formation of the
targeted compounds was monitored and confirmed by the same x-ray
techniques listed above. An annealing study was conducted on the $m, n = 3$
sample, to determine the optimal annealing conditions for the system.
Ideally, this allows the elemental layers to diffuse sufficiently to form the
desired product without disproportionating to form the thermodynamic product. Based on the XRR and XRD scans shown in Figure F.1, the ideal annealing temperature was determined to be 350 °C for 30 m in an N₂ environment, as evidenced by the narrowest and most intense reflections observed at this temperature.

9.3.2. Structure

Figure 9.1 shows the annealed XRR scans for the \( m = n, [(SnSe)_{1+δ}]_m[TiSe_2]_n \), heterostructures. In addition to the Bragg maxima corresponding to 00l reflections of the layered structure, Kiessig fringes, occurring at lower angles correspond to interference between the top and bottom of the film, and Laue oscillations, occurring at higher angles result from the finite number of unit cells in the film, were observed in the XRR spectra. For all of the samples, the number of Kiessig fringes is equal to the number of Laue oscillations indicating that the entire film consists of the targeted heterostructure sequence. The number of deposited and crystallized repeat units are shown in Table 9.1. Samples with the largest number of constituent layers in their repeating unit do not lose any layers upon annealing, while samples with smaller repeating units lose 1 or 2 layers upon annealing. The loss of a layer is likely the result of not having enough material in each as-deposited layer to form the targeted heterostructure. If this is the case, it is much easier for thinner repeating units to rearrange to form fewer repeats with the correct amount of material per layer relative to thicker repeating units, which must move further and disperse more material to achieve the same outcome. As expected, the 2θ values of the first order Bragg peaks decrease as the number of SnSe and TiSe₂ layers increase, corresponding to a doubling of c-lattice parameter with each increase in \( m \) and \( n \).
Figure 9.1. X-ray reflectivity patterns of the series of layered compounds, 
\([\text{SnSe}]_{1+\delta} \text{[TiSe}_2]_n\), \(m = n\), after annealing at 350°C for 30 minutes in a \(\text{N}_2\) environment.

Table 9.1. Comparison of Deposited vs. Crystallized Repeating Units (RU’s) for the \([\text{SnSe}]_{1+\delta} \text{[TiSe}_2]_n\) series

<table>
<thead>
<tr>
<th>(m, n)</th>
<th>RU’s deposited</th>
<th>RU’s crystallized</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>42</td>
<td>39</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

XRF data was collected for all \([\text{SnSe}]_{1+\delta} \text{[TiSe}_2]_n\) heterostructures to determine the amount of material present in each compound. To determine the number of atoms / Å² of each element in the film, the raw XRF intensity was integrated, background corrected, and converted using a previously determined calibration curve relating XRF signal to atomic areal density of each element. The total atoms / Å² for each element was normalized to the total number of crystallized SnSe and TiSe₂ layers in each heterostructure. This value was obtained from the product of the number of layers in each repeat unit and the number of
crystallized repeat units, and is used to determine how close the amount of material in each sample was relative to the targeted values. Figure 9.2 shows both the targeted atoms / Å\(^2\) for each element and the measured values corresponding to each heterostructure. For these samples, there is good agreement between the amount of measured material and the amount targeted. All of the samples have approximately the targeted amount of Sn and Ti atoms / Å\(^2\). There is a larger variation in the amount of Se atoms / Å\(^2\) in each sample, but it is usually in excess, so the samples still had enough material to form their targeted structure. Additional annealing at low temperatures would result in the removal of the excess Se without disturbing the nanoarchitecture of the material. This good agreement with the targeted values upon normalization to the number of repeating units supports the proposed rearrangement for the lower \(m, n\) samples to have fewer repeating units than deposited. Samples that did not have enough initial material deposited to form the targeted number of repeating units moved material to lose layers during annealing, resulting in fewer repeating units with the correct atoms / Å\(^2\), as was observed in the XRR patterns.

To further characterize the nanoarchitecture of each film, specular diffraction patterns were collected for all of the \([\text{SnSe}_{1.5}]_m[\text{TiSe}_2]_n\) heterostructures and are shown in Figure 9.3. As the values of \(m\) and \(n\) increase, the position of the first Bragg reflection shifts to lower angles and the number of reflections observed within the same angular range increases, as expected for a heterostructure with a larger repeating unit cell size. All observed Bragg reflections in the specular diffraction pattern can be index to 00\(l\) indices that match values expected for the series of targeted heterostructure, indicating that the samples are crystallographically aligned with the \(c\)-axis lattice parameter perpendicular to the substrate. Based on Le Bail fits of the specular diffraction patterns, the \(c\)-axis lattice parameters were calculated for
each of the [(SnSe)$_{1.5}$]$^{m}$[TiSe$_2$]$^{n}$ heterostructures and are shown in Table 9.2. Because the thickness increases systematically with the number of SnSe and TiSe$_2$ layers in each repeating unit, the c-axis lattice parameter was plotted as a function of the number of constituent layers in the repeating unit to determine the combined thickness of a single SnSe and TiSe$_2$ layer. A linear regression of $m, n$ vs. the calculated c-axis lattice parameters, shown in Figure 9.3b, gives a slope of 11.825(4) Å. This agrees well with, 12.05 Å, the value previously reported for the c-axis lattice parameter of the [(SnSe)$_{1.2}$]$^{1}$[TiSe$_2$]$^{1}$ heterostructure.$^{24,25,38}$ The small discrepancy has been previously noted in ([$\text{PbSe}$]$^{1+\delta}$)$^{m}$[$\text{TiSe}_2$]$^{n}$ nanolaminates and was attributed to thickening of existing structures as opposed to forming additional rock salt-dichalcogenide interfaces.$^{39}$ The regular increase in layer thicknesses and sharp diffraction peaks indicate the crystallized heterostructures contain the targeted nanoarchitecture, but does not inform on the structure of each constituent.

**Figure 9.2.** XRF data was collected from the annealed heterostructures and is plotted in atoms / Å$^2$, normalized to the total number of crystallized SnSe and TiSe$_2$ layers that make up each nanoarchitecture. The integrated and background corrected values normalized for the number of crystallized repeat units for each element are shown with a symbol (red circle – Se, blue square – Sn, green triangle – Ti) and the targeted value for each element is shown as a dotted line.
Figure 9.3. Specular X-ray diffraction patterns of annealed [(SnSe)\(_{1+x}\)]\(_m\)[TiSe\(_2\)]\(_n\) heterostructures (a.) and a linear regression of the c-lattice parameter vs. the number of SnSe and TiSe\(_2\) layers in each repeating unit (b.).

Grazing incidence in-plane diffraction patterns were collected from the [(SnSe)\(_{1+x}\)]\(_m\)[TiSe\(_2\)]\(_n\) heterostructures to characterize the basal plane structure of the two constituents that comprise the materials, shown in Figure 9.4. All reflections can be indexed to either a rectangular or hexagonal unit cell, except those marked with an asterisk, which
indicates an impurity phase with lattice parameters matching those expected for SnSe$_2$. This impurity accounts for the excess Se observed in the calculated atoms / Å$^2$ and can be eliminated by annealing the sample for longer times at a lower temperature after annealing at the optimal temperature of 350 °C. For all heterostructures, the hexagonal unit cell has an $a$-axis lattice parameter that matches what is expected for TiSe$_2$. The rectangular unit cell matches what has previously been published for SnSe, but the size of the unit cell depends on the number of SnSe layers contained in the repeating unit. The change in the SnSe basal plane structure is a result of the interplay between bulk and surface free energy. The in-plane lattice parameters, shown in Table 9.2, were determined from full pattern Le Bail fits. SnSe in the [(SnSe)$_{1.2}$][TiSe$_2$] heterostructure has a distinct tetragonal basal plane, indicated by the split peaks in the diffraction pattern. This pattern must be indexed to a unit cell that is larger than bulk SnSe, with $a$- and $b$- lattice parameters of 6.094 and 5.974 Å, respectively. This distortion is distinct to heterostructures containing TiSe$_2$ and SnSe layers, as other SnSe containing systems, including ([SnSe]$_{1+m}$[MSe$_2$]$_n$ where M = V, Mo, Nb) typically converge to $a = b$ as $m$ approaches 1. The in-plane diffraction patterns for the heterostructures with $m, n \geq 2$ are distinctly different from that observed for the [(SnSe)$_{1.8}$][TiSe$_2$]$_1$ compound. These patterns can still be fitted to a rectangular basal plane structure, but are indexed to a smaller unit cell, as can be observed in Figure 9.4 and the lattice parameters shown in Table 9.2. This phenomenon is discussed at length elsewhere, but is indicated by slight shifts in SnSe reflections, particularly at 96.6° and 101.5°, and changes to the splitting and asymmetry of the reflections. This change in lattice parameters is best explained by a face-centered to body-centered symmetry shift (as observed in the schematic shown in Figure 9.4a) and a corresponding $\sim \frac{1}{\sqrt{2}}$ ratio between lattice parameters.
which also fits the expected systematic absences observed in the indexing of Figure 9.4.

Table 9.2. Heterostructure c-axis lattice parameter and in-plane lattice parameters for SnSe and TiSe$_2$ of [(SnSe)$_{1+δ}$_]$_m$[TiSe$_2$]$_n$ heterostructures determined from Le Bail fits.

<table>
<thead>
<tr>
<th>$m$, $n$</th>
<th>$c$ (Å)</th>
<th>$a$ TiSe$_2$ (Å)</th>
<th>$a$ SnSe (Å)</th>
<th>$b$ SnSe (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.04(1)</td>
<td>3.5589(5)</td>
<td>6.0966(9)</td>
<td>5.9795(8)</td>
</tr>
<tr>
<td>2</td>
<td>23.84(1)</td>
<td>3.5667(3)</td>
<td>4.275(1)</td>
<td>4.272(1)</td>
</tr>
<tr>
<td>3</td>
<td>35.67(1)</td>
<td>3.5702(3)</td>
<td>4.2960(7)</td>
<td>4.2742(7)</td>
</tr>
<tr>
<td>4</td>
<td>47.48(1)</td>
<td>3.5654(2)</td>
<td>4.3114(6)</td>
<td>4.2465(5)</td>
</tr>
<tr>
<td>5</td>
<td>59.30(3)</td>
<td>3.5684(2)</td>
<td>4.3173(5)</td>
<td>4.2440(4)</td>
</tr>
<tr>
<td>6</td>
<td>71.18(2)</td>
<td>3.5666(1)</td>
<td>4.3265(3)</td>
<td>4.2372(2)</td>
</tr>
<tr>
<td>8</td>
<td>94.80(1)</td>
<td>3.5674(1)</td>
<td>4.3382(3)</td>
<td>4.2301(2)</td>
</tr>
</tbody>
</table>

While the [(SnSe)$_{1+δ}$_]$_m$[TiSe$_2$]$_n$ heterostructures with $m$, $n \geq 2$ are all indexed to the same unit cell, there are distortions within the lattice parameters that occur as $m$ and $n$ increase. Figure 9.4b shows the increase in the $a$-axis and decrease in the $b$-axis lattice parameters with increasing $m$ and $n$ values for all heterostructures with $m$, $n \geq 2$. For heterostructures where $2 \leq m$, $n \leq 4$, the unit cell approaches square, and splitting of Bragg reflections into two distinct $hk0$ peaks is no longer observed. However, these reflections are broadened, indicating that the unit cell is still rectangular. In heterostructures where $5 \leq m$, $n \leq 8$, the smaller redefined unit cell is maintained, but splitting of the SnSe peaks is observed again, becoming more rectangular with increasing $m$, $n$. As expected, the number of SnSe layers increases, the in-plane lattice parameters approach those reported for bulk SnSe, $a = 4.445(1)$ and $b = 4.153(1)$. The convergence to agreement with bulk parameters with increasing $m$ suggests that bulk SnSe’s orthorhombic unit cell is more energetically favorable relative to the strained structure observed for the $m$, $n = 1$ heterostructure.$^{24,25,45-47}$ This is accompanied by a
Figure 9.4. Specular X-ray diffraction patterns of annealed \([(SnSe)_{1+x}]_m[TiSe_2]_n\) heterostructures (a.) and a linear regression of the c-lattice parameter vs. the number of SnSe and TiSe\(_2\) layers in each repeating unit (b.).

HAADF-STEM images of the \(m, n = 1, 2,\) and 3 heterostructures provide a real-space picture of the material’s structure and are shown in Figure 9.5 A-C, D-H, and E, respectively. Initial inspection shows regular layering with sharp interfaces between rock salt and dichalcogenide layers. The global layering reflects the structure expected from each precursor with periodic layering defects due to slight precursor non-stoichiometry (for example in the lower-right of the \(m, n = 3\) image,
Figure 9.5e). Zone axes of the constituent lattices manifest as bright distinct points in the image, with the brighter layers corresponding to the heavier Sn-containing constituent. Within each structure, multiple zone axis orientations are visible, indicating some degree of interlayer rotational disorder.

Interestingly, the \( m = n = 1 \) structure exhibits far less misregistration, appearing nearly epitaxial for several adjacent layers. In the representative HAADF-STEM images collected from the \([\text{SnSe}_{1.2}]_1[\text{TiSe}_2]_1\) heterostructure, two primary regions demonstrate templating between the constituents, shown in panes B and C of Figure 9.5. These have corresponding labels to the right of the figure that indicate the constituent and identity of the observed zone axis. Octahedrally coordinated \( \text{TiSe}_2 \) is a dumbbell-like structure when the (110) and (1-20) planes are visible. On the other hand, this structure appears as vertical bars when looking across the (100) and (1-10) planes. SnSe is visible as either indistinguishable ‘smears’ due to being off-axis or distinct points corresponding to the (100) plane. The off-axis SnSe is regularly seen adjacent to the \( \text{TiSe}_2 \) (100)/(1-10) planes whereas the (100) SnSe plane is seen adjacent to the \( \text{TiSe}_2 \) (110)/(1-20) planes. An interfacial region where the layers cleanly change from one sequence to the next is also visible.

This layering can be understood by considering the templating mechanism between \( \text{TiSe}_2 \) and SnSe.\(^{24,25}\) The lattice parameters of SnSe and \( \text{TiSe}_2 \) for \( m, n = 1 \) (Table 9.2) show a \( \sqrt{3} \) ratio between \( a \)-lattice parameters, which corresponds exactly with the expected ratio for the formation of a commensurate interface between tetragonal and hexagonal structures along the \(<100>\) and \(<1\,-1\,0>\) directions, respectively. This also agrees with the STEM image seen in Figure 9.5C. Considering the distortion and alignment of the SnSe lattice to accommodate this orientation, the region in Figure 9.5B is also
understood by considering the TiSe$_2$ <100> axis, which appears as off zone-axis in SnSe. The TiSe$_2$ interface between the two may occur both looking along the TiSe$_2$ (1-10) plane or TiSe$_2$ (100) plane, which would result in SnSe on or off zone axis as observed in the lower and upper SnSe layers, respectively. These distortions are likely driven by interface energetics and seem to be unique to ‘soft’ SnSe layers paired with TiSe$_2$, which has a larger $a$-lattice parameter than other dichalcogenides.$^{25}$

In the $m, n = 2$ heterostructure, several structural details can be seen within the SnSe layers. Looking down the <110> axis of SnSe in Figure 9.5F, the typical $\alpha$-SnSe structure is observed, highlighted by the stacked triangle pointing in the same direction. On the other hand, Figure 9.5h shows another region of the film where $\beta$-SnSe is seen looking down the same axis, as highlighted by the stacked triangles pointing in the opposite direction. Figure 9.5g highlights a slip plane occurring along the <100> axis in which one bilayer of SnSe is offset from the bilayer below it so the atoms lie in between each other. This misalignment is likely a result of the SnSe layers trying to align with TiSe$_2$ layers on either side of it. The TiSe$_2$ layers above and below the SnSe highlighted in Figure 9.5g, show both dumbbell and vertical bar structures, which correspond to the (110) and (1-10) planes, both of which could be visible when forming the commensurate interface with SnSe. The various defects and structural irregularities observed in the $m, n = 2$ structure are also observed in the $m, n = 3$ structure and hint at the complex environment the compounds nucleate in. Unlike the $m, n = 1$ compound, the introduction of SnSe and TiSe$_2$ layers that lack an adjacent SnSe|TiSe$_2$ interface allows for unique behavior due to a complication of the free energy landscape and balancing of interface and volume terms in approximately equal amounts. These unique stacking structures indicate the occurrence of a strong interaction between the
two constituents, which likely influences the observed transport properties for these materials.

**Figure 9.5.** HAADF-STEM images of [(SnSe)$_{1+d}$]$_m$[TiSe$_2$]$_n$, ($m = n = 1, 2, 3$) nanolaminates showing templated interfaces for $m=n=1$ and several stabilized structures for $m=n=2$.

### 9.3.3. Transport Properties

Seebeck coefficient, Hall coefficient, and resistivity measurements were collected for the [(SnSe)$_{1+d}$]$_m$[TiSe$_2$]$_n$ heterostructures to investigate the influence of nanoarchitecture on the material’s electrical transport properties including charge donation between layers and majority carrier type. The room temperature values for these measurements are reported in Table 9.3. All of the compounds have nominally the same stoichiometry for each repeating unit, but increased size with increasing $m$ and $n$ value, so if transport was dominated by the ratio of each constituent, the observed behaviors would not change across the series, and should be similar to that observed for the previously reported [(SnSe)$_{1+d}$]$_1$[TiSe$_2$]$_1$ heterostructure.$^{24,38}$ If there are trends in the observed
behavior as a function of \( m \) and \( n \), then both the stoichiometry and the repeating unit nanoarchitecture are important to consider when describing the transport properties of a heterostructure.

Room temperature Seebeck coefficients were negative for all measured \([\text{SnSe}]^{1+\delta}_m\text{[TiSe}_2]_n\) heterostructures, indicating electrons dominate transport at 300 K. Prior reports of the \([\text{SnSe}]^{1+\delta}_1\text{[TiSe}_2]_n\) heterostructure compounds showed that electrons from the TiSe\(_2\) layer were the dominant contribution to the Seebeck coefficient. However, in this work there is large variation in the measured value and no apparent systematic trend as a function of the number of SnSe and TiSe\(_2\) layers within the repeating unit. The lack of a systematic trend suggests the carriers measured by the Seebeck coefficient are a result of the sample stoichiometry and not solely the repeat unit thickness. The large variation between measured Seebeck coefficients is likely the result of defects in each heterostructure.

Unlike the room temperature Seebeck coefficient, which is negative for all heterostructures and does not have a systematic trend with respect to \( m \) and \( n \), the room temperature Hall coefficient generally becomes more positive and switches from negative to positive as a function of the \( m \) and \( n \) value. The \([\text{SnSe}]^{1+\delta}_1\text{[TiSe}_2]_1\) heterostructures is the only compound with a negative Hall coefficient at room temperature. This behavior is consistent with what was previously observed for the \([\text{SnSe}]^{1+\delta}_1\text{[TiSe}_2]_n\) family of compounds as well as previously published data on the \([\text{SnSe}]^{1+\delta}_1\text{[TiSe}_2]_1\) heterostructure.\(^{24,38}\) \([\text{SnSe}]^{1+\delta}_m\text{[TiSe}_2]_n\) heterostructures with \( m, n \geq 2 \) have positive Hall coefficients at room temperature, even though the samples have the same stoichiometry as the \([\text{SnSe}]^{1+\delta}_1\text{[TiSe}_2]_1\) compound. The positive sign indicates that holes are also active at room temperature and are contributing the transport. This data is similar to that reported for the \([\text{SnSe}]^{1+\delta}_m\text{[TiSe}_2]_1\) family of compounds.\(^{24}\) Assuming a single band model, the increase in the Hall
coefficient would indicate a decrease in the carrier concentration as a function of the number of layers in the repeating unit. Though this is not likely a valid assumption due to the negative Seebeck coefficient, it is what was previously observed for other (SnSe)_{1+d}m[TiSe_2]_n heterostructures where \( m \neq n \) and provides a starting point for analyzing the intricate behaviors demonstrated by these heterostructure compounds.\(^{24}\)

Similar to the measured Hall coefficients for the (SnSe)_{1+d}m[TiSe_2]_n family of compounds, there is a general trend in the measured resistivity at room temperature. As the number of SnSe and TiSe_2 layers in the repeating unit increases, so does the measured room temperature resistivity. This tracks with the general decrease in carriers with increased \( m = n \) values. Similar behavior was observed for the [(SnSe)_{1+d}]_1[TiSe_2]_n family of compounds where the resistivity increased with a more TiSe_2 layers in the repeating unit. The opposite behavior was observed for the [(SnSe)_{1+d}]_m[TiSe_2]_1 family of compounds where, as the number of SnSe layers in the repeating unit increased, there was a decrease in the resistivity.\(^{24}\) A possible explanation for this behavior, which will be explored more later, is there is more “bulk” SnSe and TiSe_2 in these heterostructures which behave not as a novel combined material, but more as a composite and the amount of charge donated scales with \( m \) and \( n \) until a certain limit is reached.

**Table 9.3.** Room temperature electrical transport properties

<table>
<thead>
<tr>
<th>( m, n )</th>
<th>S ( ( \mu \text{V K}^{-1} ))</th>
<th>( R_H ) (cm(^3) C(^{-1} ))</th>
<th>( \rho ) (( \mu\Omega )/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-75</td>
<td>-0.0028</td>
<td>12.6</td>
</tr>
<tr>
<td>2</td>
<td>-52</td>
<td>0.0018</td>
<td>17.9</td>
</tr>
<tr>
<td>3</td>
<td>-75</td>
<td>0.0126</td>
<td>24.5</td>
</tr>
<tr>
<td>4</td>
<td>-75</td>
<td>0.0035</td>
<td>39.4</td>
</tr>
<tr>
<td>5</td>
<td>-92</td>
<td>0.0045</td>
<td>56.8</td>
</tr>
<tr>
<td>6</td>
<td>-40</td>
<td>0.0411</td>
<td>40.3</td>
</tr>
<tr>
<td>8</td>
<td>-40</td>
<td>0.0453</td>
<td>57.0</td>
</tr>
</tbody>
</table>
Temperature dependent Hall coefficient data was collected for the \([(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_n\) heterostructure compounds to probe the material’s behavior as a function of repeating unit thickness and temperature and is shown in Figure 9.6. The observed behavior can be split into three groups, heterostructures that have a positive Hall coefficient at all temperatures, negative Hall coefficients at all temperatures, and Hall coefficients that switch sign as a function of temperature. The \([(\text{SnSe})_{1+\delta}]_1[\text{TiSe}_2]_1\) compound is the only heterostructure that is negative over the entire temperature regime. As the temperature decreases the magnitude of the negative Hall coefficient increases, indicating that electrons dominate transport behavior of this compound. Assuming a single band model, this indicates that there are fewer mobile carriers as temperature is decreased. This is similar to behavior reported previously for the \([(\text{SnSe})_{1+\delta}]_1[\text{TiSe}_2]_n\) heterostructure compounds. Heterostructures which display a change in Hall coefficient sign as a function of temperature include the \(m, n = 2, 4, \) and 5. These compounds appear to be dominated at lower temperatures by electrons. Between 200 and 250 K, the sign of the Hall coefficient switches from negative to positive and continues to become more positive with increasing temperature. The exact temperature of the switch is nanoarchitecture and defect dependent. It is apparent that both holes and electrons are contributing to the transport properties of these materials and become active at various temperatures resulting in changes in observed properties. This is similar to the behavior that was previously reported for the \([(\text{SnSe})_{1+\delta}]_2[\text{TiSe}_2]_1\) heterostructure compound.\textsuperscript{24} The heterostructures that have a positive Hall coefficient over the entire temperature regime include the \(m = n = 3, 6, \) and 8. While the \([(\text{SnSe})_{1+\delta}]_3[\text{TiSe}_2]_3\) is positive over the entire temperature regime, the shape of its curve more closely resembles the behavior of the compounds where the Hall coefficient sign changes as a function of temperature. It is likely that this sample is more
closely related to the $m, n = 2, 4, \text{ and } 5$ compounds, but is dominated by holes over the entire temperature regime as a result of defects. The $m, n = 6 \text{ and } 8$ compounds have a positive Hall coefficient positive over the entire temperature regime and increase in magnitude as the temperature decreases. Assuming a single band model, though not entirely accurate, provides a rough estimate that suggests the number of active carriers decreases with decreasing temperature.

**Figure 9.6.** Temperature dependent Hall coefficient measurements for $[(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_n$ heterostructures with $m, n = 1 - 8$.

Temperature dependent resistivity data was collected for all $[(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_n$ heterostructure compounds down to $\sim 22$ K to further investigate the unique transport behavior and is shown in figure 9.7. The general trend observed in the room temperature data, that as $m, n$ increases so does the resistivity, is maintained over the entire temperature regime. The $[(\text{SnSe})_{1+\delta}]_1[\text{TiSe}_2]_1$ compound’s resistivity initially decreases as temperature is decrease until $\sim 100$ K at which point the resistivity starts to increase. For all other $[(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_n$ heterostructures, there is an increase in resistivity as temperature is decreased over the entire temperature regime. At lower temperatures, the
upturn in resistivity starts to occur at a faster rate for all of the compounds and it aligns with the start of the increase in resistivity for the [(SnSe)$_{1+\delta}$][TiSe$_2$]$_1$ heterostructure. The temperature at which the upturn occurs is dependent on the number of SnSe and TiSe$_2$ layers present in the repeating unit, larger $m, n$ values see the upturn in resistivity occurring at higher temperatures. Most increases in resistivity with decreasing temperature are attributed to semiconducting behavior, which should fit to an exponential. The data presented here cannot be fit to an exponential and instead follows a $T^{-1/4}$ behavior that is related to a variable range hopping mechanism.
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**Figure 9.7.** Temperature dependent resistivity measurements of [(SnSe)$_{1+\delta}$][TiSe$_2$]$_n$ heterostructures with $m, n = 1 – 8$.

While the last couple of paragraphs focused on presenting the measured data, here the data will be discussed together in an attempt to explain the observed complex behavior. The change in slope observed in the temperature-dependent Hall coefficient data occurs at approximately the same temperature as the upturn in resistivity. It was previously reported in the [(SnSe)$_{1+\delta}$][TiSe$_2$]$_n$ heterostructure compounds that this was a result of variable range hopping.
It is known that the SnSe layer donates charge to the TiSe$_2$ layer at the interface between the two compounds which results in a conducting block composed of the layers involved in charge donation. There is some extension beyond the interfacial layers, but the majority of layers without an interface retain their bulk-like behaviors. As the temperature decreases, these carriers (electrons) are less mobile, resulting in the observed Hall coefficient and resistivity data.

While all samples contain the novel conducting layer composed of the SnSe and TiSe$_2$ interfacial layers, the extent of its contribution to the observed transport properties is impacted by the number of bulk behaving SnSe and TiSe$_2$ layers that are present in the sample. It was previously reported the conducting interfacial block is dominated by electrons, while the TiSe$_2$ layer’s transport is known to have both holes and electrons, and the SnSe layer is dominated by holes. The ratio of the conducting interfacial block to the individual constituents lacking an interface strongly influences the observed transport behavior. The $[(\text{SnSe})_{1+\delta}]_1[\text{TiSe}_2]_1$ compound is composed solely of interfacial SnSe and TiSe$_2$ layers, which is why it is completely dominated by electrons at all temperatures and demonstrates more conductive behavior than the other $[(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_n$ heterostructure compounds. As the number of SnSe and TiSe$_2$ layers in the compound increases there is more charge donated, but also more contribution from the holes in the observed transport properties. At low temperatures for the $m, n = 2, 4, 5$ sample, electrons from the interfacial conducting block dominate the transport at low temperatures, but as temperature is increased, holes in the bulk like material are activated and dominate the transport behavior. In the $m, n = 3$ sample there are likely enough defects that result in holes even at low temperatures which dominates the hall coefficient data at all temperatures. For the $m, n = 6$ and 8 samples, the blocks of bulk-like
material are thick enough to provide sufficient quantities of mobile holes at low temperatures, such that holes become the dominant carrier.

The sign discrepancy that occurs between the room temperature Hall and Seebeck coefficients is a result of the mobility differences between the two carrier types. It was previously reported that the holes observed in these materials are much more mobile than the electrons. While both the Seebeck and Hall coefficients are dependent on the mobility and carrier concentrations at high temperatures, the mobility has a much larger impact on the Hall coefficient at high temperatures. Since both carriers are present at room temperature, the more mobile holes dominate the Hall coefficient, while the Seebeck coefficient is dominated by the higher concentration of less mobile electrons.

9.3.4. Temperature Dependent Diffraction

It is apparent from the discussion of the transport data that the \([(SnSe)_{1+\delta}]_m[TiSe_2]_n\) heterostructures are very complex and there are a lot of factors contributing to their unique temperature dependent behavior. To study the effect of temperature on the compounds structure, temperature dependent in-plane diffraction was collected on the \([(SnSe)_{1+\delta}]_4[TiSe_2]_4\) heterostructure compound using the Advanced Photon Source at Argonne National Laboratory. Figure 9.8 visually illustrates the calculated lattice parameters at temperatures ranging from 22 to 300K and a tabular form is provided in Table F.1. There is no change in the lattice parameters for the TiSe\(_2\) constituent as a function of temperature, indicating there is no temperature dependent distortion. This is consistent with previously published temperature dependent in-plane lattice parameters for a \([(SnSe)_{1+\delta}]_1[TiSe_2]_8\) which do not change as a function of temperature. On the other hand, the SnSe constituent distorts to a more rectangular unit cell as the temperature is decreased. As the temperature is lowered the in-plane lattice parameters go from being more square-like to approaching the rectangular structure of bulk
SnSe.\textsuperscript{45,47,52} This bulk-like structure resembles what is observed at room temperature for the larger \( m = n \) compounds. As the sample is heated, there is more energy put into the sample which facilitates the distortion to a square-like structure. This temperature dependent distortion appears to be a function of the number of SnSe layers within the repeat unit, as the \([\text{SnSe}]_{1+\delta}]_1[\text{TiSe}_2]_8\) which only has a single SnSe layer in the repeating unit did not have a change in unit cell as a function of temperature. This complex structure change that is both temperature dependent and a function of the number of SnSe layers in the repeating unit plays a role in the complex transport properties and layer interactions that are observed within these compounds.
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**Figure 9.8.** Temperature-dependence of \( a\)- and \( b\)-axis lattice parameters of an \([\text{SnSe}]_{1+\delta}]_m[\text{TiSe}_2]_n\), \( m, n = 4 \) heterostructure.

### 9.4. CONCLUSIONS

Series of compounds with systematic changes in nanoarchitecture provide a platform for investigating size effects and layer interactions in thin film heterostructures. Here a series of \([\text{SnSe}]_{1+\delta}]_m[\text{TiSe}_2]_n\)
heterostructures were prepared where the ratio of SnSe to TiSe$_2$ in the repeating unit was held constant, but the size of the repeating unit was systematically increased. As the repeating unit size increased, the structure of the SnSe layers transformed from a single layer of SnSe distorting to match the in-plane lattice of TiSe$_2$ to thicker blocks of SnSe with in-plane lattice parameters that approach those of bulk SnSe. This complex structural behavior as a function of nanoarchitecture is mirrored in the transport properties. When there is only a single layer of each constituent in the repeating unit, the charge donation from the SnSe to the TiSe$_2$ creates a strong interaction between the layers, causing them not to act as a composite, but instead as a novel conductive material ‘block’. This conductive block persists at the interface when more SnSe and TiSe$_2$ layers are added to the structure, but the non-interfacial SnSe and TiSe$_2$ maintain their independent properties and also significantly contribute to the observed transport behavior. The transport behavior is influenced by both electrons from non-interfacial TiSe$_2$ layers and the conducting interfacial block as well as holes from the non-interfacial TiSe$_2$ and SnSe layers. The degree to which holes, electrons, or both contribute to transport follows similar trends to SnSe’s structural distortion. However, further investigation of the materials is warranted to quantitatively understand the observed transport properties. Overall, the complex behavior observed in the [(SnSe)$_{1+\delta}$]$_m$[TiSe$_2$]$_n$ heterostructure series demonstrates the influence of size effects in thin film materials and establishes an avenue for manipulating and tuning desired electronic properties.

9.5. BRIDGE

In this chapter, the influence of size effects on heterostructure properties were investigated in the [(SnSe)$_{1+\delta}$]$_m$[TiSe$_2$]$_n$ heterostructure compounds. It was found that size effects play a large role in these materials as they all had the same ratio of SnSe to TiSe$_2$ but have vastly
different transport properties as a function of nanoarchitecture. Charge donation between the interfacial SnSe and TiSe$_2$ material created a novel conductive material that dominates the properties at low temperatures. As the number of SnSe and TiSe$_2$ layers that don’t touch an interface increases, both holes and electrons become important and negate each other. It is observed that this is a complex system that cannot be described by a simple model as there are too many changing variables. In the next chapter the [(SnSe)$_{1.8}$]$_m$[TiSe$_2$]$_2$ series of compounds is investigated to further explore the charge donation in these complex materials.
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ELECTRONIC STRUCTURE OF DESIGNED [(SnSe)\textsuperscript{1+\delta}M\textsubscript{2}\textsuperscript{2}]
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10.1. INTRODUCTION

The stacking of two-dimensional layers into heterostructures with emerging properties is currently at the forefront of materials science research [1, 2, 3, 4, 5]. Understanding the interactions between layers is of paramount importance, especially when considering the effects of different stacking arrangements. For example, single layers of graphene exhibit much improved carrier mobility when they are placed on [6] or encapsulated between [7] hexagonal boron nitride instead of resting on a silicon oxide substrate, and the super-conducting critical temperature of the NbSe\textsubscript{2} layers in [(SnSe)\textsuperscript{1+\delta}]\textsubscript{m}(NbSe\textsubscript{2})\textsubscript{1} is found to decrease with increasing SnSe content due to charge transfer between layers [8].
Changing the composition and stacking sequence of layers in heterostructures consisting of MoS$_2$ and WS$_2$ allows for the fabrication of devices with tunable tunnel resistance or band-engineered tunnel diodes [9]. The misfit layer chalcogenides, consisting of alternating layers of a metal chalcogenide and a transition metal dichalcogenide (TMDC), are a promising class of materials for thermoelectric applications, but the control over composition and layering sequence is limited to a few thermodynamically stable compounds accessible via high-temperature synthesis approaches [10, 11, 12].

Preparing samples with the desired stacking arrangements is a great challenge in the experimental study of two-dimensional materials and heterostructures. High-quality samples and devices can be prepared by manual mechanical stacking of exfoliated layers [13]. To pave the way toward wafer scale production, different scalable manufacturing techniques, such as sequential chemical vapor deposition (CVD), direct growth of TMDC heterostructures by vapor–solid reactions, and van der Waals epitaxy, have been under consideration [14], but different growth conditions for each layer limit the complexity that may be achieved [15].

A developing approach to heterostructures that enables wafer scale samples is the self-assembly of designed precursors consisting of a repeating sequence of deposited elemental layers. By precisely controlling constituents and layering sequences of the precursors, a virtually unlimited number of heterostructures can be realized experimentally [16, 17]. While this self-assembly approach can produce specific stacking sequences, the rotational orientation of the layers cannot be controlled, resulting in a random rotational alignment of the layers with respect to each other [18].

Here, we explore the electronic properties of \([(\text{SnSe})_{1+d}]_m(\text{TiSe}_2)_n\) heterostructures, consisting of $m$ bilayers of SnSe and $n$ layers of TiSe$_2$ in the supercell. Prior research on the $(\text{MS})_{1+d}(\text{TiS}_2)_2$ misfit layer compounds
showed that the intergrowths containing $M = Sn$ are of special interest for thermoelectric applications [19], and high Seebeck coefficients sensitive to the layering sequence have been observed in similar selenide compounds grown via self-assembly of designed precursors [20, 21]. In contrast to the rotational disorder usually present in samples prepared by this synthesis approach, samples with $m = n = 1$ showed relatively large regions with long-range order [22]. A series of samples with $m = 1, ..., 4$ and $n = 1$ showed unusual transport behavior [23], emphasizing the importance of furthering the understanding of the electronic interactions in this kind of system. Finding proof for the presence of a potential charge transfer into TiSe$_2$ is of special interest, since the controlled doping of TiSe$_2$ can be used to finely tune electronic transitions such as charge density waves or superconductivity [24, 25]. X-ray photoelectron spectroscopy (XPS) has proven to be an effective method to investigate the electronic structure of these systems, as evidence for electron transfer from the metal selenide layer ($M = Pb$ or $Sn$) into the transition metal dichalcogenide layer was found for $(MSe)_{1+\delta}(NbSe_2)_2$ [26]. In this work, photoelectron spectroscopy was used on a series of $[(SnSe)_{1+\delta}]_m[TiSe_2]_2$ compounds with $m = 1, 2, 3,$ and 7, as well as binary samples of the constituents TiSe$_2$ and SnSe.

### 10.2. Results and Discussion

#### 10.2.1. Synthesis and Structure

Binary SnSe and TiSe$_2$ and a series of $[(SnSe)_{1+\delta}]_m[TiSe_2]_2$ heterostructures with $m = 1, 2, 3, \text{ and } 7$ and were prepared from designed amorphous precursors by physical vapor deposition. A repeating sequence of elemental Ti, Sn, and Se layers was deposited in an order that mimicked the architecture of the desired product [20, 23, 27]. For example, to make the $m = 2$ compound, the repeating sequence Ti|Se|Ti|Se|Sn|Se|Sn|Se was deposited. For the Sn|Se and Ti|Se bilayers, a 1:1 ratio of Sn to Se and a 1:2 ratio of Ti to Se, respectively,
were targeted with a layer thickness similar to that of the desired product. The sequence of bilayers was repeated until a sample of about 50 nm in total film thickness was reached. The amount of material required to obtain the correct ratio in the Sn|Se layers and Ti|Se layers with the right layer thickness was determined using X-ray fluorescence (XRF) in combination with various X-ray diffraction (XRD) techniques [28].

The layered precursors were converted into the desired crystalline products by annealing on a hot plate in an N\textsubscript{2} atmosphere with,1 ppm of oxygen present. The optimal annealing conditions for SnSe and TiSe\textsubscript{2} were estimated from prior studies. An annealing study completed on TiSe\textsubscript{2} previously reports the ideal annealing temperature to be 350 °C for 30 min when annealed in an N\textsubscript{2} atmosphere with less than 0.5 ppm of oxygen present [29]. In a recent study, SnSe films were crystallized at 350 °C for 30 min in an N\textsubscript{2} atmosphere [30].

An annealing study of the $m = 3$ precursor was conducted to determine the best annealing temperature to crystallize the targeted $[(\text{SnSe})_{1+d}]_m \text{[TiSe}_2)_2$ compounds. Figure 10.1. contains the X-ray reflectivity (XRR), specular XRD, and in-plane XRD data collected on the $m = 3$ precursor as it was annealed at the indicated temperatures for 30 min. The as deposited XRR pattern contains both Kiessig fringes and the first three Bragg reflections resulting from the repeating sequence of elemental layers. The Kiessig fringes result from interference between the front and back of the film and depend on the smoothness of these interfaces. As the sample is annealed at increasing temperatures, the fringes extend out to higher angles indicating smoother interfaces. Above 450 °C, the Kiessig fringes decrease in intensity. By 500 °C, the Kiessig fringes are gone, indicating that the film has become significantly rougher. The diffraction maxima in the XRR scans result from the artificial layering of the designed precursor from the sequence of
deposited elemental layers. As the sample is annealed to higher temperatures, these reflections shift to higher angles, indicating that the repeat unit thickness is getting smaller. The reflections become commensurate with the 00l reflections present at higher angles as the artificial layering evolves into the product. Above 450 °C, the Bragg reflections decrease in intensity. After the 500 °C annealing, some of the Bragg reflections are no longer visible, indicating that the metastable product is decomposing.

The reflections in the as-deposited specular diffraction pattern can all be indexed as 00l reflections. As the sample is annealed at increasing temperatures, additional reflections grow in and the reflections systematically shift to higher angles, indicating that the c-axis lattice parameter is decreasing. The diffraction pattern after annealing at 350 °C contains the most reflections. After annealing at this temperature, the reflections all have similar line widths and can be indexed as 00l reflections of [(SnSe)_{1+d}]_n[TiSe_2]_2. The reflections broaden and are reduced in intensity when annealed at 400 °C or higher, indicating that the desired product is decomposing. The in-plane diffraction pattern of the as-deposited sample contains reflections that can be indexed as those from a rectangular and a hexagonal unit cell. The a-axis lattice parameter of the hexagonal unit cell matches that expected for TiSe_2. The rectangular lattice parameters are slightly larger than expected for SnSe. On annealing, the lattice parameters of the rectangular unit cell decrease, and weak reflections consistent with the formation of SnSe_2 appear after annealing at 200 °C. The SnSe_2 reflections are no longer present after annealing at 350 °C, and the in-plane lattice parameters are consistent with those expected for SnSe and TiSe_2. After annealing at 500 °C, the intensity of the in-plane reflections are all decreased in intensity, which is consistent either with decomposition or a decrease in preferred alignment of the crystallites. We concluded that the optimal
annealing temperature is 350 °C, as shown in blue in all three of the data sets in Figure 10.1.

High-angle annular dark-field scanning transmission electron microscopy (HAADF-STEM) images were collected on a representative sample to provide real space images as well as a local structure picture of the material. Figure 10.2(a) shows the entire cross-section of the film, from surface to substrate, demonstrating the formation of the desired compound throughout the film. There are clearly 3 bright SnSe layers separated by 2 darker TiSe$_2$ layers in the repeat structure. While a few layering defects can be observed, the film is dominated by the [$(\text{SnSe})_{1+x}\text{[TiSe}_2]$$_2$ structure. Figures 10.2(b) and 10.2(c) show higher resolution images that clearly resolve the atomic structure. Figure 10.2(b) shows regions with defect-free continuous layering of the [$(\text{SnSe})_{1+x}\text{[TiSe}_2]$$_2$ heterostructure, while Figure 10.2(c) shows regions with defects in the layering structure that are likely a result of crystallites started from two nucleation sites growing together. Different zone axis can be observed in the various layers due to the sample’s rotational disorder which is a consequence of the designed precursor preparation technique. In the bottom of Figure 10.2(b), the (100) zone axis of TiSe$_2$ can be observed and in the upper left corner of Figure 10.2(c), the (100) zone axis of SnSe can be observed.

Figure 10.3 contains specular and in-plane diffraction scans of the four heterostructure samples studied by XPS. All of the reflections in the specular diffraction pattern can be indexed as 00l reflections consistent with an increasing c-axis lattice parameter as m is increased [23]. The c-axis unit cell parameter increases as the number of SnSe bilayers in the repeating unit, m, is increased. This decreases the spacing between Bragg reflections and the first Bragg reflection moves to smaller angles. The in-plane diffraction patterns have reflections that can all be indexed as hk0 reflections from SnSe or TiSe$_2$, except for the binary SnSe sample,
Figure 10.1. XRR (a), Specular XRD (b), and in-plane XRD (c) of the representative [(SnSe)$_{1+d}$]$_m$[TiSe$_2$]$_2$ sample with $m = 3$ as deposited (AD) and annealed at various temperatures. The diffraction pattern of the sample annealed at 350 °C and studied by HAADF-STEM and XPS is highlighted. Dashed lines indicate the position of the Bragg reflections expected for a well crystalized sample.
Figure 10.2. Representative HAADF-STEM images of a [(SnSe)$_{1+\delta}$]$_3$[TiSe$_2$]$_2$ sample showing the entire thickness of the film (a), a region with a pristine (3, 2) layering structure (b), and a region where layering defects occur (c). A step fault is marked with a solid purple line demonstrating the bottom border of the TiSe$_2$ layer and a dashed yellow line demonstrating the top of the SnSe layer. There is a layer of mixing between the two layers that is outlined by the two borders of the SnSe and TiSe$_2$ layer, respectively.
which has weak reflections from SnSe$_2$. With increasing value of $m$ in the
repeating unit, the reflections from the SnSe constituent grow in
intensity and as a result the reflections from TiSe$_2$, become less
pronounced. Both diffraction experiments indicate that the samples are
crystallographically aligned with the substrate perpendicular to the $c$-
axis.

![Figure 10.3](image)

**Figure 10.3.** Specular (a) and in-plane (b) XRD patterns of the SnSe, TiSe$_2$, and
$[\text{SnSe}_{1+\delta}]_m[\text{TiSe}_2]_2$ heterostructures with $m = 1, 2, 3,$ and 7.
10.2.2. Characterization of Electronic Structure via XPS

Prior to investigating the heterostructures containing both SnSe and TiSe$_2$ layers, XPS measurements were conducted on respective binary samples. The spectra of the binary compounds SnSe and TiSe$_2$ can be found in the bottom and top rows of Figures 10.4(a)–10.4(d), respectively. As discussed in a previous report [26], binary SnSe is a small band gap semiconductor and, thus, gives symmetric photoelectron peaks. The binding energy of the Sn3$d_{5/2}$ and Se3$d_{5/2}$ core-level peaks is 485.87 eV and 53.77 eV, respectively. In the valence band, one can identify the Se4$s$ state at 13.6 eV and the Sn5$s$ state at 7.6 eV. The energy ranges from 0–5 eV is composed mainly of Sn-$p$ and Se-$p$ states [31].

TiSe$_2$ on the other hand is heavily debated as being either a semi-metal or very small band gap semiconductor [32]. For a metallic compound, one would expect to observe asymmetric peak shapes in photoemission spectra [33]. Indeed, an asymmetric peak shape, which can be fitted using a line shape as derived by Mahan [34], is observed for the Ti2$p$ and Se3$d$ core levels. A binding energy of the Ti2$p_{3/2}$ core level at 455.55 eV can be derived, in excellent agreement with literature reports [35], and the Se3$d_{5/2}$ core level is found at 53.20 eV. In the valence band spectrum, we can observe a broad band constituted of Se-$p$ and Ti-$d$ states, with some prominent features which we find at the same energies as reported by Shkvarin et al. [35]. In our spectrum, the Se4$s$ state is located at a binding energy of 13.3 eV, which is about 0.3 eV less than in their work [35]. Right at the Fermi energy (EB 5 0), we can observe a small but not vanishing density of states, consistent with a semi-metal.
Figure 10.4. Normalized XPS Sn3d (a), Ti2p (b), and Se3d (c) core-level spectra as well as valence band (d) spectra of binary SnSe (bottom row), binary TiSe₂ (top row), and [(SnSe)₁⁺]ₘ[TiSe₂]₂ heterostructures with \( m = 1, 2, 3, \) and 7. Dashed lines are added as a guide to the eye, indicating the position of the Sn3d and Ti2p core levels in the heterostructure.

We now turn our attention to the [(SnSe)₁⁺]ₘ[TiSe₂]₂ heterostructures. After cleaving the samples and transferring them to UHV, XPS survey scans were carried out over a large energy range to assess the quality of the cleaved surface. As expected, the samples were largely free of oxygen compared to uncleaved samples. Only a few samples appeared to have small traces of oxygen left on the surface, which also showed up as a small TiOₓ shoulder accompanying the Ti2p core level at around 459 eV. From the intensity of the core-level signals, the ratios of the elements present in the samples could be estimated. As expected, an increase in the Sn/Ti ratio with increasing SnSe layer
thickness m can be observed. Additionally, measurements were not only carried out in normal emission geometry but also at a 60° angle between surface normal and analyzer. In the 60°-geometry, surface sensitivity is enhanced because electrons from a certain depth have to travel a longer path through the sample to reach the surface. By comparing the intensity ratios in normal emission and under 60°, we find a decrease in Sn content and an increase in Ti in the more surface sensitive geometry, suggesting that a TiSe$_2$ layer appears to be on the top after the cleave. As mentioned earlier, both halves of the cleaved sample could be investigated. Though some samples showed barely any signal from the grown thin films, suggesting a cleave at the substrate, in the instances where there was still enough film left to be investigated, this behavior of the Sn/Ti ratio could be reproduced. Cleaving the samples again for a second time gave the same qualitative results. This is consistent with a cleave of the crystals occurring primarily at the van der Waals gap between the two TiSe$_2$ layers. For one sample, the cleaved surface was exposed to air for a couple of days after the experiment and then measured again. The spectra showed a much higher degree of oxidation for Ti compared to Sn, which further supports the claim that the samples are cleaved between the TiSe$_2$ layers, leaving them more exposed to ambient oxygen.

The main focus of this work was to investigate the electronic interactions between the layers as a function of SnSe layer thickness m. Figure 10.4(a) shows the normalized Sn3d core-level spectra for binary SnSe and the [(SnSe)$_{1+\delta}$]$m$[TiSe$_2$]$_2$ heterostructures. The binding energy of the Sn3d$_{5/2}$ peak is shifted by an average of 0.44 eV to lower binding energies in the heterostructures compared to binary SnSe. The binding energy is the same within error for all samples and m values. In the previously investigated [(SnSe)$_{1+\delta}$]$_1$[NbSe$_2$]$_2$ system, a pronounced asymmetry and even larger shift of the Sn3d core level was observed [26].
This was explained by the SnSe layers obtaining a metallic character due to electron transfer into the NbSe$_2$ layers. In the [(SnSe)$_{1+x}$]$_m$[TiSe$_2$]$_2$ samples presented herein, this asymmetry is very small for $m = 1$ and completely absent for $m = 2$. The Ti2$p$ core-level spectra are shown in Figure 10.4(b). For all samples, the core-level binding energy and peak shape are the same as in the binary compound. Both the Sn3$d$ and Ti2$p$ core levels show an increased Gaussian peak width in the heterostructures in comparison to the binary compounds, which we attribute to a higher degree of structural distortions and disorder which are present in these samples. While no dependence of the Gaussian width on the number of SnSe layers was observed for the Sn3$d$ core level, the Gaussian width of the Ti2$p$ core increases slightly with increasing $m$.

Analyzing the contributions of the two types of layers is more challenging for the Se3$d$ core-level and valence band spectra, as both constituents contribute to the measured signal. For the Se3$d$, the data were fitted using a weighted superposition of a SnSe and a TiSe$_2$ component. The relative intensity of these two components was estimated from the elemental Sn/ Ti ratio as determined from survey scans for each sample and was held constant during the fit routine. The peak shape of each component was constrained to the results obtained on the binary compounds. Only a shift in binding energy and a Gaussian broadening of the individual spectra was allowed. An example is shown for the compound with $m = 2$ in Figure 10.5 (a). A Shirley background is used to account for the increase in background intensity of inelastically scattered electrons at lower kinetic energies (higher binding energies) [36]. The measured spectra are very well reproduced by shifting the SnSe component by about 0.5 eV to lower binding energies from its position in the binary to 53.28 eV, while shifting the TiSe$_2$ component about 0.3 eV to higher binding energies. This procedure was carried out for all measured samples. Within accuracy of the method (approximately 60.10
all samples exhibit the same shifts of the SnSe and TiSe\textsubscript{2} components as the sample shown in Figure 10.5(a).

Taking a closer look at the valence band spectra in Figure 10.4(d), it can be seen how the characteristic features of the SnSe valence band are getting more pronounced with increasing m. This is especially true for the Sn5s state and the distinct peak below the Fermi energy, which are found at 7.6 eV and 1.3 eV in binary SnSe, respectively. They do, however, appear shifted about 0.4–0.5 eV toward lower binding energies in the heterostructures. In the same manner, the pronounced peak which can be found at 4.85 eV in binary TiSe\textsubscript{2} decreases in intensity with increased SnSe layer thickness.

**Figure 10.5.** Fit of the Se\textit{3d} (a) and valence band (b) spectra using superpositions of the SnSe and TiSe\textsubscript{2} components, shown exemplarily for [(SnSe)\textsubscript{1+\delta}][TiSe\textsubscript{2}]. For the Se\textit{3d} fit, the ratio of the two components was constrained using composition data. The inset in (b) shows the ratio of SnSe/TiSe\textsubscript{2} needed to adequately fit the data, showing a linear increase with m.

A similar approach as for the Se\textit{3d} core level was used to model the valence band spectra of the heterostructures, as is shown again for m = 2 in Figure 10.5(b). Unlike the Se\textit{3d} core level, the different states of the SnSe and TiSe\textsubscript{2} valence band are expected to show different photoionization cross-sections. As a consequence, the information on
elemental ratios from the survey scans could not be used to constrain the fit. To fit the measured spectrum of the [(SnSe)$_{1+\delta}$]$m$[TiSe$_2$]$_2$ heterostructure (data points), a weighted superposition of the measured valence band spectra of the binary samples was carried out. The spectra of the two components were free to shift during the fit routine. The quality of the fits was assessed by how well distinct features of the dataset could be reproduced, especially the Sn5s state and the characteristic states between 5 eV and the Fermi energy. As can be seen from the example shown in Figure 10.5(b), with this method, it is possible to reproduce the experimental data fairly well. Consistent with the observations in the Se3d core level, in the valence band, a shift of the SnSe component by 0.4–0.5 eV to lower binding energies was found, while the TiSe$_2$ component appears shifted 0.10–0.22 eV toward higher binding energies. However, it should be noted that this simple approach has its limitations, as it is not possible to account for possible changes in band filling or band dispersion compared to the binary compounds. The inset in Figure 10.5(b). shows how the ratio of SnSe to TiSe$_2$, needed to adequately reproduce the spectrum of the heterostructure, changes with increasing $m$, where each data point corresponds to a fitted measurement. Even though the data points show some variation, a clear linear trend can be observed, as should be expected for a linearly increasing SnSe layer thickness.

10.2.3. Discussion of XPS Results

Figure 10.6. summarizes the experimental binding energies as well as the position of the valence band maximum for binary SnSe and TiSe$_2$. Since no dependence of the binding energy on the SnSe layer thickness $m$ was observed for the [(SnSe)$_{1+\delta}$]$m$[TiSe$_2$] heterostructures within the accuracy of our method, average values are given for Sn3$d$, Ti2$p$, and the respective Se3$d$ core levels. The SnSe component of the heterostructure shows a rigid band shift of the core levels and the valence band. The
energy shifts are about 0.4–0.5 eV toward lower binding energies for all core levels. This energy shift can be explained by a transfer of charge from the SnSe into the TiSe2, similar to that proposed by Merrill et al. [20]: As a binary compound, SnSe is a semiconductor, so the Fermi energy is in the band gap and the topmost energy states (mainly the Se4p [31]) are completely filled. When SnSe is interleaved with TiSe2, it donates electrons into the TiSe2 layers, which leads to a shift of EF to the top of the Se4p band, as can be seen in the schematic band structure shown in Figure 10.7. Since binding energies in XPS are measured relative to EF, this electron donation leads to a reduction in the binding energies in SnSe. It is, however, somewhat puzzling that this observed shift is independent of the thickness m of the SnSe layer stack in the heterostructure. With increased thickness, one would expect that the donation efficiency of the innermost SnSe layers is smaller than for the layers at the interface with TiSe2, leading to differently charged layers and, thus, different binding energies for the nonequivalent layers. This is, however, not observed experimentally, but it could be that any difference between the layers is too small to be resolvable in XPS. A similar observation can be made for the case of multilayer graphene grown epitaxially on silicon carbide, where each graphene layer is at a different doping level due to doping from the substrate, but the individual layers cannot be distinguished in the core-level spectra [37, 38, 39]. Given that the information depth in XPS is limited and most of the signal stems from the first 2–3 layers of the surface, the contributions of the innermost SnSe layers are expected to be small for the sample with larger m.
Figure 10.6. Energy diagram of the experimental binding energies of core levels and valence band maximum (VBM) in SnSe (left), \([(SnSe)_{1+\delta}]_m[TiSe_2]_2\) (middle), and TiSe\(_2\) (right). The Sn\(_3d\), Se\(_3d\), and VBM show an energy shift in the heterostructure compared to the binary compound.

Using the experimental shift \(\Delta E\) of the valence band in SnSe, it is possible to estimate the amount of charge transferred into TiSe\(_2\) for small \(m\) values. Considering that there are \(m\) layers of SnSe and two layers of TiSe\(_2\) in \([(SnSe)_{1+\delta}]_m[TiSe_2]_2\), there are \(1/2 \cdot m \cdot (1+\delta)\) SnSe unit cells for each TiSe\(_2\) unit cell. The number of electrons transferred on each Ti atom \(n\) can then be calculated as follows:

\[
n = \frac{1}{4} \cdot m \cdot (1+\delta) \cdot \int_0^{\Delta E} DOS(E) \, dE. \tag{Equation 10.1}
\]

The density of states (DOS) in Equation 10.1 was taken from calculations for bulk SnSe by Makistinian et al. [31]. Please note that an additional factor of \(1/2\) had to be added in Equation 10.1 because the SnSe unit cell of the \([(SnSe)_{1+\delta}]_m[TiSe_2]_2\) samples only contains one bilayer of SnSe, in contrast to the two bilayers per unit cell for the bulk SnSe used in the calculations. With this approach, the number of
accepted electrons per Ti atom can be estimated to be about 0.12 for $m = 1$ and 0.24 for $m = 2$. These values compare very well to the charge carrier density of 0.3 electrons per Ti atom, which Merrill et al. [20] determined from transport data for the similar (SnSe)$_{1.2}$TiSe$_2$ compound with $m = n = 1$, if we assume that transport is only carried by the donated electrons from the SnSe. In the case of $m = 1$ for the [(SnSe)$_{1+\delta}$]$_m$[TiSe$_2$]$_2$ samples discussed here, the donated charge has to be distributed over twice the number of TiSe$_2$ layers compared to the compound investigated by Merrill et al., while for $m = 2$, the ratio of SnSe to TiSe$_2$ layers is the same as in their samples.

Interpretation of the results obtained on the charge accepting TiSe$_2$ layers goes beyond a simple rigid band shift. For the valence band, a small shift of 0.10–0.22 eV toward higher binding energies is observed. The Se3$d$ core level is also shifted toward higher binding energies, but the shift is slightly larger at around 0.3 eV. In the binary compound, band structure calculations by Shkvarin et al. [35] suggest that the density of states at $E_F$ is small, but there are empty Ti3$d$ states with a high density of states right above the Fermi energy. It is, therefore, reasonable to assume that the Fermi energy is shifted significantly into the Ti3$d$ band when accepting the electrons from SnSe, as shown in Figure 10.7. This leads to an increase in binding energy, as is observed for the valence band and the Se3$d$ core level. A similar observation of the filling of the Ti3$d$ band in such a heterostructure due to electron transfer was made by Brandt et al. in an angle-resolved photoemission spectroscopy (ARPES) study on the ordered misfit layer compound (PbS)$_{1.18}$(TiS$_2$)$_n$ with $n = 1$ and 2 [40], where the constituents PbS and TiS$_2$ have similar electronic structures as SnSe and TiSe$_2$, respectively [35, 41]. The same mechanism of charge transfer is also discussed for the misfit layer compound (PbSe)$_{1.16}$(TiSe$_2$)$_2$ [42] and its rotationally disordered polymorph [43].
Figure 10.7. Energy diagram of the experimental binding energies of core levels and valence band maximum (VBM) in SnSe (left), [(SnSe)$_{1+5}$)$_m$(TiSe$_2$)$_2$ (middle), and TiSe$_2$ (right). The Sn3$d$, Se3$d$, and VBM show an energy shift in the heterostructure compared to the binary compound.

The 2$p$ core level of titanium appears at the same binding energy in the heterostructures and the binary compound and shows only a slight increase in Gaussian peak width with increasing $m$. This seems to contradict the observations on the Se3$d$ core level and valence band. Similar effects have been observed for example in intercalated graphene, where the rigid core-level shift is counteracted at higher doping levels and, therefore, different than the shift of the Fermi energy [44].

To further substantiate the interpretation of the XPS results, the valence bands of TiSe$_2$ and a representative [(SnSe)$_{1+5}$]$_m$(TiSe$_2$)$_2$ sample with $m = 3$ were measured with UPS using He-II excitation to achieve a better resolution and intensity of the spectra. The results of these measurements are shown for polar angles between 0° and 30° in Figure 10.8. By increasing the polar angle between the sample’s surface normal
and the analyzer, electrons with a parallel component of the wave vector further away from the Γ-point of the Brillouin zone can be detected. Similar as in the work by Brandt et al. [40], in binary TiSe$_2$, the Ti3$d$ band at the Fermi energy can be seen as a weak signal at larger polar angles, which shows that this state is partially filled at room temperature. Upon adding electron-donating SnSe layers in [(SnSe)$_{1+\delta}$]$_3$[TiSe$_2$]$_2$, the overall appearance of the spectrum changes due to contributions from SnSe. Even though the effect is smaller than that observed by Brand et al., the intensity of the Ti3$d$ band is increased by a factor of approximately 2–3, which can be explained by a higher electron population in this state in the heterostructure in comparison to the binary sample. This is consistent with the donation of electrons by SnSe and, thus, confirms the conclusions drawn from XPS. The XPS and UPS valence band spectra show a nonzero density of states at the Fermi energy for the investigated [(SnSe)$_{1+\delta}$]$_m$[TiSe$_2$]$_2$ heterostructures. We, therefore, expect the samples to show metallic behavior at room temperature, consistent with a prior report on the electrical properties of [(SnSe)$_{1+\delta}$]$_m$TiSe$_2$ compounds [23]. The [(SnSe)$_{1+\delta}$]$_2$[TiSe$_2$]$_2$ sample investigated here has the same stoichiometry as the (SnSe)$_{1+\delta}$TiSe$_2$ compound, but with a different interface density. We expect that these two compounds will have similar electrical properties.

While all the data are consistent with a charge transfer of electrons from SnSe into TiSe$_2$ occurring in [(SnSe)$_{1+\delta}$]$_m$[TiSe$_2$]$_2$, it is still unclear why no significant differences between samples with different $m$ can be observed. Using our simple rigid band model for SnSe and concluding that each layer donates roughly the same amount of electrons, a change of the core-level binding energies or valence band of the TiSe$_2$ layers with increasing $m$ would be expected, since the number of charge accepting layers stays the same. This is, however, not observed as even though the total amount of charge distributed along the TiSe$_2$ layers appears to
increase 7-fold from \( m = 1 \) to 7, no significant difference in the experimental electronic structure can be observed within the resolution of the XPS instrument. Further research on other stacking arrangements in this family of heterostructures is necessary to fully comprehend the interplay between layers.

![Graph showing valence bands of TiSe\(_2\) and [(SnSe)\(_{1+\delta}\)]\(_3\)[TiSe\(_2\)]\(_2\) measured with UPS at different polar angles between sample surface and analyzer. Especially for larger angles, the Ti3d state at EF can be observed. In the heterostructure, the intensity of this Ti3d peak is increased, confirming a higher electron population in this state.](image)

**Figure 10.8.** Valence bands of TiSe\(_2\) and [(SnSe)\(_{1+\delta}\)]\(_3\)[TiSe\(_2\)]\(_2\) measured with UPS at different polar angles between sample surface and analyzer. Especially for larger angles, the Ti3d state at EF can be observed. In the heterostructure, the intensity of this Ti3d peak is increased, confirming a higher electron population in this state.

### 10.3. Conclusion

A series of [(SnSe)\(_{1+\delta}\)]\(_m\)[TiSe\(_2\)]\(_2\) heterostructures with increasing thickness of the SnSe stack \( m = 1, 2, 3, \) and 7 was grown by self-assembly from designed amorphous precursors. The optimum crystallization temperature was determined via an annealing study to be 350 °C. Structural investigations using XRR, XRD, and HAADF-STEM showed that the films grow in crystalline layers parallel to the substrate but show rotational disorder between layers, as is common for products
from this synthesis. Their electronic structure was investigated by applying XPS to samples cleaved at the van der Waals gap between the TiSe$_2$ layers and comparing them to the results obtained on binary TiSe$_2$ and SnSe samples grown in the same manner. Contrary to expectations, no significant differences in the electronic structures could be observed between samples with different m. The measured spectra of the heterostructures can be modeled by a weighted superposition of the spectra of the constituent layers. The SnSe component shows a rigid band shift toward lower binding energies, consistent with a transfer of electrons into the TiSe$_2$ layers. By accepting charges from SnSe, the Ti3d band of TiSe$_2$ is filled, which is also confirmed by UPS, leading to a shift of the observed valence band and Se3d core-level positions toward higher binding energies. To further understand the nature of the interactions in this system, a follow up study on a series of [(SnSe)$_{1+d}$]$_1$(TiSe$_2$)$_n$ heterostructures with increasing thickness $n$ of the TiSe$_2$ layer stack is planned for the immediate future.

10.4. MATERIALS AND METHODS

10.4.1. Synthesis

Layered amorphous precursors for the preparation of [(SnSe)$_{1+d}$]$_m$[TiSe$_2$]$_2$ heterostructures ($m = 1, 2, 3, \text{ and } 7$) and binary TiSe$_2$ and SnSe films were deposited in a high-vacuum chamber by physical vapor deposition. All materials were evaporated from elemental sources onto silicon wafer substrates with a native SiO$_2$ layer. Sn and Ti were deposited using electron beam guns, and Se was deposited using a Knudsen effusion cell. Pneumatic shutters and a house written LabView code were used to control the deposition [45]. Quartz crystal microbalances were used to monitor the rate of deposition and the relative amount of material deposited. The amount of material required to crystallize a single bilayer of TiSe$_2$ or SnSe was calibrated using an iterative process, including XRD, XRR, and XRF measurements [28]. The
amorphous precursors were annealed ex situ in a nitrogen atmosphere
glove box to facilitate the crystallization of the targeted binary compound
or heterostructure. An annealing study was conducted for the hetero-
structures to determine the correct conditions for crystallization, which
included annealing a sample at multiple temperature steps for 30 min.

10.4.2. Diffraction

XRR, specular XRD, and in-plane XRD were collected to
classify the structure of the samples analyzed in this study as well
as to investigate the evolution of their crystallization. All XRD data were
collected in house using Cu ka as the source of radiation. XRR and
specular XRD were collected on a Bruker D8 Discover diffractometer
outfitted with a Gobel mirror. In-plane diffraction was collected on a
Rigaku SmartLab using the in-plane general medium resolution and
parallel beam optics alignment. A nickel filter was used on both
instruments to eliminate any signal from Cu Kb. XRF, used to determine
the amount of material needed in each layer, was collected on a Rigaku
ZSX Primus II wavelength dispersive XRF spectrometer with a rhodium
X-ray source and analyzed using the method described previously by
Hamann et al. [28].

10.4.3. HAADF-STEM

HAADF-STEM images were collected for \([\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_n\) to
provide a real space depiction of the crystallized structure. Ultrathin
cross-sections were prepared using an FEI Helios NanoLab 600i FIB-SEM
(FEI Company, Hillsboro, OR). As the lamellae approached electron
transparency, low-energy 2 kV milling was used to avoid damaging the
crystallinity of the sample. The prepared samples were imaged in
HAADF-STEM mode at 300 kV using Lawrence Berkeley National Lab’s
(LBNL) TEAM 0.5 microscope (Berkeley, CA). The camera length was 105
mm.
10.4.4. Photoelectron Spectroscopy

XPS measurements were carried out in ultrahigh vacuum (UHV) at a pressure below $3 \times 10^{-10}$ mbar using Al Kα radiation from a SPECS XR50M X-ray source equipped with a SPECS FOCUS 500 crystal monochromator for excitation and a SPECS Phoibos 150 MCD-9 hemispherical analyzer (SPECS Surface Nano Analysis GmbH, Berlin, Germany) for detection of the photoelectrons. Prior to experiments, the crystals were cleaved to remove surface oxides and contaminants. This was achieved by mounting the samples between two steel plates using epoxy adhesives and breaking off the top plate in the load lock chamber of the UHV system under flow of dry N₂, as demonstrated previously [26]. Insulating EPO-TEK H72 epoxy was used on the sample plane and silver-filled, conductive EPO-TEK H22 (Epoxy Technology, Inc., Billerica, MA) was used at the edges of the sample. This was done to get a good electrical contact, while at the same time preventing contributions from the silver particles of the H22 to the spectra. After cleaving, each half of the cleaved crystal could be investigated. Attaching another steel plate to the cleaved plane after the experiment allowed for a second cleave of the same sample. Estimating an inelastic mean free path $\lambda$ of 22 Å for electrons with a kinetic energy of about 1000 eV (corresponding to Sn3d and Ti2p states), and an information depth of about 3k, most of the measured signal stems from the first 10–12 layers at the surface, covering 2–3 unit cells for the compounds with $m \leq 3$. Selected samples were cleaved in the same way and used for UPS, using monochromatic He-II radiation from a SPECS UVS 300 UV source and SPECS TMM 304 monochromator in combination with a SPECS Phoibos 150 hemispherical analyzer (SPECS Surface Nano Analysis GmbH, Berlin, Germany) equipped with a 2D-CCD detector and operated in wide-angle mode.
10.5. Bridge

Chapter 10 investigated the charge donation between layers and the band structure as a function of nanoarchitecture in a series of 
\[(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_2\] heterostructure compounds where \(m = 1, 2, 3,\) and \(7\) via XPS. The results indicated that while there is a structural modification that occurs as the number of SnSe layers in a repeating unit is increased, there is no significant change in charge donation and band structure as a function of the number of SnSe layers. This is interesting when considering the unique transport data that has previously been reported for various series of \[\[(\text{SnSe})_{1+\delta}]_m[\text{TiSe}_2]_n\] heterostructure compounds. Chapter 11 will focus on how synthesis conditions and understanding the formation of materials can lead to designer materials as well as further evidence for manipulation of material properties via heterostructure nanoarchitecture.
CHAPTER XI

BURIED INTERFACES IN [(PBSE)$_{1+g}$][TISE$_2$]$_4$ ISOMER HETEROSTRUCTURES.

11.0. Authorship Statement

At this time, this work is unpublished and coauthored with Aaron Miller, Sage Bauers, Jeffrey Ditto, Daniel Moore, and David Johnson. I assisted with transport data analysis, XRF data collection, and manuscript preparation. Aaron Miller assisted with the XRR analysis of the isomer heterostructures as well as the manuscript preparation. Sage Bauers prepared and characterized the samples as well as contributed to manuscript preparation. Jeffrey Ditto assisted with sample preparation for and collection of scanning tunneling electron microscopy data. Daniel Moore assisted with sample preparation and characterization. David Johnson is my advisor who assisted in the experimental design, analysis of data, and writing of the manuscript.

11.1. Introduction

Molecular chemists have developed synthetic methods to prepare kinetically stable compounds with designed structures. This permits them to prepare multiple compounds containing the same number and type of elements that are connected in various ways.$^{1-3}$ The local arrangement of atoms in a compound determines the physical, electronic and biological properties it exhibits.$^{4-11}$ For example, the five different structural isomers of hexane (hexane, 2-methylpentane, 3-methylpentane, 2,2-dimethylbutane, and 2,3-dimethylbutane) all have different melting and boiling points as a consequence of their varying local arrangements.$^{12-15}$ The ability to predict metastable stable compounds via simple bonding rules (ie. each carbon must have 4 bonds, oxygen 2, and hydrogen 1) combined with an understanding of how to control the kinetics by manipulating reaction conditions (solvents,
protecting groups, catalysts) enables molecular chemists to propose and test structure-property relationships towards optimizing desired properties.\textsuperscript{2,16–18}

It is more challenging to prepare structural isomers of inorganic compounds with extended structures, which are known as polymorphs.\textsuperscript{19} Some well-known examples of polymorphs are vaterite, calcite and aragonite. These compounds are different structural forms of calcium carbonate which exhibit different properties and free energies of formation.\textsuperscript{20–23} Typically, polymorphs are prepared by changing the reaction conditions (temperature, pressure, composition of the reacting system, etc.) so that the desired product is the most thermodynamically stable product in that reacting system. The structure of the product cannot be predicted from simple bonding rules or reaction conditions but is instead determined experimentally. For compounds only stable at high temperature or pressures, quenching the system to room temperature and pressure often traps the now metastable polymorph. The lack of knowledge of how to control reaction kinetics to obtain targeted inorganic, extended, targeted structures severely limits the number of polymorphs that can be prepared.\textsuperscript{24–27} The holy grail in the synthesis of compounds with extended structures is a design and mechanism-based approach to the synthesis of metastable compounds with targeted structure.\textsuperscript{28}

Presented here is the synthesis and characterization of six different structural isomers of the compound [(PbSe)\textsubscript{1+δ}]\textsubscript{4}[TiSe\textsubscript{2}]\textsubscript{4}, which have the same composition and unit cell sizes, but the sequence of PbSe bilayers and TiSe\textsubscript{2} trilayers vary between isomers. The different isomers were prepared from precursors with sequences of elemental layer designed to mimic the nanoarchitecture of the targeted isomer. While the amount of lead in the deposited precursors was insufficient to make the desired number of repeating units, the difference in the sequences of deposited
layers still directed the self-assembly of the desired isomers. X-ray diffraction and HAADF-STEM data supports the formation of the desired isomer nanoarchitectures with a decreased number of unit cells and impurity phases present on the top and bottom of the sample. As-deposited structural characterization indicated that TiSe$_2$ and PbSe crystalized during the deposition and were organized in stacking sequences consistent with the targeted isomer. Unexpectedly, Ti$_2$Se also crystalized during deposition at the interface with the substrate. The HAADF-STEM images suggest that the sample crystalizes from the bottom to the top, with the concentration gradients created at the growth front driving diffusion of Pb and Ti to the growing isomers. The measured electrical transport properties systematically vary with changes in the nanoarchitecture, with lower resistivity and higher carrier concentrations found in compounds with a higher density of PbSe|TiSe$_2$ interfaces within the isomer’s unit cell. This is likely the result of charge transfer between materials being dependent on interface interactions. This work indicates that the self-assembly process begins during the deposition itself, driven by the heat of formation of the constituent layers. The nanoarchitecture of the precursor is sufficient to direct the formation of the targeted structure isomers, even if the composition of the precursor deviates significantly from that of the product, suggesting that the compounds are significant local energy minima in the free energy landscape.

11.2. Materials and Methods

The [(PbSe)$_{1+\delta}$]$_4$[TiSe$_2$]$_4$ heterostructure isomer precursors were prepared from physical vapor deposition of elemental layers onto silicon and fused silica substrates. Elemental Pb and Ti were evaporated from electron beam guns operating at 6 kV. Elemental Se was deposited from a Knudsen effusion cell. All elements were purchased from Alfa Aesar and were greater than 99.95% purity. Shutters above each evaporating
source were programmed to sequentially open for the period of time required to deposit the appropriate thickness of each element to form either bilayers of PbSe or trilayers of TiSe$_2$. The thickness of the elemental layers deposited was monitored by quartz crystal microbalances. PbSe bilayers were deposited with a Pb|Se shutter sequence and TiSe$_2$ trilayers with a Ti|Se shutter sequence. The sequence of Pb|Se and Ti|Se layers was controlled such that the nanoarchitecture of the precursor resembled the structure of the targeted isomer. The sequence of Pb|Se and Ti|Se layers for each isomer was repeated 11 times to build a film that was approximately 550 nm thick. The elemental precursors were annealed at 350 °C for 30 minutes in an N$_2$ atmosphere to promote self-assembly into a crystalline heterostructure.

Amount of material per unit area was determined for each heterostructure using wavelength dispersed x-ray fluorescence (XRF) data. The data was analyzed using a previous published method in which the raw intensity of each sample is determined by integrating under the signal curve and subtracting the background signal. Calibration curves for each element were used to relate the measured signal to the number of atoms per unit area in each film.

Locked-coupled $\theta$-2$\theta$ and grazing-incidence in-plane x-ray diffraction (XRD) data were both collected using laboratory Cu-K$\alpha$ radiation with parallel beam optics on a Bruker D8 Discover and Rigaku Smartlab, respectively. Grazing-incidence scans were carried out with an incident angle of 1.0° and the detector 4.0° above the sample plane. Ab-initio reflectivity patterns from the idealized targeted structures were generated with the Bede REFS modeling software assuming bulk densities.

High angle annular dark-field scanning transmission electron microscopy (HAADF-STEM) images were collected using a probe
aberration corrected FEI Titan 80-300 (300kV, 120 mm camera length, Cₙ<1 um). Energy dispersive X-ray spectroscopy (EDS) data were acquired with a 2.3 ms dwell time per pixel and summed over several drift-corrected frames. Cross-sectional lamellae for STEM imaging were made using an FEI Helios 600 Nanolab dual-beam FIB.³⁷

Electrical measurements were carried out on a house-built closed-cycle He cryostat using a 1.5 T magnet. Van der Pauw resistivities and Hall resistivities both were collected on cross-pattern films through Cu wires and In contacts. Reported values were calculated using thicknesses from reflectivity measurements of the annealed films. Seebeck coefficients were also measured using a house-built system. One edge of the film was cooled slightly and both S and ΔT were measured between two type-T thermocouples.

11.3. Results and Discussion

11.3.1. Structure

X-ray reflectivity (XRR) and diffraction data indicate that the as-deposited precursors have a more complex structure than elemental layers in a specific pattern. Figure 11.1 contains a representative XRR pattern of an as deposited [(PbSe)₁⁺δ]₄(TiSe₂)₄ isomer precursor (the 2₁₁₂₁₁ isomer is shown). The pattern contains Kiessig fringes consistent with the 11 layers deposited, the first several Bragg reflections from the element layering, and Laue oscillations between the Bragg maxima. A film composed of 11 repeat units of a [(PbSe)₁⁺δ]₄(TiSe₂)₄ isomer is expected to have a total film thickness of ~535 Å, slightly lower than the observed film thickness for the as-deposited isomers which range from 544 Å – 557 Å. The thickness of the elemental layering determined from the position of the first order Bragg reflection is slightly higher than the targeted value expected for a [(PbSe)₁⁺δ]₄(TiSe₂)₄ repeat unit, 48.68 Å, in all of the samples (ranging from 49.19 Å to 50.81 Å). However, the observed Laue oscillations indicate that there are only 10
layers present in the repeating elemental modulation, requiring that one of the as-deposited layers differs from what was intended. Representative XRD patterns, Figure 11.1, G.1, and G.2, for as-deposited [(PbSe)$_{1+\delta}$$(\text{TiSe}_2)_4$ isomer precursors indicate that PbSe and TiSe$_2$ have nucleated during deposition and that there are already coherent blocks of the [(PbSe)$_{1+\delta}$]$_m$$(\text{TiSe}_2)_n$ isomer heterostructure before annealing. Surprisingly, we also see reflections consistent with the formation of crystallographically aligned Ti$_2$Se impurity phase which has a c-axis lattice parameter of 15.6 Å. XRR, XRD, and HAADF-STEM images (to be discussed in subsequent paragraphs) all show that annealing the precursors at 350 °C for 30 minutes in an N$_2$ atmosphere provides enough energy for the self-assembly of the elemental precursors into the desired [(PbSe)$_{1+\delta}$]$_4$$(\text{TiSe}_2)_4$ isomer structure, although only 8-9 layers of the intended isomers form and the presence of the Ti$_2$Se impurity phase remains.

The annealed heterostructures were analyzed by XRF to quantify the amount of material present in each film and the results are summarized in Table 11.1. While the targeted isomer structures all had the same number of total atoms/Å$^2$ for each element, (see Table 11.2), there is a large variation in the actual amount of material measured in the films after deposition, reflecting the challenges of reproducibly depositing monolayer amounts of various elements. Pb is the limiting element in all of the films, and there is not enough Pb, Ti, or Se in any of the films to form 11-unit cells of any of the targeted isomers (see Table 11.2). The lack of sufficient Pb, Ti, and Se in the precursors explains why fewer unit cells formed compared to what was targeted. To form the intended isomers required diffusion within and between deposited layers to provide Pb to the nucleation sites. This results in less than 11 repeating units forming. Surprisingly, the deposited nanoarchitecture and initial layer growth in the precursors was sufficient to direct the
formation of the targeted isomers despite atoms diffusing between deposited layers and fewer than targeted layers forming.

XRR patterns of the annealed films provide insight to the complex structure of the products that formed during annealing. Information contained in the XRR patterns is detailed in Figure 11.2, using the 3212 isomer pattern as a representative example. The 3212 isomer has a layer sequence of aaabbbabb, where the thicknesses of the PbSe component in the unit cell (a) has a normal typeface and the TiSe₂ (b) is bold in the 3212 abbreviation. Bragg maxima from the self-assembled product are observed in the XRR pattern and the position of these maxima yield a c-axis lattice parameter of 48.60(1) Å, which is consistent with the expected unit cell of a [(PbSe)₁₊δ][TiSe₂]₄ isomer composed of 4 layers of TiSe₂ and 4 layers of PbSe. The XRR pattern also has smaller maxima, which come from two different effects. Near the critical angle, these smaller maxima are called Kiessig fringes, and they are a consequence of the interference of x-rays reflecting from the top and the bottom of the film. At higher angles, the smaller maxima between the Bragg reflections, called Laue oscillations, result from incomplete destructive interference from the finite number of unit cells in the film. The number of Laue oscillations between consecutive Bragg reflections depend on the number of unit cells contributing to the interference effect. The top left panel of Figure 11.2 shows that a film thickness of 491.4 Å results in Kiessig fringes that match those observed for the 3212 isomer. A film that is composed of 9-unit cells contributing to the total thickness does not match the experimental low angle data between the critical angle and the first Bragg reflection. The top right panel of Figure 11.2 compares simulations of the Laue fringes for a heterostructure with the targeted 11- unit cells and a heterostructure with 9-unit cells contributing to the interference effect with the experimental data for the 3212 isomer.
Simulations for a film composed of 9 repeating unit cells matches the observed experimental data.

![Graph](image)

**Figure 11.1.** As-deposited XRR and XRD for a 211211 isomer providing representative behavior observed in all of the [(PbSe)\(_{1+\delta}\)]\(_4\) (TiSe\(_2\))\(_4\) isomer heterostructures. 00\(l\) reflections, corresponding to the artificial layering, the crystalized [(PbSe)\(_{1+\delta}\)]\(_4\) (TiSe\(_2\))\(_4\) isomer heterostructure, and the impurity Ti\(_2\)S phase, are indexed in black, blue, and green, respectively. Additional as-deposited XRR patterns can be found in the supporting information Figure G.1.

**Table 11.1.** Total Atoms / Å\(^2\) in each of the annealed [(PbSe)\(_{1+\delta}\)]\(_4\) (TiSe\(_2\))\(_4\) isomer films. The error in the conversion factor between XRF intensity and number of atoms per unit area is 2-3%.

<table>
<thead>
<tr>
<th>Isomer</th>
<th>Atoms / Å(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pb</td>
</tr>
<tr>
<td>221111</td>
<td>3.61(1)</td>
</tr>
<tr>
<td>211211</td>
<td>3.64(1)</td>
</tr>
<tr>
<td>3311</td>
<td>3.71(1)</td>
</tr>
<tr>
<td>3212</td>
<td>3.65(1)</td>
</tr>
<tr>
<td>2321</td>
<td>3.60(1)</td>
</tr>
<tr>
<td>44</td>
<td>3.38 (1)</td>
</tr>
</tbody>
</table>
Table 11.2. Calculated number of atoms / Å² for each element for the [(PbSe)\textsubscript{1+δ}][TiSe\textsubscript{2}]\textsubscript{4} isomers for different film thicknesses.

<table>
<thead>
<tr>
<th>Repeating Units</th>
<th>Atoms / Å²</th>
<th>Pb</th>
<th>Ti</th>
<th>Se</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>3.39</td>
<td>2.91</td>
<td>9.19</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>3.82</td>
<td>3.28</td>
<td>10.34</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>4.24</td>
<td>3.64</td>
<td>11.49</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>4.37</td>
<td>4.00</td>
<td>12.64</td>
</tr>
</tbody>
</table>

Figure 11.2. Experimental and simulated XRR patterns for the 3212 structural isomer. The upper left panel focuses on the Kiessig fringes, indicating that the total film thickness is 491.4 Å. The upper right panel emphasizes the Laue oscillations, showing that 9-unit cells are present, not the 11 expected from the deposition sequence. The bottom panel compares the simulated and experimental patterns based on the complete model described in the text.
Since Kiessig fringes are extremely sensitive to the quality of interfaces (roughness) while the Laue oscillations are sensitive to the number of unit cells interfering in the sample and the extent of their disorder, the experimental low angle patterns reflect the changing contributions of both diffraction effects throughout the presented angular range. The discrepancy between the total film thickness and the number of repeating units indicates there is extra material present in the films. This extra material can exist either above and/or below the 9-unit cells of the $3212$ isomer. The relative thickness of the top and bottom impurity layers influences the rate of decay of the intensity above the critical angle. The roughness of the layer on top of the $3212$ block determines the angular dependence of the relative contributions of the Kiessig and Laue interference effects. The bottom panel in Figure 11.2 shows a simulated pattern containing 9-unit cells of the $3212$ isomer with 47 Å of extra thickness divided between a 35 Å layer underneath and a 12 Å on top with the top thickness having a roughness of 5Å. The positions of the maxima line are consistent between the simulated and experimental patterns. The magnitude of the Laue oscillations is larger in the simulated pattern because the $3212$ block was modeled as an ideal film. The intensity of the Laue oscillations can be suppressed and the intensity of the 4th order Bragg reflection can be increased by adding roughness to one or more of the unit cells. The 35 Å layer underneath the $3212$ isomer block is likely the Ti$_2$Se impurity phase observed in the as-deposited XRD and is likely responsible for the as-deposited XRR patterns containing Laue fringes for only 10 layers.

Similar models were created for all of the targeted $[(\text{PbSe})_{1+\delta}][\text{TiSe}_2]_4$ heterostructure isomers, varying the stacking sequence of the 8 layer blocks. Assuming atomically sharp interfaces between the constituent structures and a constant electron density within each constituent results in a square-wave function for the electron
density as shown in Figure 11.3. This simple model assumed the c-lattice parameters for the heterostructures were equal and the interfaces between the 8 constituent unit cells occurred at intervals of $\frac{1}{8}$ of the unit cell. The 22111 and 211211 compounds have 5 interfaces, the 3311, 3212, and 2321 compounds have 3 interfaces, and the 44 profile has 1 interface within the unit cell. The Fourier transform of the electron density of each [(PbSe)$_{1+\delta}$]$_4$[TiSe$_2$]$_4$ heterostructure isomer is different due to the distinctive placement of the 8 constituent layers within the unit cell. Consequently, the pattern of intensities of the 00l reflections in the specular diffraction will be unique for each structural isomer.

**Figure 11.3.** Schematic representation of the variation of electron density through a unit cell for each of the [(PbSe)$_{1+\delta}$]$_4$[TiSe$_2$]$_4$ isomers.

Experimental XRR patterns for each of the [(PbSe)$_{1+\delta}$]$_4$[TiSe$_2$]$_4$ isomers are shown in Figure 11.4 along with simulated patterns using both the electron density profiles determined from Figure 11.3 and the parameters gathered using the method described for the 3212 isomer. Bragg reflections observed in the XRR patterns occur at nominally the same 2θ angle, for all of the [(PbSe)$_{1+\delta}$]$_4$[TiSe$_2$]$_4$ isomers, indicating the repeating unit is similar. Relative patterns of the of the Bragg reflection
intensities correlates well between the models and experimental data. Small intensities experimentally observed when the models predict zero intensity result from approximations made for the models shown in Figure 11.3. For the model it was assumed the interfaces were located at exactly $1/8\text{th}$ intervals of the unit cell, but experimentally the Se-Ti-Se trilayer and a Pb-Se bilayer thicknesses are not equal. Another assumption used to make the model is that the layers are perfectly smooth, when in reality there is some observed roughness. The positions of the Laue oscillations in the models were adjusted by varying the number of unit cells of each isomer to match the experimental data. Kiessig fringes observed in the models were made to match the experimental data by varying the total thickness of the samples via adding more excess material on the top or bottom of the film, using the STEM images of each isomer as a guide to approximate how much extra material was present. The patterns are somewhat insensitive to the exact ratio of thickness of the top/bottom impurity layers, so the decay of the intensity from the critical angle to the first Bragg maxima was adjusted by varying the exact thicknesses of the top and bottom impurity layers. The roughness of the layer on top of the isomer block was adjusted to match the observed change from Kiessig fringes to Laue oscillations, which differs slightly based on impurity thicknesses and number of unit cells. All of the parameters from the models are summarized in Table 11.3. All of the $[(\text{PbSe})_{1+\delta}]_4[\text{TiSe}_2]_4$ isomers have fewer unit cells in the isomer blocks than the targeted number. The total thicknesses of the isomers are all less than what was measured for the as-deposited samples as a result of Se loss during annealing in an open system. It was determined that all $[(\text{PbSe})_{1+\delta}]_4[\text{TiSe}_2]_4$ isomers have impurity layers above and below the block of repeating units.
Figure 11.4. X-ray reflectivity patterns (in color) shown against simulated patterns created using models of the targeted isomers (in black) described in Figure 11.3.
**Table 11.3.** Parameters extracted from the XRR patterns as described in the text. Not shown in the table are parameters that do not vary the calculated patterns significantly. These parameters (the bottom impurity roughness (5Å), and the roughness of the Si substrate (5Å)) were held constant in all of the models.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Number of unit cells in isomer block</th>
<th>Total Thickness (Å)</th>
<th>Thickness of Isomer Block</th>
<th>Bottom Impurity Thickness (Å) (+/- 5)</th>
<th>Top Impurity Thickness (Å) (+/- 5)</th>
<th>Bottom Impurity Roughness (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22111</td>
<td>9</td>
<td>514</td>
<td>438</td>
<td>40</td>
<td>36</td>
<td>1.0</td>
</tr>
<tr>
<td>21121</td>
<td>8</td>
<td>498</td>
<td>389</td>
<td>48</td>
<td>34</td>
<td>5.0</td>
</tr>
<tr>
<td>3311</td>
<td>8</td>
<td>482</td>
<td>389</td>
<td>60</td>
<td>40</td>
<td>5.0</td>
</tr>
<tr>
<td>3212</td>
<td>9</td>
<td>484</td>
<td>437</td>
<td>35</td>
<td>12</td>
<td>5.0</td>
</tr>
<tr>
<td>2321</td>
<td>9</td>
<td>481</td>
<td>437</td>
<td>14</td>
<td>30</td>
<td>8.0</td>
</tr>
<tr>
<td>44</td>
<td>9</td>
<td>491</td>
<td>437</td>
<td>27</td>
<td>27</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Specular and in-plane XRD patterns of the crystalized isomer heterostructures are shown in Figure 11.5. Lattice parameters were determined for each of the [(PbSe)$_{1.54}$][TiSe$_2$]$_4$ isomers and are summarized in Table 11.4. All but three of the maxima in the specular x-ray diffraction patterns can be indexed as 00$l$ reflections corresponding to the nanoarchitecture of the targeted isomers. The $c$-axis lattice parameters, determined from the position of the 00$l$ reflections, are similar for all of the isomers and are consistent with a repeating unit composed of four layers of PbSe and four layers of TiSe$_2$. The three reflections not belonging to the isomer’s unit cell can be indexed as 00$l$ reflections from Ti$_2$Se. The lattice parameter obtained, 14.52(5) Å, matches that expected for Ti$_2$Se. This is consistent with the excess Ti observed in the number of atoms/ Å$^2$ determined from the XRF data for the annealed compounds and the impurity phase observed in the
representative as-deposited diffraction. All of the reflections in the in-plane diffraction scan can be indexed as $hk0$ reflections from either a hexagonal or square unit cell, whose lattice parameters correspond to either the TiSe$_2$ or the PbSe constituent, respectively Table 11.4. Relative intensities of the reflections from each constituent are constant between isomers, indicating that there are similar relative amounts of PbSe and TiSe$_2$ in each of the heterostructures. Both the PbSe and TiSe$_2$ in-plane lattice parameters remain constant as the isomer nanoarchitecture is varied indicating there is no structural change as a function of layer sequence. There are no observed reflections corresponding to the Ti$_2$Se impurity phase in the in-plane diffraction. The (110) and (310) reflections observed in the square unit cell indicate that PbSe does not have the bulk rock salt structure, because these reflections are forbidden in the $Fm-3m$ rock-salt space group. This indicates that the PbSe structure has distorted with either Pb or Se no longer on special position sites, which is not unexpected for these ultrathin layers.

HAADF-STEM images, collected for each of the [((PbSe)$_{1+\delta}$)$_4$(TiSe$_2$)$_4$] isomers, provide local information about defects and overall sample structure. Figure 11.6 shows a full film image of the 44 [((PbSe)$_{1+\delta}$)$_4$(TiSe$_2$)$_4$] isomer. Rock-salt layers containing Pb show up as bright regions due to the higher average atomic number relative to TiSe$_2$ layers, which are darker. STEM-EDS data for the 2321 isomer, shown in the SI Figure G.3, confirms this assignment. Distinct bright atomic columns of atoms can be seen in regions where the electron beam aligns with a crystallite’s zone axis. Different layers and regions within the same layer have different orientations indicating both rotational disorder and some stacking defects. The majority of the film consists of 9-unit cells of the isomer, which is consistent with the XRR data discussed previously. At the top and bottom of the film there is material that is not consistent with the repeating blocks of the of the isomer. In the layer closest to the
substrate there are regions where Ti$_2$Se grains can be found in addition to smaller regions of TiSe$_2$ and (PbSe)$_1$(TiSe$_2$)$_1$. These observations are consistent with the analysis of the XRF, XRR and XRD data discussed previously.

**Figure 11.5.** Specular (a.) and in-plane (b.) XRD patterns of the [(PbSe)$_{1.8}$][TiSe$_2$]$_4$ structural isomers. The indices of the observed reflections are shown above each reflection in the in-plane pattern and representative indices are indicated in the specular pattern.
Table 11.4. Lattice parameters for the [(PbSe)$_{1+\delta}$][TiSe$_2$]$_4$ structural isomers determined from the annealed diffraction patterns.

<table>
<thead>
<tr>
<th>Sample</th>
<th>c-axis lattice parameter (Å)</th>
<th>PbSe $\alpha$-axis lattice parameter (Å)</th>
<th>TiSe$_2$ $\alpha$-axis lattice parameter (Å)</th>
<th>Impurity Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>221111</td>
<td>48.66(1)</td>
<td>6.121(1)</td>
<td>3.560(1)</td>
<td>14.41(4)</td>
</tr>
<tr>
<td>211211</td>
<td>48.64(1)</td>
<td>6.132(1)</td>
<td>3.566(1)</td>
<td>14.54(1)</td>
</tr>
<tr>
<td>3311</td>
<td>48.62(1)</td>
<td>6.131(1)</td>
<td>3.561(1)</td>
<td>14.53(3)</td>
</tr>
<tr>
<td>3212</td>
<td>48.60(1)</td>
<td>6.134(1)</td>
<td>3.563(1)</td>
<td>14.55(2)</td>
</tr>
<tr>
<td>2321</td>
<td>48.56(1)</td>
<td>6.128(2)</td>
<td>3.561(2)</td>
<td>14.54(1)</td>
</tr>
<tr>
<td>44</td>
<td>48.52(2)</td>
<td>6.132(1)</td>
<td>3.560(1)</td>
<td>14.55(1)</td>
</tr>
</tbody>
</table>

Figure 11.6. HAADF-STEM image of the 44 [(PbSe)$_{1+\delta}$][TiSe$_2$]$_4$ structural isomer showing the entire film from substrate to surface.

Figure 11.7 shows HAADF-STEM images of all [(PbSe)$_{1+\delta}$][TiSe$_2$]$_4$ structural isomers. These images demonstrate that the films consist of different sequences of PbSe and TiSe$_2$ layers with sharp planar interfaces between them. There is extensive rotational disorder occurring between
the different constituent layers in each block, evident by zone axis orientations appearing in only some of the layers. The different layering schemes for each of the 6 isomers can be clearly identified and is further supported by the EDS profile shown in G.3. As observed in the specular XRD patterns, the thickness of the repeating layer schemes is the same for all six isomers. The majority of the samples are composed of a central block of the targeted isomer and the number of unit cells in the blocks agrees with that determined from the Laue fringes in the XRR patterns. While there are stacking defects in all of the isomer domains, it is quite surprising that the imperfect 11 repeating sequences deposited in the precursors contains sufficient information to direct the self-assembly of 8-9 unit cells into the targeted isomer stacking sequences.

Figure 11.7. HAADF-STEM images of each isomer heterostructure highlighting the formation of the targeted nanoarchitecture, sharp interfaces between constituents, and rotational misregistration between layers.
11.3.2. Formation Discussion

The structural data presented above provides insight to the isomers’ growth from the deposited precursor. It suggests that Ti$_2$Se forms at the substrate surface when Se is deposited onto the initial Ti layer. We tested this in a separate experiment, showing Ti$_2$Se forms when depositing Se on Ti in a Ti-Se precursor, even when the Ti to Se ratio is one to two. Forming Ti$_2$Se as the initial layer results in an excess Se concentration since the amount of Ti and Se deposited was intended to form a TiSe$_2$ layer in the isomer samples. When Pb intended to form PbSe in the first repeat unit is deposited, it reacts with the excess Se from the first Ti|Se layer to form a PbSe layer. When the next layer of Ti is deposited (intended for the second repeat unit), it is deposited on a Se rich layer which allows the formation of TiSe$_2$ to occur. The TiSe$_2$ grows out horizontally from its nucleation site. Since the repeating sequence is low on Ti, the formation of the growth stops when the Ti at the growth front has been depleted, leaving some amorphous material in the layer. Similar behavior occurs for the next Pb|Se layer, but the TiSe$_2$ basal plane surface results in the formation of crystallographically aligned PbSe at the interface. Since the repeating sequence is also low on Pb, the formation of the growth stops when the Pb at the growth front has been depleted, leaving some amorphous material in the layer. This process continues, on average, for about 4-unit cells, which corresponds to a crystallite size of ~200 Å perpendicular to the substrate. Subsequent deposited layers are more disordered.

A schematic illustrating the as deposited structure and how it evolves is shown in Figure 11.8. To simplify the image a ([PbSe]$_{1+δ}$)$_1$(TiSe$_2$)$_1$ repeating unit structure was used in place of the more complex ([PbSe]$_{1+δ}$)$_4$(TiSe$_2$)$_4$ isomer structure. When the temperature is increased during annealing, the concentration gradients drives diffusion of Pb and Ti to the growth front. In addition to growth parallel to the
substrate, additional layers crystalize perpendicular to the substrate facilitating further growth of the isomer heterostructure. Around the crystallized structure is a region that is metal poor / Se rich as a result of the nucleation site stealing metal from the surrounding area to form the structure. The requirement to steal material from the surrounding area is the result of the wrong atoms/ Å² being deposited per layer in the precursor. Since all of the samples were most deficient in Pb, it is the species that will be depleted first, leaving a Ti|Se top layer which reacts with oxygen during annealing to form an amorphous oxide. The thickness of the isomer layer therefore ends up being two- or three-unit cells less than the 11 that were targeted, consistent with the number of Laue oscillations seen in the XRR scans and the HAADF-STEM images. The ability to prepare the metastable isomers without being precisely on composition is an advantage in the quest to find new material phases, since it is challenging to precisely control the absolute amount of an element at the monolayer level. These metastable compounds have a broad enough energy minimum in the free energy landscape that the system still forms the targeted isomer even if the composition deviates from the target, as long as the nanoarchitecture resembles the targeted compound.
Figure 11.8. Atomistic picture demonstrating the initial crystallization occurring in the material (a.) and a snapshot showing the movement of atoms and further growth of the crystals upon annealing (b.) The arrows demonstrate the concentration gradient of the metals and point to where the metals are diffusing. Upon deposition a layer of Ti$_2$Se forms and persists even after annealing.
11.3.3. Electrical Transport Properties

Temperature-dependent resistivity of the 6 \([(PbSe)_{1+\delta}]_4[TiSe_2]_4\) isomers are shown in Figure 11.9. The isomer with the smallest number of interfaces per unit cell, the 44 isomer, has the highest resistivity while the 221111 isomer, which has the most interfaces, has the lowest resistivity at all temperatures. The magnitude of the resistivity and the slow decrease in resistivity as temperature is decreased from room temperature suggest that these samples are metallic. At low temperatures, however, all the samples have an increase in resistivity similar to those observed in \([(PbSe)_{1+\delta}]_m[TiSe_2]_n\) compounds previously reported.\(^{30,32,35,39}\) The similarity of the normalized resistivity versus temperature plots, Figure 11.9b, suggest that the same phenomena are occurring in all of the isomers. Minima in the resistivity for the isomers are between 50 K and 100 K, with the 44 isomer having the highest temperature minima and the 221111 isomer the lowest.
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**Figure 11.9.** Temperature dependent resistivity of 6 \([(PbSe)_{1+\delta}]_4[TiSe_2]_4\) isomer heterostructures, both measured (a.) and normalized (b.) values.
Hall coefficients were measured as a function of temperature to provide more information about the increase in resistivity at low temperatures. The Hall coefficients were negative for all isomers over the entire temperature regime, indicating that electrons dominate the electrical transport. Carrier concentrations were calculated from the Hall data, assuming a single band model and are plotted as a function of temperature in Figure 11.10a. The carrier concentrations slowly decrease as temperature is decreased in all of the samples. The decrease in carrier concentration has a very weak temperature dependence, suggesting that an activated process is not the source of the increasing carrier concentration with increasing temperature. Isomers with the same number of interfaces in the unit cell have similar carrier concentrations, with the 44-structure having the lowest and the 22111 and the 211211 isomers the highest. Carrier mobility, calculated from the resistivity and Hall data, are shown in Figure 11.10b. The mobility values and their temperature dependences are similar for all of the isomers, with mobility increasing with decreasing temperature before becoming constant below 50K. At low temperatures, higher mobilities correlate with increasing buried interface density. This is somewhat surprising as more interfacial scattering from the layers, which should be relatively temperature independent unlike other mechanisms (e.g. electron-electron or electron-phonon scattering), would be expected for structures with high interface density. The minima in the resistivity appears to be a consequence of the interplay between the decreasing carrier concentration and increasing mobility as temperature is decreased. As the temperature decreases the mobility increases at a faster rate than the carrier concentration decreases, resulting in observed resistivity decrease. At low temperatures, the decreasing carrier concentration, and plateau of the mobility results in the resistivity increase.
Figure 11.10. Temperature dependent carrier concentration (a.) and mobility (b.) of 6 \([\text{PbSe}]_{1+\delta}\)\(\text{[TiSe}_2]\)\(_4\) isomer heterostructures. Values are calculated assuming a single n-type band.

The room temperature Seebeck coefficient was collected for each isomer compound and the values are shown in Figure 11.11. Several \([\text{PbSe}]_{1+\delta}\)\(\text{[TiSe}_2]\)\(_4\) isomers were measured to explore how much the room temperature transport measurements varied between samples. There was a 5% variation of the Seebeck coefficient between the 4 samples measured. The negative Seebeck coefficients obtained for all of the isomers agree with the Hall measurements, indicating that electrons are the majority carrier type. The magnitude of the Seebeck coefficients systematically decrease as the interface density decreases in the \([\text{PbSe}]_{1+\delta}\)\(\text{[TiSe}_2]\)\(_4\) isomers. This and the Hall data suggest that band alignments in \([\text{PbSe}]_{1+\delta}\)\(\text{[TiSe}_2]\)\(_4\) isomers result in charge transfer from PbSe into TiSe\(_2\). The PbSe-TiSe\(_2\) bilayers should be thought of as a conducting entity due to charge transfer between the constituents. The
more PbSe-TiSe$_2$ interfaces, the higher the carrier concentration as charge transfer occurs at each interface as shown schematically in Figure 11.12. The unusual decrease in the carrier concentration with temperature may be a consequence of the two structures changing independently with temperature, resulting in a change in the amount of charge transfer between the two constituents as a function temperature.

Figure 11.11. Room-temperature Seebeck coefficients for each of the [(PbSe)$_{1+\delta}$](TiSe$_2$)$_4$ isomer heterostructures. Colors correspond to nanoarchitecture and symbols correspond to precursor parameters.

Figure 11.12. Schematic demonstrating charge donation occurring in isomers containing different numbers of buried interfaces, the 44 (a.) and the 221111 (b.). The SnSe layers are shown in red, the TiSe$_2$ is shown in blue, and purple arrows depict the charge donation from the SnSe to the TiSe$_2$ layers. The purple boxes indicate a single isomer repeating unit.
11.4. CONCLUSION

This work investigated the synthesis, formation, structure, and transport properties of \([(\text{PbSe})_{1+3}]_4(\text{TiSe}_2)_4\) isomers. While the correct amount of material deposited was not enough to form 11 repeat units of a \([(\text{PbSe})_{1+3}]_4(\text{TiSe}_2)_4\) isomers, the intended nanoarchitectures still formed albeit with fewer unit cells than targeted. During deposition, an impurity \(\text{Ti}_2\text{Se}\) phase formed at the substrate interface and there was initial crystallization of both \(\text{TiSe}_2\) and \(\text{PbSe}\) in sequences that match the structure of the targeted isomers. Both the initial layering scheme and the heat of formation of the targeted isomers drives the formation of the resulting material. XRR, XRR, and HAADF-STEM confirm the formation of approximately 8 or 9 repeating units with the correct nanoarchitecture, with thin impurity phases present on the top and bottom. Transport data collected for the isomers indicates that the resistivity and carrier concentration depend on the number of interfaces in the unit cell of the isomers. This suggests that that charge transfer between the constituent layers is the source of the electrons. The mobility and carrier concentration vary inversely with temperature, resulting in a minima in the resistivity between 50 and 100K. The ability to prepare metastable isomers provides a new handle for tuning properties in thin film materials and the tolerance of the self-assembly process to deviations from stoichiometry facilitates the discovery of new compounds using this synthesis approach.

11.5. BRIDGE

In chapter 11 the Modulated Elemental Reactants method was used to successfully prepare a series of \([(\text{PbSe})_{1+3}]_4[\text{TiSe}_2]_4\) isomer heterostructures which had nominally the same amount of materials per unit area and repeat unit thickness, but varying repeat unit nanoarchitectures. The results demonstrated that the precursor architecture drives the formation of the subsequent compound even
when the amount of material deposited varies from the target. It was also found that the number of interfaces within a repeating unit has an influence on the observed transport properties. Preparing heterostructure isomers is one method to modify and tune solid state materials properties. The next two chapters will use the Modulated Elemental Reactants method to prepare Mn-containing compounds to study the structure and properties of the materials that formed.
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12.1. Introduction

In general, the formation of crystalline solids from the elements or via the reaction between compounds is not well understood.\(^1\)–\(^3\) While there is a consensus that interdiffusion, nucleation, and growth are key parts of the formation process, there is little understanding of how these fundamental reaction steps can be controlled with experimental parameters. This knowledge is crucial for planning a directed synthesis.\(^4\) A promising approach to investigate the formation mechanism of crystalline solids is based on using precursors containing alternating layers of the elements.\(^5\) An advantage of this approach, called modulated elemental reactants \(^6\) or nanoalloying \(^7\) is the ability to form a homogenous, amorphous intermediate.\(^8\) Synthetically accessible metastable compounds need to be more stable than an amorphous intermediate of the same composition.\(^9\) Fortunately, the composition of amorphous intermediates can be systematically controlled to influence
which compounds nucleate first.\textsuperscript{10–12} This has enabled the synthesis of a number of metastable compounds.\textsuperscript{13}

The Mn-Se system has been the subject of multiple recent investigations using epitaxial growth techniques\textsuperscript{14–16} and solution phase synthesis approaches,\textsuperscript{14,15,17–21} which were driven by the desire to make discrete magnetic layers, magnetic nanoparticles, or diluted magnetic semiconductors.\textsuperscript{22–24} Only two thermodynamically stable compounds are known in the Mn-Se system. Both can be prepared using traditional high temperature reactions of the elements.\textsuperscript{25,26} The monoselenide, \(\alpha\)-MnSe, has a sodium chloride crystal structure and the diselenide, MnSe\(_2\), has a cubic pyrite structure. In both compounds Mn is octahedrally coordinated by Se. In \(\alpha\)-MnSe, Se is octahedrally coordinated by Mn. In MnSe\(_2\), there are discrete Se\(_2\) dimers, and the Se is tetrahedrally coordinated by one Se atom and three Mn atoms. These structures are closely related. Replacing the Se dimers in the pyrite by Se atoms at the center of mass of the Se dimers results in the rock salt structure. In addition to the two thermodynamically stable compounds, two metastable MnSe polymorphs (\(\beta\)-MnSe and \(\gamma\)-MnSe) have been reported to form as nanocrystals from solutions.\textsuperscript{27,28}

The purpose of the present investigation is to study the formation mechanisms of MnSe and MnSe\(_2\) from multilayered Mn-Se precursors where the ratio of the elements and the total amount of elements per repeating layer were varied to determine parameters required to form amorphous reaction intermediates and to discover if any metastable compounds nucleate at low reaction temperatures. A number of films with different ratios of Mn and Se were prepared with two bilayer thicknesses. Alternating layers of Mn and Se were deposited to obtain the four target compositions and different bilayer thicknesses. The bilayers were repeated multiple times to increase the sample volume. The evolution of the films as a function of temperature was followed using X-
ray diffraction. The sequence of phase formation changed with both composition and bilayer thickness. MnSe formed from films that were close to a one to one ratio of Se and Mn during the deposition. For compositions containing ~60% Se, an amorphous intermediate formed and the first compound crystalized depended on bilayer thickness. MnSe formed first in the film with thin bilayers while a mixture of MnSe₂ and MnSe formed in the film with thicker bilayers. Both the thin and thicker bilayer films with a 1:2 ratio of Mn to Se were amorphous as deposited and the first crystalline compound formed was MnSe₂ from both precursors. Both of the films with initial compositions of ~80% Se formed a new metastable compound whose diffraction pattern was consistent with a monoclinic unit cell. These results show that amorphous intermediates can be formed from precursors with thin bilayer thicknesses and that both the composition and the bilayer thickness influence which compound nucleates first.

**12.2. Results and Discussion**

A number of precursor films were prepared with systematic changes in composition and layer thickness to probe how the reaction mechanism varies as a function of these experimental parameters. One set of precursors was prepared where the bilayer Mn|Se thicknesses were on the order of that require to form a single unit cell of MnSe or MnSe₂. Four films (A1-D1) were made with compositions shown in Figure 12.1. A second set of four precursors (A2-D2) was prepared with bilayer thicknesses approximately twice that of the precursors A1-D1 with similar compositions (see Figure 12.1). X-ray reflectivity scans of the as deposited samples contained only a few Kiessig fringes. While there were enough Kiessig fringes to determine the film thickness, the termination of fringes at 2.5 to 6.5 degrees indicates a surface roughness of ~ 20 Å calculated using the approach of Parratt.²⁹
Figure 12.1. Summary of the composition and thickness of the prepared precursors.

The grazing incidence diffraction patterns of the as deposited precursors are shown in Figure 12.2. The diffraction patterns of the two samples with a starting composition of ~ 54 % selenium, A1 and A2, indicated that both crystallized $\alpha$-MnSe during the deposition. Distinct reflections at 32.9 and 47.2 degrees from the (200) and (220) reflections and a weak reflection at 58.7 degrees from the (222) reflection are apparent in the scans. The vertical dashed lines in Figure 12.2 indicate the locations of these reflections for $\alpha$-MnSe. In addition to the $\alpha$-MnSe reflections, there is a broad maximum centered at ~55 degrees with a sharp maximum at 54 degrees that are assigned to a surface component, as these features are not apparent in specular diffraction scans. We suspect that this feature is due to a surface oxide from the magnitude of the intensity of the oxygen signal in the X-ray fluorescence (XRF) data. This surface component is present in all of the as deposited samples. The rest of the samples, all more Se rich than A1 and A2, have much broader and weaker maxima in the as deposited scans, suggesting that they may be amorphous as deposited. The broad maximum at ~32 degrees shifts to a lower angle as the samples become more Se rich. Even for the B
samples this maximum is at an angle lower than that expected for the (200) reflection of α-MnSe.

![Grazing incidence diffraction scans](image)

**Figure 12.2.** Grazing incidence diffraction scans of the eight precursors before any annealing (a. films A1-D1 and b. films A2-D2). The dashed vertical lines at 32.9, 47.2, and 58.7° mark the locations of the (200), (220), and (222) reflections of the α-MnSe.

All of the samples were annealed at sequentially higher temperatures to follow the evolution of the films. Diffraction patterns and XRF data were obtained after each annealing temperature. The XRF data for samples A1 and A2 showed that the initial films were 54% Se and 46% Mn. The Se content of the films decreased due to sublimation of Se between 100 and 250°C. The composition of the films remained approximately constant between 250 and 400°C, slightly Mn rich relative to the stoichiometry of MnSe. This difference is presumably due to the
presence of a Mn oxide on the surface of the samples. Both samples showed increasing oxygen content and decreased Se content after annealing at 450°C. Figure 12.3 contains the diffraction patterns collected during the annealing study for samples A1 and A2. For both the A1 and A2 sample, the reflections of MnSe in the as deposited films sharpen and increase in intensity as the annealing temperature is increased. In sample A2, the weak (111) reflection of MnSe becomes visible after annealing at 300°C, reflecting the increasing crystallinity of the samples. There is a decrease in the intensity of the Bragg reflections at 450°C, which is correlated with an increase in the oxygen fluorescence signal and decrease in Se fluorescence as measured by XRF. This annealing data confirms that the as deposited films of both thicknesses formed MnSe on deposit, even though the films contained extra Se. The lattice parameter of the MnSe in both samples (5.44(1) Å) is independent of annealing temperature and in agreement with the 5.45 Å cubic unit cell reported in the literature. This data suggests that it will be difficult to obtain amorphous films with compositions near a 1 to 1 ratio of Mn to Se using modulated precursors.

Samples B1 and B2, which were approximately 60% Se and 40% Mn as deposited, evolved differently due to their different bilayer thicknesses. Figure 12.4 contains the grazing incidence diffraction scans collected from these samples after each annealing temperature. In sample B1, which is slightly more Se rich than sample B2, the broad diffraction maxima present in the as deposited film change, becoming consistent with the formation of MnSe after annealing at 150°C. Sample B2, which has thicker bilayers and is slightly more Mn rich than sample B1, forms a mixture of MnSe₂ and MnSe during this annealing step. This may be a consequence of a non-uniform composition in sample B2 due to the thicker bilayers. The MnSe₂ lattice parameters determined from the diffraction scans for sample B2 are smaller (6.40(1) Å) than the literature
Figure 12.3. Grazing incidence diffraction scans collected for samples A1(a) and A2(b) as a function of annealing temperature. The (111) reflection of α-MnSe has been marked by an asterisk.

value of $c = 6.417 \text{ Å}$. During the higher temperature anneals, sample B1 behaves similarly to sample A1. The rate of Se loss decreases during the 250 and 400°C anneals, with its composition becoming Mn rich relative to MnSe, presumably due to a surface oxide. The MnSe reflections become sharper and more intense as annealing temperature is increased. During the 200 and 250°C annealing of sample B2, the reflections of MnSe$_2$ sharpen and grow in intensity. There is Se loss during the 300°C annealing of sample B2, and the diffraction pattern after this anneal shows a significant increase in the intensity of MnSe reflections. Only reflections for MnSe are visible in the diffraction patterns obtained after the 350°C anneal. The sample after annealing at
400°C has a composition of 52% Mn and 48% Se, with the excess Mn again due to the existence of a surface oxide.

**Figure 12.4.** Grazing incidence diffraction scans of samples B1 (a) and B2 (b) as a function of annealing temperature.

Precursors C1 and C2 behaved similarly as a function of annealing temperature. They were both amorphous and had compositions close to stoichiometry of MnSe$_2$ as deposited. As shown in Figure 12.5, both samples formed MnSe$_2$ after annealing at 150°C. The MnSe$_2$ lattice parameter 6.41(1) Å, determined from the diffraction patterns of both samples, matches the literature value of 6.417 Å.$^{26}$ To decrease the loss of Se from sublimation, sample C2 was covered with a silicon wafer while C1 was not. As a consequence, sample C1 loses Se at a much faster rate as a function of annealing temperature than sample C2 and reflections
for MnSe are visible at a much lower annealing temperature. The ratio of Mn to Se in sample C2 remained near a 1 to 2 ratio until 350°C. After annealing at 400°C, the ratio of Mn to Se changed, becoming 1 to 1.1. After this annealing temperature MnSe was the dominant compound in the diffraction pattern.

Figure 12.5. Grazing incidence diffraction scans collected from samples C1 (a) and C2 (b) as a function of annealing temperature.

Precursors D1 and D2 surprised us, forming a compound not found on the equilibrium phase diagram during the annealing study. The as deposited precursors were both greater than 80% selenium and the equilibrium phase diagram indicates they should evolve to form a mixture of MnSe$_2$ and Se. Both samples were amorphous as deposited and did not change during the 50 and 100°C annealing as shown in
Both samples form a previously unreported compound on annealing at 150°C, and all the reflections in both samples can be indexed to a small monoclinic unit cell with lattice parameters $a = 4.942(2) \text{ Å}$, $b = 4.32(3) \text{ Å}$, $c = 3.779(1) \text{ Å}$, and $\beta = 90.13(3)^\circ$. The relative intensities of the reflections, however, are different in the two scans, suggesting that there may be different amounts of preferred orientation or there may be different relative occupancies of crystallographic sites in the two samples. The composition of the D1 sample is close to a 1 to 2 ratio of Mn to Se as a result of significant Se loss during annealing at 150°C. This suggests that the composition of the new compound is likely to be near a 1 to 2 ratio of Mn to Se. The composition of the D2 sample did not change significantly on annealing at 150°C, perhaps as a consequence of it being much thicker than sample D1. After annealing at 200°C, the diffraction pattern of sample D2 has small reflections consistent with the formation of MnSe$_2$ and the reflections for the new compound have sharpened. After annealing at 200°C, the diffraction pattern of sample D1 is very different, without any sharp reflections. The XRF data indicates that sample D1 lost a significant amount of Se at this annealing temperature, with a final composition close to 1 to 1 between Mn and Se. At 250°C, the diffraction pattern for sample D2 contains reflections consistent with a film of MnSe$_2$ and the composition from the XRF data is consistent with this. At higher annealing temperatures, sample D2 behaves similar to sample C2, losing Se and forming MnSe.

There are several differences between the samples with thinner bilayers (A1-D1) and those with thicker bilayers (A2-D2). The samples with thinner bilayers all lose Se at a faster rate than the samples with thicker bilayers. Since samples A1-D1 are all much thinner in total thickness than A2-D2, this suggests that Se loss is limited by diffusion of Se to the surface. The samples with thinner bilayers also end up being more Mn rich (and Se poor) relative to the samples with thicker bilayers.
We believe that this is due to the Mn containing oxide forming on surface of the samples. Since the samples with thinner bilayers are also thinner in total thickness, this oxide consumes a larger fraction of the total Mn in the film.

Figure 12.6. Grazing incidence diffraction scans of samples D1 (a) and D2 (b) as a function of annealing temperature.

Previous investigations using modulated elemental reactants indicated that there is a critical bilayer thickness, with precursors layered below the critical thickness forming amorphous intermediates and those layered above the critical thickness nucleating binary compounds at the interface between elemental layers. The results of the annealing studies as a function of composition and bilayer thickness of the Mn-Se samples suggest that the critical bilayer thickness in this
system is a function of composition. Both the thicker and the thinner samples closest in composition to the stoichiometry of MnSe (A1 and A2) formed MnSe during the deposition. The samples with ~ 60% Se, B1 and B2, were x-ray amorphous but evolved differently. We suspect that at this composition sample B1 was below the critical thickness while sample B2 was above the critical thickness. All of the samples with a lower Mn to Se ratio formed amorphous intermediates. The thicker and thinner bilayer samples (C1 and C2, D1 and D2) nucleated the same first compound.

12.3. Conclusion

This study showed that it is possible to form amorphous Mn-Se intermediates from modulated elemental reactants if they are more than 60% Se. The critical bilayer thickness at this composition is on the order of 1 nm. Films that were more Mn rich formed MnSe during deposition. Films that were more Se rich formed amorphous intermediates and no difference in the evolution of the films were observed for bilayer thicknesses less than ~ 2 nm. In the most Se rich films investigated, a new metastable compound was discovered. The diffraction pattern can be indexed to a monoclinic unit cell with lattice parameters of $a = 4.942(2)$ Å, $b = 4.32(3)$ Å, $c = 3.779(1)$ Å, and $\beta = 90.13(3)^\circ$.

12.4. Materials and Methods

The precursors were synthesized using a vacuum depositions chamber operating at pressures below $5 \times 10^{-7}$ Torr. Manganese was deposited using an electron beam gun and selenium was deposited using a Knudson effusion cell. All films were deposited on silicon wafers with a native oxide layer. Deposition was controlled using quartz crystal microbalances (QCM) to monitor the rate of deposition and the amount of material deposited in each layer. Different amounts of manganese and selenium were deposited for each precursor in order to target four
different compositions. For each of the compositions investigated, precursors with two different bilayer thicknesses were prepared. Twenty-four bilayers were deposited in each precursor.

The samples were annealed at each temperature for 30 minutes on a hot plate in a nitrogen atmosphere with an oxygen pressure of less than 1 ppm. The initial annealing temperature was 50°C and the annealing temperatures were increased in steps of 50°C. X-ray reflectivity, X-ray fluorescence and grazing incidence x-ray diffraction scans were collected after each annealing step. X-ray reflectivity was collected using a Burker D8 Discover diffractometer using Cu-Kα radiation. Grazing incidence x-ray diffraction (XRD) scans were collected on a Rigaku SmartLab with a Cu source. X-ray fluorescence data was collected on a Rigaku ZSX Primus-II with a rhodium X-ray tube.

Calibration samples containing Mn and Se were annealed in a selenium atmosphere, forcing the formation of pure MnSe$_2$ films as confirmed by diffraction scans. The X-ray fluorescence intensity of both Mn and Se were measured. Since the proportionality factor between Se intensity and the number of Se atoms per unit area was known from an earlier study, we could calculate the number of Se atoms per unit area in each sample. The number of manganese atoms/ unit area in each sample was calculated from this using the stoichiometric ratio between manganese and selenium. The linear relationship between XRF intensity and atoms per unit area for both Mn and Se were used to determine the composition of the films in this study.

12.5. BRIDGE

Chapter 12 explored the interaction between Mn and Se when deposited as thin layers of material via the Modulated Elemental Reactants Method. By varying the amount of material deposited in each layer, the formation mechanism and compound that formed was
influenced. This demonstrated the role that precursor composition and layer thickness have on the compound that crystalizes. This understanding provides the foundation for the use of Mn in various other heterostructure building blocks. Chapter 13 will focus on novel heterostructures with Mn containing layers, including the synthesis, structure, and determination of which materials would be kinetically stable.
CHAPTER XIII

EMERGENT STRUCTURES AND PROPERTIES IN INTERFACE STABILIZED 2D-LAYERS
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13.1. Introduction

Van der Waals heterostructures are materials containing sequences of different 2D layers such that the chemical composition and/or structure changes with position. The excitement in this area results from the promise of heterostructures having emergent novel properties of scientific and technological significance. Since each constituent combines a number of chemical elements in a specific structure, there are endless conceivable combinations of elements and layers. The immense quantity of such combinations presents both a promise and a problem: the promise of preparing many novel heterostructures with exciting properties and the problem of exploring the vast number of conceivable possibilities. The exploration of this space to find unprecedented structures and properties has become one of material science’s contemporary grand challenges.
Recent successes in meeting this challenge focus on exploring properties of heterostructures that combine constituents drawn from naturally layered compounds.\textsuperscript{12–17} This focus on thermodynamically stable individual constituents severely stunts the combinatorial choices. It omits fragments of 3D structures and kinetically stabilized combinations of chemical elements emerging in new and unique bonding environments.\textsuperscript{18–25} These artificial structures promise new properties resulting from unique bonding arrangements, but the systematic discovery of these unknown structures poses a problem for existing procedures. Attempting the synthesis of every conceivable chemical combination in every possible structural configuration proves too costly in both time (due to numerous unknown reaction pathways) and materials, while computational search algorithms are challenged by the many structural unknowns.

We suggest that the solution resides in a collaborative search and synthesis approach, utilizing techniques which complement one another. Our computational search consists of many independent structural optimizations within density functional theory (DFT) calculations and focuses on kinetic stability. These calculations explore intermediate configurations as a designed precursor evolves to a specific heterostructure. The intermediate configurations are composed of an island of individual constituents with various stoichiometries and crystal structures between layers of a different constituent (details in the SI).\textsuperscript{26,27} The synthesis relies on the modulated elemental reactant (MER) method, which can prepare metastable compounds via near diffusionless transformations of designed precursors.\textsuperscript{28–31} The precursors consist of sequences of elemental layers that mimic the proposed composition and layer sequence of the targeted heterostructures deposited on a nominally room temperature silicon wafer.
13.2. MATERIALS AND METHODS

13.2.1. Density Functional Theory

The density functional theory (DFT) calculations employ the PAW method in the generalized gradient approximation (GGA) of Perdew, Burke, and Ernzerhof (PBE) implemented in the electronic structure code VASP.\textsuperscript{32–35} Evaluation of the electronic structure involves first-order Methfessel-Paxton smearing with $\sigma = 200$ meV and a convergence criteria of $10^{-5}$ eV; optimization of the structures uses a convergence criteria of $10^{-4}$ eV.\textsuperscript{36} The van der Waals interactions are treated using the method of Tkatchenko-Scheffler.\textsuperscript{37} The calculations serving to optimize island structures employ a single k-point; the calculation optimizing the complete (PbSe-MnSe-PbSe)$_{15}$ - (VSe$_2$)$_{25}$ unit cell employs a 3 x 3x 3 k-point mesh. The structures are relaxed via the conjugate gradient method with no imposed constraints.

The 35 initial island structures are truncated slices of simple lattices (simple cubic, body-centered cubic, face-centered cubic, hexagonal close-packed) taken along high-symmetry directions with the lattice sites (numbering between 20 and 70) replaced by atoms of the two or three types to create symmetric patterns. These islands are sandwiched between either 36 or 49 VSe$_2$ primitive cells in the continuous VSe$_2$ layer, or 64 PbSe primitive rock salt cells in the continuous PbSe layer.

13.2.2. Materials

(100) Silicon with a native oxide layer was used as a substrate for deposition. Lead rods (99.98%), Selenium pellets (99.999%), and Vanadium slugs (99.8%) were purchased from Alfa Aesar. Manganese rods (99.9%) were purchased from American Elements. Elements were outgassed within the deposition chamber prior to sample preparation to remove any impurities and oxide coatings.
13.2.3. Heterostructure Synthesis via Modulated Elemental Reactants

Heterostructures made as a way to experimentally test the island predictions were prepared in a high vacuum deposition chamber using the modulated elemental reactants synthesis approach via physical vapor deposition. Pressure was kept below $10^{-7}$ Torr during the deposition of all samples. Selenium was deposited using a Knudson effusion cell while all other metals were deposited with electron beam guns. The nanoarchitecture was controlled using pneumatic shutters directed by a custom written deposition software for an Inficon IC-6 deposition controller. The deposited precursors had nanoarchitectures that mimicked that of the desired heterostructure. Precursors were annealed on a hot plate in a nitrogen atmosphere with >10 ppm oxygen to facilitate heterostructure crystallization.

13.2.4. Compositional and Structural Characterization

The number of atoms per unit area was measured for each sample using a Rigaku ZSX Primus II with a rhodium tube. Raw counts were collected, integrated, and interpreted using a previously developed method. X-ray diffraction was collected using a Cu-Kα source. Specular X-ray diffraction and X-ray reflectivity were collected with a Bruker D8 discover and in-plane X-ray diffraction was collected using a Rigaku Smartlab. High-angle annular dark-field scanning electron microscopy images were collected using a FEI titan G2 80-200 STEM with a Cs probe collector. ChemiSTEM technology was used to collected STEM-EDS data and details about the procedure can be found elsewhere. An FEI Helios 600 Ga+ FIB was used to prepare cross sections for HAADF-STEM analysis and STEM-EDS mapping.

13.2.5. Transport Measurements

A standard Hall-bar configuration was used for transport measurements in a Quantum Design PPMS. A Lake Shore LS372 AC resistance bridge was used to measure the sample resistivity. The typical measurement frequency is ~13 Hz.
13.3. RESULTS AND DISCUSSION

Both the computational and the synthesis procedures rely on local explorations of the vast volume of conceivable possibilities. Individual search and synthesis procedures start from an initial configuration and, if a kinetically stable structure exists near this precursor, then the procedures find that structure. The precursor is optimized or annealed, respectively, until the procedure reaches convergence in the total energy (with respect to optimization steps) or a heterostructure self assembles as annealing temperature is increased. Both procedures depend on their control over the extent of the exploration. The synthesis accomplishes the local exploration by controlling the extent of atomic diffusion via annealing temperature and time. A successful synthesis depends on finding an annealing temperature high enough to attain the kinetically stabilized heterostructure, but not so high that the structure disproportionates into thermodynamically stable compounds. The computation accomplishes the local exploration by replacing one constituent of the heterostructure with a fragment surrounded by vacuum. This “island approximation” has been shown to successfully describe known incommensurate heterostructures.\textsuperscript{26,41} Figure 13.1 shows the two general outcomes of the optimization step: the atoms in the island move either toward a recognizable, periodic pattern or toward an arrangement without forming such a pattern. The control of the optimization depends on finding an island size small enough to give a wide extent of the exploration, but not too small to support a periodic pattern. The optimization aims solely to test one property of the potential heterostructure: kinetic stability. Optimized heterostructures with islands in a recognizable, periodic pattern become candidates for synthesis.

Figure 13.2 shows one of two critical advantages of representing one constituent layer as an island surrounded by vacuum between
continuous slabs of the other constituent (as opposed to a complete layer under the same conditions). First, the atoms in the island can move and rearrange more easily on the edges of the island, potentially with substantial changes to the bonding. For the precursor in Figure 13.2a, the optimization changes the Se atoms’ initial bonding with four Mn to a bonding with three Mn (Figure 13.2b). Second, the continuous layer of the second constituent fully determines the planar dimensions of the unit cell. This circumvents the need to construct a unit cell commensurate with the potential constituent layer, which a priori has unknown dimensions and orientation and may be incommensurate with the second constituent’s dimensions. Finally, though not a critical advantage, the smaller number of atoms accelerates the calculation.

The advantage of the collaborative aspect ensues from complementary strengths. The computational search excels at finding promising short-range, in-plane patterns which mimic the nucleation of a constituent; the synthesis method excels at discovering structural homologs with specific stacking sequences and increased constituent layer thicknesses. Conceptualizing both as algorithms, the computational search has a smaller prefactor and is perfectly parallel, while the synthesis method scales better with the number of atoms. The smaller prefactor eases the computational switch from one combination of chemical elements to another, and the independent optimization of precursors makes the number of simultaneous optimizations limited only by computational resources. The synthesis method, upon overcoming the prefactor (i.e., determining the growth conditions), can rapidly explore heterostructures with thicker constituent layers and more intricate heterogeneity along the stacking direction.
Figure 13.1. A schematic of the theoretical approach used to examine the kinetic stability of constituent compound candidates. A candidate model structure of an AB compound with a rock salt structure that remains intact when relaxed (a.). Also included is the top-down view of the promising system after relaxation, which emphasizes the recognizable structure as well as the systematic distortions from the initial model. A candidate model structure of an AB$_2$ compound which forms a fragment without long-range ordering when allowed to relax and its top down view (b.).
**Figure 13.2.** Example of an island structure before (a) and after (b) optimization. Sandwiched between a complete VSe$_2$ layer (only V shown in purple), the structure of nine Mn (red) and 24 Se (yellow) dramatically changes its bonding structure, enabled by the island structure.

We investigated the Mn-Pb-Se-V quaternary space, shown as a tetrahedron in Figure 13.3, to search for potential 2D magnetic layers. This system was chosen for several reasons. First, there are no known ternary or quaternary compounds in this phase space. Second, there are several metastable [(PbSe)$_{1+\delta}$]$_m$[VSe$_2$]$_n$ intergrowths reported in the recent literature,$^{42,43}$ providing a test of our theoretical search approach. Third, there are several known binary compounds (PbSe, MnSe, MnSe$_2$, VSe, VSe$_2$, V$_2$Se$_9$, V$_5$Se$_8$, V$_3$Se$_4$, V$_5$Se$_4$, VMn, and VMn$_4$), shown as grey or black dots on the edges of the quaternary space, which could be potential constituents in heterostructures. We focused on the VSe$_2$-MnSe-PbSe slice of the quaternary phase space, which is shown in Figure 13.3. VSe$_2$ is a layered compound containing octahedrally coordinated V between Se layers and is isostructural with CdI$_2$ (1T-VSe$_2$). Both MnSe and PbSe are isostructural with NaCl.
Our computational search included both known and novel kinetically stabilized heterostructures and the results of both the computational and experimental exploration are discussed in detail below. The agreement between search and synthesis is not perfect. Not all computationally predicted materials are successfully synthesized using MER. A theoretically stable heterostructure can only be synthesized if the necessary annealing conditions (temperature, time, partial pressure of Se, …) exists to convert the MER precursor to the targeted heterostructure without disproportionating to the thermodynamically stable mixture of binary compounds. However, all successfully synthesized materials are computationally stable as the structures are relaxed. Meanwhile, experimental observations help prioritize the available phase space for computational exploration (e.g. distorted PbSe bilayer found experimentally suggested that ordered alloys, Pb_{(1-x)}MnxSe, might be stable between VSe2 layers.). Consequently, the combination of theory and experiment enables a faster convergence to new heterostructures than either approach in isolation.

Results for PbSe-VSe2. The known metastable \((\text{PbSe})_{1.1}\text{VSe}_2\) heterostructure emerges in both computational search and synthesis. Computationally, an island of rock-salt structured PbSe was allowed to relax between continuous slabs of (001) trilayer slices of CdI2-type structured VSe2. The relaxed heterostructure approximates a fragment of a (001) bilayer slice of NaCl-type PbSe between VSe2 layers. Other PbSe islands of different thicknesses and crystallographic orientations between VSe2 layers also optimize into recognizable, periodic patterns of NaCl-type PbSe including fragments of (001) monolayer, (011) bilayer, and (111) trilayers. MER precursors with a Pb|Se|V|Se layer sequence containing the correct number of atoms to form a rock salt structured PbSe bilayer and a VSe2 trilayer self-assemble into \((\text{PbSe})_{1.1}\text{VSe}_2\) as a result of low temperature annealing. The PbSe layer has a (001)
orientation. Given the necessary number of atoms, it is not possible to form a monolayer or a trilayer of PbSe. When the (PbSe)$_{1.1}$VSe$_2$ heterostructure was annealed above 400°C, it decomposed into a mix of

Figure 13.3. The grey plane in the quaternary phase diagram was explored for synthesizable heterostructures. There are no known ternary or higher order compounds in this phase diagram. The circles indicate systems that were computationally explored as described in the text. Systems that relaxed to ill-formed fragments that lack a recognizable pattern have red circles and systems that formed fragments with recognizable periodic structures have green circles. The results of synthetic attempts are shown as filled symbols. Red indicates that the nanoarchitecture of the MER precursor is destroyed during annealing. Green symbols indicate that the targeted heterostructure formed. Orange indicates that a heterostructure formed with a structure close to that of the computational search. Yellow indicates that the nanoarchitecture is enhanced on annealing, but the processing conditions have yet to be optimized. Representative HAADF-STEM images and their respective structure schematics are shown for the (PbSe)$_{1.1}$VSe$_2$ and (Pb$_2$MnSe$_3$)$_{0.6}$VSe$_2$ heterostructures. A diffraction pattern and structure schematic are included for synthetic attempts at the (Pb$_3$Mn$_2$Se$_5$)$_{1+\delta}$VSe$_2$ heterostructure.
PbSe and VSe$_2$ as expected from the equilibrium phase diagram. A representative HAADF-STEM cross-section image of the (PbSe)$_{1.1}$VSe$_2$ heterostructure is shown in the top right corner of Figure 13.3 along with an image of the relaxed island structure from the calculations to its left.

**Results for MnSe-VSe$_2$.** Two MnSe-VSe$_2$ heterostructures emerged from the computational search with the MnSe island exhibiting a recognizable, periodic pattern. One approximates a fragment of a (001) trilayer slice of iron stannide-type structured MnSe, the other a (001) trilayer slice of CdI$_2$-type structured MnSe. The latter can also be viewed as a (111) trilayer slice of NaCl-type structured MnSe. NaCl-type structured MnSe as a (001) slice does not appear well-ordered after relaxation. Annealing MER precursors with Mn|Se|V|Se layer sequences at low temperatures (T < 250°C) results in an increase in the intensity of Bragg reflections consistent with the formation of the targeted MnSe-VSe$_2$ heterostructures. The rate of the increase in intensity decreases to zero at long annealing times. Despite the initial intensity increase, annealing above 250°C resulted in disproportionation to the binary compounds, before the heterostructure could fully crystalize.

**Results for PbSe-MnSe.** The computational search layering (001) bilayer NaCl-type structured PbSe with MnSe islands finds multiple kinetically stable heterostructures. All of these systems involve NaCl-type structured MnSe islands, which differ in orientation ((001), (011), and (111)) and thickness (mono-, bi-, and trilayer). All MER precursors with Pb|Se|Mn|Se layer sequences disproportionated immediately on annealing, even at low temperatures (T ~ 100°C).

**Results for PbSe-MnSe-VSe$_2$.** The above results for ternary systems show that computationally both PbSe and MnSe favor similar NaCl-type structures between VSe$_2$ layers. Synthesis attempts targeting MnSe-VSe$_2$ heterostructures do not succeed. These results strike a stark contrast, but the underlying competition between stabilities can be a subtle
balance. The subtle balance can be tipped with small changes, achieved here by going to quaternary systems: a precursor with a
V|Se|Pb|Se|Mn|Se|Pb|Se sequence annealed at low temperatures self-assembles into a kinetically stabilized heterostructure. Figure 13.3 shows a representative HAADF-STEM image depicting a NaCl-type structured PbSe-MnSe-PbSe trilayer alternating with a CdI₂-type structured VSe₂ layer. Annealing the sample above 250 °C resulted in decomposition of the \((\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2\) heterostructure. The sample rearranges into a mixture of MnSe and a \([\text{PbSe}]_{1.1}\text{VSe}_2\) heterostructure. Computationally, a NaCl-type structured PbSe-MnSe-PbSe trilayer island alternating with a complete CdI₂-type structured VSe₂ layer relaxes to the \((\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2\) heterostructure (Figure 13.3). Similarly, a heterostructure that extends the trilayer to a PbSe-MnSe-PbSe-MnSe-PbSe pentalayer island retains its structure upon optimization. Annealing a MER precursor with this stacking sequence results in diffraction patterns consistent with the formation of the structure, as shown in Figure 13.3. We speculate that the thickness of the interior PbSe layer can be increased. NaCl-type structured PbSe-TSe-PbSe trilayer islands alternating with a complete CdI₂-type structured VSe₂ also are computationally stable when relaxed for \(T = \text{Co, Cr, Fe, Ni, and Zn. This suggests that an entire family of prospective new materials, isostructural (Pb}_2T\text{Se}_3)_{1.8}\text{VSe}_2\) heterostructures, can be prepared. Reports suggest, it may also be possible to change the identity of the dichalcogenide layer from V to other transition metals.\(^{44-46}\)

The structure of the synthesized \((\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2\) heterostructure is determined computationally and experimentally using a combination of techniques. Calculation of the structure of \((\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2\) was conducted with a unit cell containing a complete layer of VSe₂ (25 unit cells) and a complete layer of Pb₂MnSe₃ (15 unit cells). The orientation between the two layers differs from that of the optimized island.
structure, where the Pb-Pb bonds are parallel to V-V bonds. In the complete cell the layers are rotated by 15º, which is necessary to construct a computationally tractable unit cell. Experimentally, x-ray fluorescence data collected on the annealed sample are consistent with the chemical formula \((\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2\). Specular diffraction data, shown in Figure 13.4a, contain reflections that can all be indexed as 00\(l\) reflections. Rocking curve scans of the 00\(l\) reflections indicate that the \((\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2\) compound is crystallographically aligned with the \(c\)-axis perpendicular to the substrate. The \(c\)-axis lattice parameter after annealing at 250 °C (14.96 Å) is consistent with that expected for the targeted \((\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2\) compound based on the expected constituent layers and close to the \(c\)-axis lattice parameter for the relaxed structure after the DFT structural optimization (14.70 Å). In-plane diffraction data collected after annealing at 250 °C, (Figure 15.4b) contains intensity maxima that can be indexed as \(hk0\) reflections coming from independent hexagonal and square lattices. The lattice parameter of the hexagonal phase (3.44 Å, computationally 3.46 Å) is close to that found for VSe\(_2\) monolayers in [(PbSe)\(_{1+d}\)]\(_m\)VSe\(_2\) compounds.\(^{43}\) The lattice parameter of the square phase (5.99 Å, computationally 5.89 Å) is close to that found for rock salt structured PbSe bilayers in (PbSe)\(_{1.1}\)VSe\(_2\).\(^{42,43}\)

An atomic-scale EDS-STEM map of a representative area (Figure 13.4c) shows that there is a VSe\(_2\) layer on either side of a Pb\(_2\)MnSe\(_3\) layer, while the Pb\(_2\)MnSe\(_3\) layer contains a MnSe middle layer with PbSe on either side. The average changes in the EDS intensities for Mn, Pb, Se, and V through a single unit cell are shown in Figure 13.4d along with a schematic of the proposed structure in Figure 13.4e. The bottom HAADF-STEM image of a representative area of (Pb\(_2\)MnSe\(_3\))\(_{0.6}\)VSe\(_2\) in Figure 13.3 shows precise stacking of Pb\(_2\)MnSe\(_3\) and VSe\(_2\) layers. Zone axis orientations are consistent with the Pb\(_2\)MnSe\(_3\) having a distorted rock salt structure. The top and bottom PbSe layers are puckered, with
Figure 13.4. Structural characterization of the \((\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2\) heterostructure. The specular diffraction pattern contains only reflections that can be indexed to the same \(d\)-spacing (a.). Reflections in the in-plane diffraction pattern can be indexed to either \(hk0\) reflections for a hexagonal or cubic unit cell which correspond to either \(\text{VSe}_2\) or \(\text{Pb}_2\text{MnSe}_3\), respectively(b.). EDS map (c.) and intensity profile (d.) of the STEM-EDS map clearly show V between planes of Se alternating with a Mn/Se plane between Pb/Se planes. This structure is shown as a schematic with Se atoms shown in yellow, V atoms in purple, Mn atoms in red and Pb atoms in blue (e.).
the Se atoms displaced towards the MnSe layer and the Pb atoms pushed out from the central plane (computationally by 0.67 Å, on average). This results in the Mn cations having four long bonds to Se within the Mn-Se plane and two shorter Mn-Se bond distances with the Se atoms in the Pb-Se plane. The smaller size of the Mn atom relative to Pb enables the central Mn-Se layer to stabilize the puckering of the outer PbSe layer.

The calculations of the properties of (Pb₂MnSe₃)₀.₆VSe₂, conducted with the same relaxed supercell used to calculate the structure, suggest that it should be a ferromagnetic metal. The electronic density of states at the Fermi level is contributed mainly by the V atoms and the magnetic moment is primarily from the Mn atoms. The measured electrical transport properties of (PbSe)₁.₁VSe₂ and (Pb₂MnSe₃)₀.₆VSe₂ are shown in Figure 13.5. The upturn in resistivity in the (PbSe)₁.₁VSe₂ data has previously been attributed to the onset of a charge density wave (CDW) in the VSe₂ monolayers, which is distinctly different than that found in bulk VSe₂.⁴²,⁴³,⁴⁷ The Hall coefficient is positive in (PbSe)₁.₁VSe₂, suggesting that holes are the majority carrier and the magnitude of the Hall coefficient increases sharply below the CDW onset temperature.⁴²,⁴³ This contrasts with what is found for bulk VSe₂, which has a negative Hall coefficient and only a small change in slope as temperature is varied through the CDW transition.⁴⁷ The resistivity of (Pb₂MnSe₃)₀.₆VSe₂ is higher than that measured for (PbSe)₁.₁VSe₂ at room temperature, as the VSe₂ is a smaller percentage of the total thickness. The samples have similar temperature dependencies over the range they were measured. The resistivity increases rapidly as temperature is decreased below 100K, suggesting that (Pb₂MnSe₃)₀.₆VSe₂ also has a CDW, though this is not seen in the relaxed unit cell from the DFT calculations. The onset temperatures of the transition are very similar between the two compounds, though it appears to be a little less pronounced in the (Pb₂MnSe₃)₀.₆VSe₂. This is consistent with prior reports of the onset
temperature not changing as the thickness of PbSe is varied in
[(PbSe)$_{1+\delta}$]$_m$VSe$_2$ heterostructures.$^{43}$ There is a kink in the resistivity
curve at around ~30 K, however, which is not present in any of the
[(PbSe)$_{1+\delta}$]$_m$VSe$_2$ compounds. The (Pb$_2$MnSe$_3$)$_{0.6}$VSe$_2$ Hall coefficient is
positive and increases as temperature is decreased below the CDW
temperature of ~100K. This data suggests that Mn is divalent in the
Pb$_2$MnSe$_3$ layer and that the extent of charge transfer and bonding
between the Pb$_2$MnSe$_3$ layer and VSe$_2$ is similar to that found for the
PbSe layer. Bader analysis of the total spin density in the DFT
calculations attributes around 4 $\mu_B$ to each Mn atom.$^{48}$ Mn$^{2+}$ has 5
electrons in the 3d orbitals and in a high spin D$_{4h}$ local environment a
magnetic moment of 5.9 $\mu_B$ is expected for Mn$^{2+}$. The smaller magnetic
moment may be a consequence of charge transfer from the Pb$_2$MnSe$_3$
layer to VSe$_2$. Evidence for a ferromagnetic ordering of the Mn orbital
moments is found in the anomalous Hall effect observed in the field
dependence of the Hall coefficient at low fields (figure 13.5c). The Hall
coefficient becomes non-linear below about ~ 30 K, which is the same
temperature where we observe a kink in the resistivity curve. This
anomalous Hall effect suggests that the sample is ferromagnetically
ordered.$^{50}$ Further evidence for ferromagnetic behavior is observed in the
hysteresis of the Hall resistivity verses field measurement shown in Fig
H.1.
**Figure 13.5.** Resistivity and hall coefficient plots of (Pb$_2$MnSe$_3$)$_{0.6}$VSe$_2$ and (PbSe)$_{1.1}$VSe$_2$ heterostructures. Both heterostructures have an upturn in the temperature dependent resistivity (a.) at ~100 K, consistent with the VSe$_2$ charge density wave, though the (Pb$_2$MnSe$_3$)$_{0.6}$VSe$_2$ turn on appears to be smeared out. The (PbSe)$_{1.1}$VSe$_2$ Hall coefficient as a function of temperature (b.) has a similar upturn at about 100 K at different fields and linear resistivity measurements as a function of field supporting that there is not a magnetic moment (inset). The (Pb$_2$MnSe$_3$)$_{0.6}$VSe$_2$ temperature dependent Hall coefficient (c.) has a slight kink at 100 K, but also has a field dependent upturn that occurs around 50 K. The inset shows field dependent resistivity that goes from linearly to sigmoidal as temperature is decreased. The transition from linear to sigmoidal appears to occur between 30 K and 10 K. This switch as well as the hysteresis observed in Fig. H.1 indicates a magnetic moment is occurring.

### 13.4. Conclusions

Accelerating discovery of new materials with unusual properties is one of the grand challenges in materials science and advances the field toward designing new materials with desired functionality. This work demonstrates a collaborative search and synthesis approach that leverages, complementary strengths to solve the problem of finding such materials among the myriad of possible heterostructures. The synthesis relies on the MER procedure to locally find kinetically stable heterostructures similar to the designed precursors, while the search relies on DFT optimization of precursor structures devised in the island approximation to gain a critical advantage in confronting the unknown reaction kinetics and potential structures. This approach led to layered heterostructures in the previously compound-free quaternary phase diagram of Mn-Pb-Se-V, and the calculations show that isostructural compounds containing Cr, Fe, Co, Ni, and Zn in place of Mn may be synthesizable. The unusual coordination environments found at the surface of constituents and unique combinations of elements in each constituent provides opportunities to obtain properties that cannot be
found in stable bulk structures. The collaborative approach explored here demonstrates great potential in accelerating the discovery of these kinetically stable materials.

13.5. Bridge

This chapter focused on the synergistic relationship between computation and experiment in the search for finding novel thin film materials with emergent properties for use in heterostructures. A series of compounds were predicted to be metastable using a computational DFT islands methods that resembles the experimental MER synthesis method. A novel Mn-Pb-Se-V containing heterostructure with the formula (Pb2MnSe3)0.6VSe2, was computationally predicted to be stable and was successfully prepared experimentally. This material is composed of a 3-layer Pb-Mn-Se building blocks layered with VSe2 and exhibits ferromagnetic properties. The ability to successfully link computation and experiment to drive forward the discovery of new materials will help to accelerate the field of heterostructures with emergent properties. The final chapter will provide a summary of the work conducted in this dissertation as well as an outlook on future work, especially focusing on the projects driven forward by computational prediction.
CHAPTER XIV

CONCLUSIONS, SUMMARY, AND FUTURE OUTLOOK

The emergent properties discovered in thin film materials and the desire to implement them into technological devices has made them a major topic of interest. In order to harness these properties and successfully use them in devices, it is necessary to understand how they form, how deposition influences their properties, and the role that heterostructure architecture has on these materials. The Modulated Elemental Reactants (MER) synthesis method allows for the synthesis and systematic study of single-phase materials and heterostructures, including novel materials and families of compounds with systematic changes in structure. The materials are accessed by preparing designed precursors composed of elemental layers whose structures mimic that of the desired product and annealing them at low temperatures, subsequently trapping the materials in the local minima as opposed to the global minimum in the energy landscape. This work discussed a wide variety of compounds prepared by the MER method, all of which were investigated to inform on how material nanoarchitecture and composition influence the observed materials properties.

X-ray fluorescence is a powerful tool with monolayer sensitivity and the ability to determine the absolute amount of a material in a compound. Here it was shown that by using a unique data treatment, including signal integration and background subtraction, the measured intensity can be directly related to the atoms / unit area of an element within a thin film compound. Eliminating the need to rely on relative amounts, the ability to measure the absolute amount of material in a sample facilitates the ability to consistently prepare thin films with a precise number of layers as well as efficiently target novel materials and homologous series of heterostructure compounds. This measurement
technique was utilized throughout the entirety of this body of work and was essential to investigating the evolution of a precursor to a crystalized thin film and unraveling the influence on composition related defects on the observed transport properties.

The heterostructures presented in this work are composed of two constituents layered specifically to investigate questions about charge donation and layer interactions in thin film materials. To understand how the properties are modified when put in a heterostructure, the structures and properties of the individual constituent, composing the \([(SnSe)_{1+\delta}]_m[TiSe_2]_n\) heterostructure compounds, SnSe and TiSe$_2$ were investigated independently. When deposited via the MER synthesis method, SnSe is a preferentially aligned compound with lattice parameters similar to what is observed in the bulk compound. Post-annealing treatment of the preferentially aligned SnSe readily converts it to SnSe$_2$, providing an additionally method for preparing unique heterostructures. TiSe$_2$ prepared by MER forms over a wide compositional range and crystalizes on deposition. Even when the incorrect amount of material is deposited to form TiSe$_2$, the compound will rearrange on deposition and push all the excess material out of the structure to form as much on-composition TiSe$_2$ as possible. It was also found that this process is aided by the presence of excess Se. Understanding how the synthesis conditions impact the formation of the compound, methods for post-synthetic modification of these materials, and understanding the independent constituents provides insight useful for future heterostructure synthesis.

The nature of the MER method allows for the independent constituents to be combined into nearly infinite series of homologous heterostructures by modifying the layering scheme or thickness of each constituent layer in the designed elemental precursor. Analyzing a homologous series builds a picture of how the two constituent materials
interact as well as how the nanoarchitecture can be modified to tune the observed transport properties. For example, when a single layer of SnSe and TiSe$_2$ are combined to create the repeating unit cell, there is a distortion that occurs in the SnSe in-plane structure. The distortion is a result of interaction between the two constituent layers. By distorting, there is an accidental lattice match that occurs between the SnSe and TiSe$_2$ layers, creating a misfit layer compound with regions of rotational disorder. When the number of TiSe$_2$ layers in the repeating unit cell is increased, the distortion in the in-plane unit cell persists, but the in-plane long range order disappears. As the number of SnSe layers in the repeating unit cell is increased, the area of the basal plane changes, going through an almost square distortion, before taking on a structure that approaches that reported for bulk SnSe. Temperature dependent studies of the in-plane structure indicate that as the temperature is decreased, the in-plane lattice parameters also approach that of the bulk, further demonstrating the complex structural behavior observed in these family of heterostructure compounds.

The strong interaction between the SnSe and TiSe$_2$ constituent layers, which influences the constituent structure, also dictates the electrical transport properties. The [(SnSe)$_{1+\delta}$][TiSe$_2$]$_1$ heterostructure has the strongest observed interaction between layers as there are no layers without an adjacent SnSe|TiSe$_2$ interface present in the compound. This results in the material displaying metallic transport behavior that is not representative of either individual constituent, but instead a novel material composed of single layers of SnSe and TiSe$_2$. This behavior is not observed for any compounds with increased numbers of SnSe, TiSe$_2$, or both in the repeating unit. Electrical transport data indicates that all of the materials are dominated by variable range hopping at low temperatures which is a result of the charge donation from SnSe to TiSe$_2$ at the interface. In the
[(SnSe)$_{1+\delta}$]$_1$[TiSe$_2$]$_1$ film, this behavior dominates over the entire temperature regime. As the number of layers in the repeating unit, regardless of the nanoarchitecture, increases, the behavior becomes more complex. When the number of TiSe$_2$ layers in the repeating unit is increased and the number of SnSe layers is held constant, at high temperature, the TiSe$_2$ constituent dominates and the carriers are dominated by both active electrons and mobile holes. When the number of SnSe layers is increased, regardless of the number of TiSe$_2$ layers in the compound, holes become increasingly important and dominate the transport at all temperatures, while electron are still present. This observed transport behavior demonstrates the complex electronic behavior occurring in these materials. Further studies systematically changing the nanoarchitecture and observing both the electronic transport properties and the band structure via XPS could be done to further elucidate the origin of the observed properties.

While XRF has the capability of detecting a monolayer of material and MER allows the synthesis of complex heterostructures via designed precursors, it is still difficult to reproducibly deposit monolayer amounts of material. Even with layered elemental precursors that did not contain the correct amount of material to prepare a targeted series of [(PbSe)$_{1+\delta}$]$_4$[TiSe$_2$]$_4$ isomer heterostructures, the desired compounds still formed the majority of the sample, albeit with fewer repeating units than targeted. This is a result of the initial crystallization and the designed precursor nanoarchitecture directing the formation of the heterostructure. It was found that when Se is deposited on the first Ti layer, Ti$_2$Se nucleates, leaving excess Se to react with the Pb deposited on it. This initial crystallization set the tone for the subsequent nucleation and crystallization in the material. In this case, Ti$_2$Se persists even after annealing as an impurity phase and impurity TiO$_2$ is found on the surface. The ability to form the isomers even when an incorrect amount
of material is deposited demonstrates the wide local energy minima these materials exist in and the materials resilience to compositional defects. Electrical transport analysis of these materials demonstrated that the number of buried interfaces in the compound influenced the carrier concentration and resistivity of the compound. This is likely the result of charge donation from PbSe to TiSe₂ occurring at the interfaces between the two constituents. The obtained understanding of the heterostructures formation mechanism and the influence of interfaces on observed properties is useful information for the synthesis of novel heterostructure building blocks.

Single phase and heterostructure compounds containing MnSe were successful prepared and characterized. A series of Mn|Se precursors with varying compositions and elemental layer thicknesses were investigated to understand how Mn containing compounds form via the MER synthesis method. Not only did this work facilitate the preparation of novel Mn containing heterostructure building blocks, but it also discovered a new Mn|Se phase. The Mn containing heterostructures that were prepared were computationally predicted to be kinetically stable via a DFT “islands” analysis method. A predicted (Pb₂MnSe₃)₀.₆VSe₂ heterostructure was successfully synthesized and its structure and properties were characterized. This material is composed of alternating layers of VSe₂ and a three-layer building block with PbSe surrounding a monolayer of MnSe. The building block is stabilized due to the smaller Mn cations facilitating puckering of the outer PbSe layer which contains the large Pb atoms. Only compounds with MnSe in the layer second from the outside were successfully prepared due to this puckering facilitation. The novel (Pb₂MnSe₃)₀.₆VSe₂ was also found to be a ferromagnetic compound, which was supported by further computational evaluation. This novel three-layer building block and observed ferromagnetic behavior provides precedent for the ability to
prepare more complex heterostructures as well as an avenue to prepare and manipulate magnetic behavior in thin film materials.

The ability to predicted possible metastable materials opens the doors to efficiently prepare novel materials with targeted properties. The ability to use MER to prepare homologous series of compounds allows the observed properties to be manipulated to vary the result. This interplay between theory and experiment is a viable method for efficiently preparing designer materials with targeted properties. Based on the success of the predicted and prepared \((\text{Pb}_2\text{MnSe}_3)_{0.6}\text{VSe}_2\) compound, a \(\text{PbSe -MnSe-PbSe-MnSe-PbSe}\) building block was successfully layered with \(\text{VSe}_2\) to prepare a novel heterostructure. In the future, this material's transport properties should be characterized, and a homologous series of compounds with an increasing number of \(\text{PbSe}\) layers between the \(\text{MnSe}\) layers should be synthesized and characterized to try to manipulate ferromagnetic behavior. Another viable method for manipulation of magnetic behavior in these types of compounds involves preparation of other \(3\)-layer building block compounds similar to the \(\text{Pb}_2\text{MnSe}_3\) constituent but with other cation species. Compounds of this type were predicted to be metastable via the DFT “islands” method and they should be fully investigated to prepare potentially novel materials with interesting properties. Overall, layering these \(3\)-layer building blocks with other TMD’s in heterostructures should provide a facile method of manipulating novel observed properties.

Overall, MER synthesis has facilitated the preparation of novel thin film materials and investigation of layer interactions in heterostructure materials. The ability to precisely place material allows for a wide variety of materials to be studied and allow for systematic studies of properties as a function of nanoarchitecture. The ability to systematically study changes in material properties based on layer interactions is the first
step towards obtaining the ultimate goal of materials science – preparing materials with targeted properties for use in specific devices.
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Figure A.1. Graph of intensity (arbitrary units) versus film thickness (nm) according to Equation 2.1 (red diamonds) and Equation 2.2 (blue triangles). The error in intensity of assuming film thickness is small is less than 5% for thicknesses below 100 nm. For this plot, the mass absorption coefficient $\mu_T(\lambda)$ of the wavelength of interest and film density $\rho$ were chosen to be 1000 cm$^2$/g and 7 g/cm$^3$, respectively. The values of each were chosen to be representative of typical films with a La emission lines.
Figure A.2. XRF intensity as a function of the amount of molybdenum deposited from an electron beam gun. Mo was deposited using a different physical vapor deposition system and a different XRF diaphragm was used to define an area during the XRF experiments, so there is a different metric for the arbitrary units of the amount of material deposited and in the XRF intensity in Figure A.2 versus the films shown in Figure 2.1.
Figure A.3. X-ray emission lines for the (a) Lα, (b) Lβ₁, and (c) Mα of Pb were tested to determine the best parameters for measuring the amount of Pb in each sample. The Mα line was chosen as it showed the largest difference in intensity between the sample containing Pb and the blank substrate.
Figure A.4. Calculated X-ray emission intensities for the (a) Ka, (b) La, and (c) Ma lines of Bi in a film of Bi$_2$Se$_3$. The values inserted into Equations 2.1 and 2.2 are: $\rho = 7.71$ g/cm$^3$, $\mu$(Ma) = 1300 cm$^2$/g, $\mu$(La) = 100 cm$^2$/g, and $\mu$(Ka) = 2.0 cm$^2$/g. The total mass attenuation coefficient $\mu$ is calculated from the weighted average of the individual attenuation coefficients of each element present in the film. Equation 2.2 yields the blue dashed line and the values from Equation 2.1 are given by the red continuous line.
**Figure A.5.** Calculated X-ray emission intensities for the (a) Kα, (b) Lα, and (c) Mα lines of Pb in a film of PbSe. The values inserted into Equations 2.1 and 2.2 are: $\rho = 8.29$ g/cm$^3$, $\mu$(Mα) = 1600 cm$^2$/g, $\mu$(Lα) = 100 cm$^2$/g, and $\mu$(Kα) = 2.0 cm$^2$/g. The total mass attenuation coefficient $\mu$ is calculated from the weighted average of the individual attenuation coefficients of each element present in the film. Equation 2.2 yields the blue dashed line and the values from Equation 2.1 are given by the red continuous line.
Figure A.6. Calculated X-ray emission intensities for the (a) Kα and (b) Lα lines of Se in a film of PbSe. The values inserted into Equations 2.1 and 2.2 are: $\rho = 8.29 \text{ g/cm}^3$, $\mu(\text{La}) = 2000 \text{ cm}^2/\text{g}$, and $\mu(\text{Ka}) = 100 \text{ cm}^2/\text{g}$. The total mass attenuation coefficient $\mu$ is calculated from the weighted average of the individual attenuation coefficients of each element present in the film. Equation 2.2 yields the blue dashed line and the values from Equation 2.1 are given by the red continuous line.
Figure A.7. A graph of intensity versus atoms per Å² for the elements (a) Bi, (b) Nb, (c) Pb, and (d) V found in a variety of samples, each consisting of a different element matrix. This shows the versatility of using XRF to probe various elements in a variety of samples.
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**Figure B.1.** Temperature calibration of the top resistive temperature detector (RTD) of 50nm SnSe film without Se-vapor annealing. (a) The resistance of the RTD measured at different temperatures. (b) Normalized resistance ($R/R_0$, where $R_0$ is the resistance at 300K) plotted as a function of $T$. (c) The resistance change of the RTD under various heating currents. (d) Temperature change of the metal RTD plotted as a function of heating power.
**Figure B.2.** Temperature calibration of the bottom RTD of 50nm SnSe film without Se-vapor annealing. (a) The resistance of the RTD measured at different temperatures. (b) Normalized resistance (R/R₀, where R₀ is the resistance at 300K) plotted as a function of T. (c) The resistance change of the RTD under various heating currents. (d) Temperature change of the metal RTD plotted as a function of heating power.
Figure B.3. Temperature calibration of the top RTD of 50nm SnSe$_2$ film after Se-vapor annealing. (a) The resistance of the RTD measured at different temperatures. (b) Normalized resistance ($R/R_0$, where $R_0$ is the resistance at 300K) plotted as a function of $T$. (c) The resistance change of the RTD under various heating currents. (d) Temperature change of the metal RTD plotted as a function of heating power.
Figure B.4. Leakage current measurement through the atomic layer deposition layer.

Figure B.5. Cross-plane Seebeck coefficient of a (a) 50nm-thick and (b) 100nm-thick SnSe film (without Se annealing).

The cross-plane electrical resistances of the 50nm and 100nm samples were 116Ω and 197Ω, respectively. The thermal resistance of the 50nm and 100nm samples were 261 K/W and 455 K/W, respectively. Based on these values, we can estimate that the electrical contact resistance is 35Ω, the intrinsic cross-plane resistivity of SnSe₂ is 1.89 Ω-m, the thermal contact resistance is 67 K/W, and the intrinsic cross-plane thermal conductivity of SnSe₂ is 0.89 W/m·K. Using these values, we
estimate that the intrinsic figure of merit for the film in Figure 5 of main manuscript to be approximately \( ZT \approx 7.1 \times 10^{-5} \) after removing the effects of contact resistance.

**Figure B.6.** Cross-plane electrical resistances of (a) 50nm-thick and (b) 100nm-thick SnSe film (without Se annealing), respectively.

**Figure B.7.** Seebeck coefficient as a function of Fermi energy for SnSe and SnSe\(_2\), respectively.
Figure B.8. Calculated range of errors that correspond to the expected range of interface conductance values found in the literature.

The in-plane resistivities of samples annealed in nitrogen and Se were 38.64 mΩ-m and 23.33 mΩ-m, respectively. Here, we observe a 40% reduction in the resistivity due to the mitigation of Se vacancies. This is compared to the 6.6-fold increase in the cross-plane resistance observed after Se annealing. The in-plane Seebeck coefficients of samples annealed in nitrogen and Se were 592mV/K and -342mV/K, respectively. Here, we observe a dramatic change in sign of the thermopower due to the mitigation of Se vacancies. This is compared to the 16-fold increase in the cross-plane thermopower observed after Se annealing. Here, the large discrepancy between in-plane and cross-plane transport behavior further demonstrates the highly anisotropic nature of these rotationally-disordered layered materials. In these anisotropic layered materials, in-plane transport is dominated by the more conducting layer, while the cross-plane transport is dominated by the more insulating layer.


**Figure C.1.** XRR of Ti|Se annealing study showing evolution of film thickness and roughness as energy is applied to the system.
Figure C.2. Specular (a.) and in-plane (b.) XRD patterns for additional Ti|Se precursors annealed at 350°C showing the influence of precursor composition on structure.
Figure C.3. XRR patterns for various Ti|Se precursors annealed at 350 °C showing the variation in roughness and loss of layers as a function of stoichiometry.
Figure C.4. Experimental (red) and simulated (black) XRR patterns demonstrating effect of oxide growth. Based on the amount of excess material in each film, the annealed films developed either a thin (~9 Å) or thick (~60 Å) oxide layer.
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In-plane Diffraction Pattern Fits

Le Bail fits\(^1\) on in-plane x-ray diffraction patterns of \([(SnSe)_{1+\delta}]_n TiSe_2\) were performed using the FullProf suite.\(^2,3\) The background was fit using a linear interpolation between points. The SnSe phase was modeled using an orthorhombic crystal system and the TiSe\(_2\) phase was modeled using a hexagonal crystal system. The peak shapes were fitted using pseudo-Voigt functions. The lattice parameters, line width parameters, and pseudo-Voigt weighting term were refined until convergence was reached. The (110) reflection of SnSe\(_2\) in the \(m \geq 2\) compounds were included in the background.

![Image of Le Bail fit](image)

**Figure D.1.** Le Bail fit of the in-plane diffraction pattern for \(m = 1\). Blue tick marks indicate the position of SnSe reflections and red tick marks indicate the position of TiSe\(_2\) reflections.
Figure D.2. Le Bail fit of the in-plane diffraction pattern for \( m = 2 \). Blue tick marks indicate the position of SnSe reflections and red tick marks indicate the position of TiSe\(_2\) reflections. The reflection at approximately 47° is the (110) reflection of SnSe\(_2\).

Figure D.3. Le Bail fit of the in-plane diffraction pattern for \( m = 3 \). Blue tick marks indicate the position of SnSe reflections and red tick marks indicate the position of TiSe\(_2\) reflections. The reflection at approximately 47° is the (110) reflection of SnSe\(_2\).
Figure D.4. Le Bail fit of the in-plane diffraction pattern for $m = 4$. Blue tick marks indicate the position of SnSe reflections and red tick marks indicate the position of TiSe$_2$ reflections. The reflection at approximately $47^\circ$ is the (110) reflection of SnSe$_2$. 
HAADF-STEM Image

Cross sectional HAADF-STEM image of $(\text{SnSe})_{1.2}\text{TiSe}_2$ displaying both the top and bottom interface of the film. SnSe$_2$ is visible on the top of the film as a result of excess Sn and Se migrating to the surface.

Figure D.5. HAADF-STEM of $(\text{SnSe})_{1.2}\text{TiSe}_2$ showing SnSe$_2$ on the surface, outlined in red.
**Density Functional Theory on Defects in SnSe**

To explain the different structural distortions that are seen in the HAADF-STEM images (Figure 5 of the main text), structural relaxation calculations were performed on distorted TlI structures shown in Figure D6. The type I distortion is a shift of the top bilayer by the vector \((\frac{a}{2}, 0, 0)\), and type II describes a shift of the top bilayer along \((\frac{a}{2}, \frac{b}{2}, 0)\). As Table D1 shows, the in-plane lattice parameters of the distorted types deviate by less than 0.005 Å from the undistorted type, so it would be impossible to resolve these differences using the x-ray diffraction employed in this study.

The energy differences between the distorted and undistorted TlI structures are very small with less than 4 meV per formula unit, so there is little energy loss from adopting the distorted structure instead of the undistorted structure. The energy of type II is practically the same as the energy of the undistorted TlI structure. Comparing those two structures, one can see that along each axis, one-unit cell of the undistorted TlI structure (top two bilayers along \(a\) and bottom two bilayers along \(b\)) is visible along with an extra layer that is shifted by half a unit cell. This results in an equal number of Sn-Sn, Sn-Se, and Se-Se stackings in each structure, which explains why the energies are equal. The overall similar energies indicate that the structure observed in the HAADF-STEM images is a result of nucleation and growth kinetics rather than thermodynamic stability.
**Figure D.6.** Relaxed structures of an (010) slab of SnSe with three bilayers in the TlI structure and its distorted relatives (see text) as viewed along (a) the [100] axis and (b) the [010] axis. Sn atoms are blue and Se atoms are red.
Table D.1. In-plane lattice parameters $a$ and $b$ of the structures shown in Figure D6, and the energy differences per formula unit between these structures and the undistorted slab in the TII structure $\Delta E_{\text{TII}}$. The energy difference per formula unit to a (001) slab of three bilayers in the GeS structure $\Delta E_{\text{GeS}}$ is added for comparison.

<table>
<thead>
<tr>
<th>Structure</th>
<th>$a$ (Å)</th>
<th>$b$ (Å)</th>
<th>$\Delta E_{\text{TII}}$/f.u. (meV)</th>
<th>$\Delta E_{\text{GeS}}$/f.u. (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TII</td>
<td>4.301</td>
<td>4.309</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>Type I</td>
<td>4.301</td>
<td>4.313</td>
<td>3.7</td>
<td>19</td>
</tr>
<tr>
<td>Type II</td>
<td>4.304</td>
<td>4.305</td>
<td>0.2</td>
<td>15</td>
</tr>
</tbody>
</table>
Figure E.1. X-ray reflectivity patterns of representative, as-deposited (AD) heterostructure precursors and their annealed (AN) counterparts. This data demonstrates the changes in the entire film that occur when the samples undergo heating at 350 °C for 30 minutes in an inert atmosphere.
Figure E.2. Temperature dependent resistivity curves of the \([(\text{SnSe})_{1.8}]\text{[TiSe}_2\text{]}_3\) layered heterostructures (a) and the \([(\text{SnSe})_{1.8}]\text{[TiSe}_2\text{]}_{11}\) layered heterostructure (b.) plotted with the exponential equations $y = 50 \cdot e^{(-0.03)} + 23$ and $y = 1200 \cdot e^{(-0.07)} + 100$, respectively. This data emphasizes the deviation at low temperatures from exponential behavior and the constant offset that is required.
Figure E.3. In-plane lattice parameters determined from in-plane grazing incidence diffraction collected at various temperatures for a [(SnSe)$_{1+d}$][TiSe$_2$)$_8$ heterostructure. There is no significant change in the basal plane structure of either constituent upon cooling. This indicates that the unique transport behavior is not the result of a structure change. This data was collected at the advanced photon source using beamline 33 BM.

Table E.1. Calculated electronic band gaps of the explored alternative crystal polymorphs are presented. These electronic band gaps were obtained using the procedure outlined in the Materials and Methods section. The computational models were prepared from the computationally ready structures from Materials Project.

<table>
<thead>
<tr>
<th>Space Group</th>
<th>Band Gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fm$ar{3}$m</td>
<td>1.5484</td>
</tr>
<tr>
<td>Cmcm</td>
<td>1.4276</td>
</tr>
</tbody>
</table>
Figure F.1. Annealing study for $m, n = 3$ sample to study the formation and subsequent decomposition of the superlattice structure as seen with XRR (a.) specular XRD (b.) and in-plane XRD (c.) From this data, 350 °C was determined to be the optimal annealing temperature for the system and was subsequently used to crystallize the remaining samples.
Prior to synthesizing the whole series of layered compounds, an annealing study was conducted on the $m, n = 3$ sample to determine the optimal annealing conditions for the system. A single piece of the sample was annealed subsequently at each temperature for 30 minutes before being analyzed by the various X-ray techniques. Figure F.1 provides XRR, specular $(00l)$ XRD, and in-plane $(hk0)$ XRD patterns of the $[(\text{SnSe})_{1+\delta}]_3[Ti\text{Se}_2]_3$ sample as a function of annealing temperature to demonstrate the evolution of the film. Using Bragg reflection intensities and widths as an indicator of film quality, the study determined the optimum annealing conditions to be 350°C for 30 minutes in an N$_2$ atmosphere. Below this temperature, there is not enough thermal energy provided for the atomic constituents to diffuse across the designed layering to reach the targeted meta-stable product. With increasing temperature up to 350 °C the reflections become narrower, more intense, and the films become less rough. At 350 °C the reflections in all diffraction scans have the narrowest full width at half max and the greatest intensity. Above this temperature, the reflections decrease in intensity, become broader, and some even disappear. There is also an increase in roughness observed by loss of Kiessig fringes as well as the disappearance of some low angle diffraction reflections. The degradation of the film that occurs beyond 350 °C is a result of sufficient thermal energy to the elemental precursor providing access to a more stable kinetic or thermodynamic product via longer range diffusion and reorganization of the material. The optimal annealing condition of 350 °C was used to crystalize the rest of the $[(\text{SnSe})_{1+\delta}]_m[Ti\text{Se}_2]_n$ heterostructures from their designed precursors.
Table F.1 Temperature Dependence in Lattice Parameters for the $[\text{SnSe}_{1+\delta}]_n\text{[TiSe}_2]_n$, $m, n = 4$ heterostructure.

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>$a$ SnSe (Å)</th>
<th>$b$ SnSe (Å)</th>
<th>$a$ TiSe$_2$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>4.3090(2)</td>
<td>4.2399(1)</td>
<td>3.56375(6)</td>
</tr>
<tr>
<td>22</td>
<td>4.3212(2)</td>
<td>4.2262(1)</td>
<td>3.56194(7)</td>
</tr>
<tr>
<td>75</td>
<td>4.3189(2)</td>
<td>4.2298(1)</td>
<td>3.56218(6)</td>
</tr>
<tr>
<td>150</td>
<td>4.3153(2)</td>
<td>4.2330(1)</td>
<td>3.56238(6)</td>
</tr>
<tr>
<td>225</td>
<td>4.3120(2)</td>
<td>4.2367(1)</td>
<td>3.56301(6)</td>
</tr>
<tr>
<td>300</td>
<td>4.3089(2)</td>
<td>4.2403(1)</td>
<td>3.56414(6)</td>
</tr>
</tbody>
</table>
Figure G.1. Representative as-deposited XRR patterns demonstrating the initial layering and rearrangement occurring in the sample before annealing occurs.
**Table G1.** Total Film thickness and repeat layer thickness for representative [(PbSe)$_{1+\delta}$][TiSe$_2$]$_4$ isomer heterostructures. AD total thickness obtained from BedeREFS by assuming an 11-layer isomer block with no impurities and varying the c-lattice parameter of the isomer block until the simulated Kiessig fringes between $\theta_c$ and the 001 reflection maxima matched those of the experimental XRR pattern. The simulated electron density was scaled by a factor of 0.9 – 0.95 to get a precise match for the experimental $\theta_c$. The as-deposited repeat unit thickness was calculated using a modified version of Bragg’s Law, which corrected for refraction, and the first two Bragg reflections observed in the low angle diffraction patterns.

<table>
<thead>
<tr>
<th>Isomer</th>
<th>As-Deposited Total Film Thickness (Å)</th>
<th>As-Deposited Repeat Thickness (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>221111</td>
<td>557</td>
<td>49.34</td>
</tr>
<tr>
<td>211211</td>
<td>545</td>
<td>49.05</td>
</tr>
<tr>
<td>3311</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3212</td>
<td>546</td>
<td>49.34</td>
</tr>
<tr>
<td>2321</td>
<td>544</td>
<td>50.81</td>
</tr>
<tr>
<td>44</td>
<td>553</td>
<td>49.19</td>
</tr>
</tbody>
</table>
Figure G.2. Representative grazing incidence in-plane diffraction of an as-deposited [(PbSe)$_{1.85}$][TiSe$_2$]$_1$ heterostructure demonstrating the initial nucleation of both PbSe and TiSe$_2$ crystallites before annealing.

Figure G.3. STEM-EDS showing the relative intensity of characteristic X-ray signals from Pb and Ti when moving down the $k=2321$ structure.
Figure H.1. Field dependent resistivity measured at various temperatures emphasizing the hysteresis. Hysteresis appears at 30 K and continues at lower temperatures which is in the region where the non-linearity occurs in the magnetoresistance measurements. This is also where the low temperature discontinuity in the temperature dependent resistivity occurs. The hysteresis supports that ferromagnetic ordering is occurring in the samples as a result of the Mn constituent and is not the result of multi-band physics.
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