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DISSERTATION ABSTRACT 
 
Jon M. Mills 
 

Doctor of Philosophy 
 
Department of Chemistry and Biochemistry 
 
December 2021 
 
Title: Scanning Tunneling Microscopy and Spectroscopy of Defects in 

Low-Dimensional Materials 
 
 

With semiconductor device dimensions shrinking to smaller and 

smaller sizes the individual components become more susceptible to 

surface or interface atomic defects, as the surface atoms are a larger 

percentage of the whole device, the interface electronic structure quickly 

becomes the electronic structure of the whole device. Here we use 

scanning tunneling microscopy and scanning tunneling spectroscopy 

(STM/STS) along with density functional theory (DFT) calculations to 

investigate the impact of the atomic scale defects on the local density of 

states (LDOS) of a variety of low-dimensional materials. First, we will 

show work investigating defects in hydrogen-passivated silicon 

nanocrystals deposited on the Au(111) surface. Using two-dimensional 

STS spatial mapping we will show both localized and delocalized defect 

induced states in the LDOS. We will show how surface reconstruction or 

single-atom defects account for the changes in the LDOS. Then we will 

report on an exotic two-dimensional structure, an alkali halide ultra-thin 

film with trigonal planar coordination. Using a combination of STM and 
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DFT we will show, for the first time, how a submonolayer of rubidium 

iodide coordinates to the Ag(111) substrate, and how upon increasing 

monolayer coverage the RbI film will reconstruct into the traditional (100) 

terminated structure. We will end with a study of the impact of defects in 

an ultra-thin film dielectric on the electronic structure of single walled 

carbon nanotubes. The research presented in this dissertation increases 

our understanding of how atomic defects impact the electronic structure 

of low-dimensional materials,  

This dissertation includes both previously published and 

unpublished co-authored material. 
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A.2. STM/STS characterization of NC1. (a) STM topography image of 

NC1 [set point 1.2 V, 5.0 pA]. (b) STS spectra [set point 1.2 V, 10 pA] 
measured at the locations A-I marked in (a). Spectra are offset for 
clarity. Prominent occupied and unoccupied states are marked with 
an 'H' and 'E' respectively. Individual DOS peaks are observed at 
slightly different voltages across the NC due to the finite location-
dependent voltage drop inside the NC. (c-d) Close-up of spectra from 
B, C and H locations showing finer structure (spectra marked “*” were 
acquired with better signal-to-noise ratio by using longer acquisition 
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A.3. Reconstruction of the NC shape from STM topography. (a) 
Trajectory of a STM tip over a three-dimensional object when 
scanned in the “constant tunneling current” regime typically used for 
STM topography. Apparent object shape is enlarged and sharp 
features are rounded due to the finite tip-sample distance and the 
possibility to tunnel sideways. Additional broadening occurs, in a 
similar fashion, due to the finite dimensions of the tip apex. Both 
effects can be accounted for (in the first approximation) by assuming 
that the tunneling current only depends on the distance (defined in 
three dimensions) between the tip apex and object of interest. This is 
equivalent to assuming that the tip wavefunctions have an 
approximately s-orbital nature at the tip apex, a common 
approximation in theoretical calculations of STM images. If the tip-
object separation R is known [see (a)], then a model of the actual 
object shape can be calculated by constructing a 3D surface that 
consists of points located at identical minimal distances R from the 
experimental topographical surface [see (a)].  
The calculation can also be reversed and a model of the STM 
topography can be recalculated from the calculated NC shape. The 
difference between the experimental STM topography and 
recalculated STM topography can be used as a measure of the 
accuracy of such a representation. The accuracy is affected by the 
noise in STM topography, and the value chosen as R. For example, if 
R is smaller than the characteristic dimensions of all features in the 
STM topography, the error is zero. If features with dimensions 
smaller than R are present in the STM topography, then they may 
not contribute to the model of real NC shape, and may be lost in the 
recalculated STM topography, thus adding to the error. This means 
that when R is smaller than the actual gap (usually on the scale of 
several angstroms), the error is mostly dominated by the topographic 

noise and atomic-scale features. However, once R exceeds the real 
tunneling gap (the latter defines the curvature of the features in STM  
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topography), an additional component of the error, caused by the 

mismatch between the true and calculated NC shapes, becomes non-
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overlaid. (d) Calculated shape of the NC1 using R=0.8 nm. Top facet of 
NC1 was found to be flat and almost horizontal. (e) Model of NC1 
digitally processed to “sharpen” the features (pseudo-3D rendering). 
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N is the number of individual states comprising the peak. First row 
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Same as (a-c) for a NC with a Si−O−Si impurity and composition 
H410Si1087O. (g-i) Same as (a-c) for a NC with a Si−OH impurity and 
composition H412Si1087O. (j-l) Same as (a-c) for a NC without 
impurities, and composition H412Si1087. To more closely reproduce 
experimental conditions, all spectra were normalized to give the same 
total current at 1.35 V. .....................................................................  146 

B.1. Impact of the finite bias voltage drop inside a SiNC on the STS 
spectra. (a) “Direct” tunnelling through an occupied electronic state 

with energy 𝐸𝑆 below the Fermi level (EF) of the Au(111) substrate 
(corresponding states shown in blue). In a biased tunnel junction 
involving a SiNC (corresponding states shown in red), a finite voltage 
drop occurs across the SiNC volume changing the energy of all 

electronic states by 𝛼𝑒𝑉𝐵, where 𝑉𝐵 is the bias voltage, and 𝛼 < 1 is a 
function of the SiNC dimensions and dielectric susceptibility. 
Tunnelling into the state thus occurs when the Fermi level of the tip 

is aligned with the electronic state, which happens when 𝐸𝑆 =
(1 − 𝛼)𝑒𝑉𝐵 (here, and everywhere in Figure B.1, we assume that all 

quantities are positive). The onset tunnelling voltage can thus be 

calculated as 𝐸𝑆/(1 − 𝛼).9, 10 (b) “Reverse” tunneling through an  



 

xxvii 

 

Figure Page 
 
 
occupied state. In contrast to “direct” tunnelling, “reverse” tunneling 

is initiated when the Fermi level of the Au(111) substrate is aligned 
with the electronic state, which happens at opposite polarity to that 

of (a), when 𝐸𝑆 = 𝛼𝑒𝑉𝐵. This gives the onset tunnelling voltage of 

𝐸𝑆/𝛼.9, 10 ...........................................................................................  149 
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(at opposite bias polarities) vary with tip position on the NC surface. 

This is particularly noticeable for “reverse” tunneling peaks 𝐸1
∗ and 

𝐻1
∗, while the onsets of “direct” tunneling peaks 𝐸1and 𝐻1 are 

relatively insensitive to the position along the SiNC. These onset 

variations are explained by the sensitivity of 𝛼 to the geometry of the 
junction.9 Indeed, both the tip position with respect to the SiNC, and 

the relative tip height z, which can both be expected to affect 𝛼, vary 
considerably across the scan range shown in the topography profiles 

(a) and (b). The larger sensitivity of peaks 𝐸1
∗ and 𝐻1

∗ to spatial 
location is explained by the fact that the onsets for these are 

inversely proportional to 𝛼 (changes significantly), while the onsets 

for peaks 𝐸1 and 𝐻1 are inversely proportional to 1 − 𝛼 (changes 

relatively insignificantly due to the small value of 𝛼). ........................  150 
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B.4. FT-IR spectra of as-prepared hydrogen-terminated SiNCs 

dispersed in a hexane solution as described elsewhere.4 (a) Low 
frequency region. Broad peak at 600-700 cm-1 includes: 1) the Si-H 
bending modes and Si-H2 rocking mode of Si(100),5 2) the Si-H 
bending mode of Si(111)-(1×1),6 and 3) the Si-H bending modes and 
Si-H2 wagging mode originating from step-edges of vicinal H/Si(111) 
surfaces.7 The peak at 904 cm-1, on the other hand, has no 
contribution from Si-H: it contains the Si-H2 scissoring bending 
mode,5, 8 as well as the Si-H3 degenerate deformation mode19 (note 
that Si-H3 population is expected to be significantly lower due to 2 
times higher oxidation rate while exposed to the air during the 
measurement).10 Intensity of both peaks are comparable, which 
suggests a significant presence of Si-H2 on the {100}Times facets of 
measured SiNCs. For comparison, for the Si(100)-(3×1) surface, 
where ~1/3 of the surface Si atoms are terminated with dihydrides 
(and the rest are terminated with monohydrides), the relative 
intensity of the ~900 cm-1 region is an order of magnitude smaller 
than that of the ~600 cm-1.12 (b) High-frequency spectral region 
associated with silicon-hydride stretching modes. While the peak at 
2100 cm-1 may be associated with both Si-H and Si-H2, the shoulder 
observed at 2120-2140 cm-1 is indicative of Si-H2.5 ...........................  152 

B.5. STS characterization of additional SiNCs of different sizes. (a-d) 
STS spectra before (“pristine” state) and after application of ESD 
pulses causing reconstruction (narrowing of the bandgap) and the 
creation of localized DB states deep in the bandgap. The observed 
charge state of the DB is neutral (DB0) in (a, b), switching from 
positive (DB+) to neutral (DB0) in (c), and switching from negative 

(DB−) to neutral (DB0) in (d). Note that “reverse” tunneling features 
(marked with “*”) are observed in (a) and (d) with different values of 
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C.1. Impact of the finite bias voltage drop inside a SiNC on the STS 
spectra. (a) “Direct” tunneling through an occupied electronic state 

with energy 𝐸𝑆 below the Fermi level (EF) of the Au(111) substrate 
(corresponding states shown in blue). In a biased tunnel junction 
involving a SiNC (corresponding states shown in red), a finite voltage 
drop occurs across the SiNC volume changing the energy of all 

electronic states by 𝛼𝑒𝑉𝐵, where 𝑉𝐵 is the bias voltage, and 𝛼 < 1 is a 
function of the SiNC dimensions and dielectric susceptibility. 
Tunneling into the state thus occurs when the Fermi level of the tip is 

aligned with the electronic state, which happens when 𝐸𝑆 = (1 − 𝛼)𝑒𝑉𝐵 
(here, and everywhere in Figure C.1, we assume that all quantities are  
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positive). The onset tunneling voltage can thus be calculated as 

𝐸𝑆/(1 − 𝛼).1, 4 (b) “Reverse” tunneling through an occupied state. In 
contrast to “direct” tunneling, “reverse” tunneling is initiated when the 
Fermi level of the Au(111) substrate is aligned with the electronic 

state, which happens at opposite polarity to that of (a), when 𝐸𝑆 =
𝛼𝑒𝑉𝐵. This gives the onset tunneling voltage of 𝐸𝑆/𝛼. 1, 4 .....................  155 

Figure C.2. STM/STS characterization of three additional SiNCs with 
bistable LDOS spectra. (a) Topographic image. (b,c) I(V) and dI/dV 
curves measured at the locations marked in (a). Each measurement is 
composed of a blue and red curve corresponding to the “forward” and 
“backward” bias ramps respectively. Switching events are seen as 
discontinuities in I(V) and dI/dV curves, and are each marked with an 

asterisk '*'. Each dI/dV curve serves as an estimate of the energy-

dependent LDOS. H1 and E1 correspond to the band edge states, 

defined as states with LDOS delocalized over the entire SiNC surface. 

(d) Topographic image. (e,f) I(V) and dI/dV curves measured at the 

locations marked in (d). H1 and E1 correspond to the band edge 

states, and H2 corresponds to next lowest occupied state. (g) 

Topographic image. (h,i) I(V) and dI/dV curves measured at the 
locations marked in (g). H1 and E1 correspond to the band edge 

states, while peak 𝐻𝐵
𝑏 (𝐸𝐵

𝑏) is caused by ”reverse” tunneling through 

the same state as that of 𝐸𝐵
𝑓

 (𝐻𝐵
𝑓

). For all spectra, the current set-

point was 10 pA ...............................................................................  156 
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across the SiNC surface. LDOS maps shown here are “cross-sections” of 

these “forward” and ”backward” data sets corresponding to specific bias 
voltages. For each bias voltage value, the upper (lower) map corresponds 
to the “forward” (“backward”) bias ramps. Individual pixels that appear to 
contain discontinuous data points correspond to points where conversion 
between “forward” and “backward” occurred at different voltages. 
Contour lines outline boundaries of distinctive features in LDOS maps 
(maps corresponding to 0.45 V, 0.25 V, and -0.25 V were used to define 
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CHAPTER I  

INTRODUCTION 

1.1. Background 

The scanning tunneling microscopy (STM), invented by Binning et 

al.1-3 in 1982, helped pioneer the field of atomic-scale science. The STM 

is uniquely able to characterize both the electronic and topographic 

properties of surfaces with sub-nanometer resolution in real space, this 

capability has allowed scientists to obtain real space images, and more 

importantly, spectroscopy with atomic precision. One of the first tests of 

the STM was to image the 7×7 reconstruction of the Si(111) surface.4 

Even though a number of different experiments using several different 

surface techniques has been performed, there was disagreement over 

which of the possible atomic models was correct.5-10 The real space 

images provided by STM settled the debate, identifying the dimer-

adatom-stacking-fault model first proposed by Takayanagi et al.11 as the 

correct Si(111)-(7×7) surface structure, a complex structure with a 49 

atom unit cell, thus proving that STM is an indispensable research tool.  

There are numerous different designs for STMs, the “louse” type 

piezoelectric walkers used by Binnig and Rohrer in the first STM,1  the 

inch-worm types,12 there are piezoelectric (piezo) driven slip–stick motors 

such as the Besocke-type beetle,13 or the Pan style used in this 

dissertation,14 there are even STMs that use a micrometer screw drive 
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(these are predominantly used by enthusiasts that build low-cost STMs 

at home) that are either manually controlled or use a stepper motor. 

The requirements for instruments with atomic resolution place a 

number of constraints on the designs; low frequency vibrations, thermal 

drift, and electrical noise are the biggest obstacles. In order to combat 

these factors and improve the capabilities of STMs a number of methods 

have been introduced such as the use of, ultra-high vacuum (UHV) 

environments, cryogenic temperatures, and ultrathin insulating layers. 

UHV (pressure less than 10-9 torr) environments allow for the creation of 

atomically flat and atomically clean surfaces, it decouples the STM from 

air acoustic vibrations, and prevents airborne contaminants from 

affecting the tunneling current. Cryogenic operating temperatures have 

numerous benefits including, freezing weekly bound physiosorbed 

molecules on the substrate surface, increasing the mechanical stability 

of the STM, reducing the thermal drift of the instrument itself, reducing 

the thermal noise in the electronic signal, and reducing thermal 

broadening in scanning tunneling spectroscopy (STS). The use of ultra-

thin dielectric layers decouples the adsorbates from the metallic surface 

reducing the coupling further improving STS resolution, and allowing for 

the imaging of molecular orbitals of the adsorbed molecules without the 

hybridization of the orbitals with the metal substrate.15  

These improvements have allowed scientists to develop numerous 

novel experiments such as; inelastic electron tunneling spectroscopy,16-17 
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a technique which requires a very stable tip-sample junction, which is 

insensitive to mechanical vibrations, but allows for vibrational 

spectroscopy of molecules with single-bond sensitivity; or when a 

magnetic field is applied to the tunneling junction. allowing for the 

measurement of real space and momentum space properties of magnetic 

vortices within type-II superconductors,18 the addition of a magnetic field 

also allows for the measurement of the energy required to flip the spin of 

a single atom;19 STM induced luminescence spectroscopy allows for the 

investigations of the optical properties of nanostructures on the atomic 

scale.20-21 

1.2. Motivation 

Moore’s Law (an observation that transistor density doubles about 

every two years)22 necessitates that the smallest parts of transistors have 

to shrink by a factor of 0.7 every device generation. As devices continue 

to shrink the individual components become more susceptible to surface 

or interface atomic defects, as the surface atoms are a larger percentage 

of the whole device, the interface electronic structure quickly becomes 

the electronic structure of the whole device. Atomic defects in the surface 

of a device or at the interface can, for example, change the wavelength of 

light emitted by a quantum dot,23-26 or alter the charge carrier transport 

characteristics in carbon nanotube based transistors.27-28 Understanding 

how atomic defects in these low-dimensional systems modify the local 

density of states is essential for future applications.  
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1.3. Overview of Dissertation 

The research described within this dissertation details experiments 

performed on systems using STM, with the goal of improving our 

understanding of how atomic defects affect the local electronic structure 

of low-dimensional systems, culminating in a study of how defects in a 

monolayer of a dielectric affect the electronic structure of a carbon 

nanotube.  

Chapter I provides a brief background of STM, discusses the 

motivation of the dissertation, and contains this dissertation outline. 

Chapter II provides the basic theoretical background of the tunneling 

phenomenon and the theoretical underpinning of both scanning 

tunneling microscopy and the various forms of scanning tunneling 

spectroscopy. 

The first low-dimensional system studied was zero-dimensional 

colloidal silicon nanocrystal quantum dots. Which are challenging to 

study with a STM, due to their complex three dimensional structure, and 

their weak stability on metallic substrates,29 which is further 

complicated by substrate cleanliness concerns from the in-vacuum pulse 

valve method used to deposit the nanocrystals.30 These results are 

described in Chapter III, which was previously published under the title 

“Mapping of Defects in Individual Silicon Nanocrystals Using Real-Space 

Spectroscopy” in The Journal of Physical Chemistry Letters, co-authored 

by Dmitry A. Kislitsyn, Vancho Kocevski, Jon M. Mills, Sheng-Kuei Chiu, 
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Christian F. Gervasi, Benjamen N. Taber, Ariel E. Rosenfield, Olle 

Eriksson, Ján Rusz, Andrea M. Goforth, and George V. Nazin; Chapter 

IV, which was previously published under the title “Communication: 

Visualization and spectroscopy of defects induced by dehydrogenation in 

individual silicon nanocrystals” in The Journal of Chemical Physics, co-

authored by Dmitry A. Kislitsyn, Jon M. Mills, Vancho Kocevski, Sheng-

Kuei Chiu, William J. I. DeBenedetti, Christian F. Gervasi,  Benjamen N. 

Taber, Ariel E. Rosenfield, Olle Eriksson, Ján Rusz, Andrea M. Goforth, 

and George V. Nazin. Chapter V, which was previously published under 

the title “Creation and Annihilation of Charge Traps in Silicon 

Nanocrystals: Experimental Visualization and Spectroscopy” in The 

Journal of Physical Chemistry Letters, co-authored by Dmitry A. 

Kislitsyn, Jon M. Mills, Sheng-Kuei Chiu, Benjamen N. Taber, James D. 

Barnes, Christian F. Gervasi, Andrea M. Goforth, and George V. Nazin. 

The second system, chapter VI is based upon an article being 

prepared for submission, co-authored with Benjamin W. McDowell, 

Motoaki Honda, and George V. Nazin, where we use STM/STS and 

density functional theory (DFT) to study a sub-monolayer of a novel 

insulating material, rubidium iodide (RbI), deposited onto the Ag(111) 

surface. An ultrathin insulating film is capable of decoupling the 

electronic states of an adsorbate from the metal states of the substrate,15 

allowing the STM to probe the intrinsic electronic properties of the 

individual adsorbates of interest. We identified and characterized two 
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unique single-layer structures of RbI, which are structurally distinct 

from the bulk crystal, and which differ in their coordination both within 

the adlayer and to the substrate surface. The coexistence of trigonal and 

square RbI phases, suggests a preference for the adlayer to undergo 

surface reconstruction rather than form a second layer. We attribute this 

result to stabilizing charge redistribution effects, which are maximized in 

a single-layered structure. These results represent key insights into the 

growth of exotic thin film structures. Chapter VII is based upon an article 

prepared for submission, co-authored with Benjamin W. McDowell, 

Motoaki Honda, Benjamen N. Taber, Christian F. Gervasi, and George V. 

Nazin, where we use STM/STS and density functional theory (DFT) to 

study atomic scale defects and phase boundary defects in a 

sub-monolayer of RbI deposited onto the Ag(111) and the Au(111) – (22 × 

√3) surface, we also explore the impact of environmental electrostatic 

perturbations on the local density of states (LDOS) single-walled carbon 

nanotube (CNT). CNTs adsorbed on a metal, Au(111), and a dielectric, 

monolayer RbI on Au(111), serve as models for strong and weak 

electrostatic interactions, respectively. In both cases, STS revealed 

modulations in the CNT LDOS corresponding to features in the 

underlying material.  

Chapter VIII details the design, and construction of a new pan 

style STM scanner assembly, magnetic STM tip holders, and the redesign 

of the modules inside the UHV chamber necessary to accommodate the 
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new magnetic STM tip holders. This design reduces the possibilities for 

applying any external lateral force to the piezo-electric ceramic cylinder 

scan tube, thereby reducing the possibility of accidently breaking the 

STM (something I have personal experience with). During the scanner 

assembly upgrade a number of design and construction choices were 

made specifically to reduce electromagnetic or radio frequency 

interference, these choices are detailed in chapter VIII.   

References are located at the very end of this dissertation, they are 

organized by chapter and are cited anew in each chapter they appear for 

simplicity. 
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CHAPTER II 

SCANNING TUNNELING MICROSCOPY: PRINCIPLE AND 

INSTRUMENTATION 

 

2.1. Theory of Tunneling 

The STM is based upon the quantum mechanical principle of 

electrons tunneling through a potential barrier.1-2 In layman’s terms, 

quantum tunneling is when a particle with energy less than a potential 

barrier penetrates the side of the barrier non-destructively, passes 

through the barrier, and exits the other side with the same energy it 

entered the barrier with. Obviously, this phenomenon is not observed in 

the macroscopic world, as anyone who has ever bounced a ball off a wall 

can attest to.  

 
Figure 2.1. Principle of STM imaging. At cryogenic temperatures, all 

states below the Fermi levels (𝐸𝐹) of the tip and sample, respectively, are 
occupied. By applying a bias voltage (Vbias) to the STM junction electrons 
tunnel from an occupied state near the Fermi level of the tip into an 
empty state of the sample (or vice versa). For simplicity, it is assumed 
that the work function Φ is the same for tip and sample. 
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Even very high velocity high energy macroscopic objects are unable to 

tunnel through a barrier, otherwise the humble sandbag would be 

unable to provide ballistic protection. The basic concept of quantum 

tunneling is illustrated is figure 2.1. 

In quantum mechanics a particle (in this case an electron) is 

described by a wavefunction 𝜓(𝑧) that satisfies the Schrödinger 

equation,3  

− (
ℏ2

2𝑚

𝑑2

𝑑𝑧2
+ 𝑉(𝑧)) 𝜓(𝑧) = 𝐸𝜓(𝑧), (Equation 2.1) 

where 𝐸 is the total energy of the particle, 𝑉(𝑧) is the one-dimensional 

time-independent potential, 𝑚 is the mass of the particle, and ℏ is the 

reduced Planck constant. To solve the Schrödinger equation the potential 

𝑉(𝑧) and the boundary conditions must be specified. The simplest 

situation is when the potential 𝑉(𝑧) is zero and there are no boundary 

conditions, thus when 𝐸 > 𝑉(𝑧), the Schrödinger equation becomes, 

−
ℏ2

2𝑚

𝑑2𝜓(𝑧)

𝑑𝑧2
= 𝐸𝜓(𝑧)  ⇒  (

𝑑2

𝑑𝑧2
+ 𝑘2) 𝜓(𝑧) = 0 (Equation 2.2) 

with 𝑘 the wave number being, 

𝑘2 =
2𝑚𝐸

ℏ2
. (Equation 2.3) 

The general solution is then a combination of the two independent plane 

waves, 𝜓+(𝑧) and 𝜓−(𝑧), with 𝜓±(𝑧) = 𝑒±𝑖𝑘𝑧. The complete wave function is 

then,  

𝜓𝑘(𝑧) = 𝐴𝑒𝑖𝑘𝑧 + 𝐵𝑒−𝑖𝑘𝑧 (Equation 2.4) 
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where 𝐴 and 𝐵 are arbitrary constants, the intensities of the waves given 

by |𝐴|2 and |𝐵|2 respectively. 𝐴𝑒𝑖𝑘𝑧 represents a wave traveling in the 

positive z direction, and 𝐵𝑒−𝑖𝑘𝑧 represents a wave traveling in the negative 

z direction (if instead of being in the Z plane we were working in the X 

plane 𝐴𝑒𝑖𝑘𝑥 represents traveling to the right and 𝐵𝑒−𝑖𝑘𝑥 represents 

traveling to the left).  

If we introduce a potential barrier,  

𝑉(𝑧) = {
0,          𝑥 < 0,
𝑉0, 0 ≤ 𝑥 ≤ 𝑎,
0,         𝑥 > 𝑎.

 (Equation 2.5) 

as illustrated in figure 2.2 this is analogous to the tip-vacuum-sample 

environment a STM operates in. We can equate the tip to the 𝑥 < 0 

region, the sample to the 𝑥 > 𝑎 region, and the vacuum to the 0 ≤ 𝑥 ≤ 𝑎 

region with a potential barrier. The general solutions for this are as 

follows,  

𝜓(𝑧) = {

𝜓1(𝑧) = 𝐴𝑒𝑖𝑘1𝑧 + 𝐵𝑒−𝑖𝑘1𝑧,     𝑥 ≤ 0,      

𝜓2(𝑧) = 𝐶𝑒𝑖𝑘2𝑧 + 𝐷𝑒−𝑖𝑘2𝑧, 0 ≤ 𝑥 ≤ 𝑎,

𝜓3(𝑧) = 𝐹𝑒𝑖𝑘1𝑧,                       𝑥 ≥ 𝑎.      

 (Equation 2.6) 

where the wave number has two forms depending on  

𝑘1
2 =

2𝑚𝐸

ℏ2
, 𝑘2

2 =  
2𝑚(𝐸 − 𝑉0)

ℏ2
 =

−2𝑚(𝑉0 − 𝐸)

ℏ2
. 

In the 𝑥 ≤ 0 region, even when 𝐸 is much much greater that 𝑉0 there is 

still some probability the incoming particle will be reflected, to reuse the 

bullet analogy, in quantum mechanics there is always a small probability 

a piece of Tenjugo (the thinnest paper in the world) will reflect a bullet. 
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Note that in the regime of interest, where 𝐸 < 𝑉0 𝑘2 is imaginary and thus 

𝜓2(𝑧) can be written as 𝐶𝑒𝑘2𝑧 + 𝐷𝑒−𝑘2𝑧. The tunneling probability 𝑇 is, 

𝑇 =
𝐹𝐹∗

𝐴𝐴∗
(Equation 2.7) 

After calculating 𝐹 in terms of 𝐴, the transmission probability can be 

expressed as, 

𝑇 = [1 +
1

4
(

𝑘1
2 + 𝑘2

2

𝑘1𝑘2
)

2

sinh2(𝑘2𝑎)]

−1

. (Equation 2.8) 

As the width 𝑎 of the potential barrier is finite the wavefunction on the 

other end of the barrier is finite, and therefore a transmitted wave exists, 

showing that an electron has a small but finite probability of tunneling 

through the vacuum barrier of the STM junction. Now that I have shown 

that tunneling does take place, I will describe the theoretical model 

describing experimental results of an STM. 

 
Figure 2.2. Potential barrier, wave propagation direction, and probability 

density |𝜓(𝑧)|2 for when 𝐸 < 𝑉0. 
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2.2. Principles of Scanning Tunneling Microscopy 

The models of imaging and spectroscopy with an STM are by 

necessity complex,4 as tunneling is a three‐dimensional phenomenon. 

For the sake of simplicity, I will use the theory of tunneling as proposed 

by Bardeen,5 and as applied to the STM by Tersoff and Hammann.6-7 In 

this framework, the tip and the sample are two separate systems, 

separate local density of states (LDOS), separate wavefunctions that fall 

exponentially to zero within the tunneling barrier and therefor only 

slightly overlap (when the tip and sample are separated by anything more 

than a few nanometers), and therefore each is only slightly influenced by 

the tail of the wavefunction from the other. 

Using time-dependent perturbation theory the current flowing from 

the tip to the sample (or vice versa depending upon the sign of the bias 

voltage) can be calculated. If we bias the sample with positive voltage, 

this is basically lowering the Fermi level of the sample as compared to 

the tip (See Figure 2.1), and so electrons will flow from the occupied 

states near the Fermi level of the tip into an empty state of the sample. 

Assuming the tunneling process is elastic (energy is conserved), meaning 

that electrons are tunneling from states then into states with the same 

energy, the tunneling current (𝐼) depends upon the LDOS of the tip and 

the LDOS of the sample, and the tunneling current from the tip to the 

sample for states of energy 𝜀 relative to the Fermi level of the sample is,2  

𝐼𝑡𝑖𝑝→𝑠𝑎𝑚𝑝𝑙𝑒 = 2𝑒
2𝜋

ℏ
|𝑀|2 (𝜌𝑡(𝐸𝑡)𝑓(𝐸𝑡)) ( 𝜌𝑠(𝐸𝑠)[1 − 𝑓(𝐸𝑠)]) (Equation 2.9) 
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where 𝑒 is the charge on an electron, the leading 2 is for spin, |𝑀| is the 

matrix element for tunneling, 𝜌𝑠(𝜀) is the density of states of the sample, 

𝜌𝑡(𝜀) is the density of states of the tip, 𝑓(𝜀) is the Fermi-Dirac 

distribution function, 

𝑓(𝜀) =
1

1 + 𝑒
𝐸−𝐸𝐹
𝑘𝐵𝑇

(Equation 2.10) 

𝑘𝐵 is Boltzmann’s constant, and 𝑇 is the temperature in Kelvin.  

The overwhelming number of electrons for positive sample voltage will be 

tunneling from tip to the sample, however there will be a finite number of 

electrons tunneling from the sample to the tip and so the current flowing 

from the sample to the tip expression is, 

𝐼𝑠𝑎𝑚𝑝𝑙𝑒→𝑡𝑖𝑝 = 2𝑒
2𝜋

ℏ
|𝑀|2 (𝜌𝑠(𝐸𝑠)𝑓(𝐸𝑠)) ( 𝜌𝑡(𝐸𝑡)[1 − 𝑓(𝐸𝑠)]). (Equation 2.11) 

After summing the two currents, and integrating over all energies 𝜀, the 

tunneling current becomes, 

𝐼 = 𝐼𝑡𝑖𝑝→𝑠𝑎𝑚𝑝𝑙𝑒 − 𝐼𝑠𝑎𝑚𝑝𝑙𝑒→𝑡𝑖𝑝

=
4𝜋𝑒

ℏ
∫ |𝑀|2𝜌𝑡(𝐸𝑡)𝜌𝑠(𝐸𝑠){𝑓(𝐸𝑠)[1 − 𝑓(𝐸𝑡)] − 𝑓(𝐸𝑡)[1 − 𝑓(𝐸𝑠)]} 𝑑𝜀

∞

−∞

. (Equation 2.12)
 

The equation can be further simplified, as we are assuming that the 

tunneling is elastic 𝐸𝑠 and 𝐸𝑡 are states with equal energy. If the states 

are written with respect to their Fermi energies (𝐸𝐹) and 𝐸𝐹 is set to zero 

as experiments occur at cryogenic temperatures, then 𝐸𝑠 = 𝜀 − 𝑒𝑉 and 

𝐸𝑡 = 𝜖 as we have separated the states due to the applied sample bias 

voltage 𝑉. Thus, making the current, 
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𝐼 = 𝐼𝑡𝑖𝑝→𝑠𝑎𝑚𝑝𝑙𝑒 − 𝐼𝑠𝑎𝑚𝑝𝑙𝑒→𝑡𝑖𝑝

=
4𝜋𝑒

ℏ
∫ |𝑀|2𝜌𝑡(𝜀)𝜌𝑠(𝜀 − 𝑒𝑉)[𝑓(𝜀 − 𝑒𝑉) − 𝑓(𝜀)] 𝑑𝜀.

∞

−∞

. (Equation 2.13)
 

At very low temperatures the Fermi-Dirac distribution function is 

basically a step function with a cutoff width of 𝑘𝐵𝑇, using T=22 K (the 

sample temperature used in this work, the cutoff width is 1.89 meV. 

Much smaller than the energy resolution required for the measurements. 

Additionally, the integral can be broken into three separate parts,−∞ <

𝜖 < 0, 0 < 𝜖 < 𝑒𝑉, and 𝑒𝑉 < 𝜖 < ∞. When we bias the sample with positive 

voltage the only relevant portion of the integral is 0 < 𝜖 < 𝑒𝑉, and the 

tunneling current can be approximated as, 

𝐼 ≈
4𝜋𝑒

ℏ
∫ |𝑀|2𝜌𝑡(𝜀)𝜌𝑠(𝜀 − 𝑒𝑉) 𝑑𝜀.

𝑒𝑉

0

(Equation 2.14) 

At this point, current is a combination of the LDOS of the sample and the 

tip, weighted by |𝑀|2. So, what is |𝑀|2 and is it possible to simplify this 

equation even further? |𝑀|2 is Bardeen’s,5 tunneling matrix element 

between states in the tip and states in the sample,2 

𝑀 =
ℏ2

2𝑚
∫ [𝜒∗

𝜕𝜓

𝜕𝑧
− 𝜓

𝜕𝜒∗

𝜕𝑧
]

𝑧=𝑧0

𝑑𝑆, (Equation 2.15) 

where 𝜒∗ and 𝜓 are the wavefunctions for the tip and the sample, 

respectively. The integral is over the surface within the vacuum between 

the tip and the sample. If we assume that the potential barrier is square, 

and use a Jeffreys-Wentzel–Kramers–Brillouin approximation, |𝑀|2 can 

be written as, 
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|𝑀|2 ≈ 𝑒
−2 ∫ √

2𝑚𝜑
ℏ2

𝑠
0 𝑑𝑥

= 𝑒−2
𝑠
ℏ√2𝑚𝜑 = 𝑒

−𝑠√
8𝑚𝜑

ℏ2 , (Equation 2.16) 

where 𝑠 is the width of the barrier (vacuum), 𝑚 is the mass of the 

electron, and 𝜑 is the height of the barrier.8 The barrier height is the 

work function of the tip convoluted with the work function of the sample 

and is usually on the order of 5 𝑒𝑉 or more, for example the work 

function of the Au(111) surface is 5.31 eV,9 and for polycrystalline silver 

(the material used for the STM tips in this work) the work function is 

4.26 eV.9 The tunneling current can be written as, 

𝐼 ≈
4𝜋𝑒

ℏ
𝑒

−𝑠√
8𝑚𝜑

ℏ2 ∫ 𝜌𝑡(𝜀)𝜌𝑠(𝜀 − 𝑒𝑉) 𝑑𝜀.
𝑒𝑉

0

(Equation 2.17) 

As 
4𝜋𝑒

ℏ
 is a constant, and 𝑒

−𝑠√
8𝑚𝜑

ℏ2  does not change appreciably over the 

energy interval of interest (0 < 𝜖 < 𝑒𝑉), the tunneling current is really only 

dependent upon the convolution of the LDOS of the tip and the sample,2 

𝐼 ∝ ∫ 𝜌𝑡(𝜀)𝜌𝑠(𝜀 − 𝑒𝑉) 𝑑𝜀.
𝑒𝑉

0

(Equation 2.18) 

2.3. Scanning Tunneling Microscopy Measurements 

2.3.1 Topography 

Now that I have shown the approximate current flow between the 

tip and the sample, I will describe the several operating modes for the 

STM. Arguably, the most used STM mode is the constant current scan 

mode. Where a feedback loop is used to maintain a constant current 

while the tip raster scans. The position of the tip is recorded, and a 

topographic map of the sample surface is plotted. The ability of the STM 
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to maintain a constant current by changing the distance between the tip 

and the sample is found in equation 2.17, specifically in the tunneling 

matrix element,  

|𝑀|2 ≈ 𝑒
−𝑠√

8𝑚𝜑
ℏ2 . (Equation 2.19) 

In equation 2.17 the factor 𝑠 is the only factor directly tied to the 

tip-sample distance 𝑍, if we assume that 𝜑 is 5 𝑒𝑉 and that the bias 

voltage 𝑉 is much less than 𝜑, the square root in Equation 2.19 reduces 

to 𝑒−𝑠∗(2.05 Å−1) and the current will vary by approximately 9.9 per 

ångström. This extreme sensitivity to tip-sample separation distance is 

the source of the sub angstrom vertical resolution possible with STM. 

2.3.2. Spectroscopy 

From equation 2.17 there are three interconnected parameters that 

are important, the bias voltage 𝑉, the tunneling current 𝐼, and the tip-

sample distance 𝑍. Scanning tunneling spectroscopy (STS) fixes one of 

the three parameters to determine the dependence of the other two 

parameters. The three modes of spectroscopy are: 𝐼(𝑍) where current is 

measured as a function of tip-sample separation distance and voltage is 

held constant, 𝑍(𝑉) where tip-sample separation distance is measured as 

a function of voltage and current is held constant, and 𝐼(𝑉) where 

current is measured as a function of voltage and tip-sample separation 

distance is held constant. 
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From 𝐼(𝑍) measurements it is possible to determine the convoluted 

work function for the tip-sample system. The dependance of 𝑠 and the 

square root of the work function in equation 2.19 allows us to plot log 𝐼 

vs 𝑠 and the slope is the work function,10-11 

𝜑[𝑒𝑉] =
ℏ2

8𝑚
(

𝑑 ln 𝐼

𝑑𝑠
)

2

= 0.95 (
𝑑 ln 𝐼

𝑑𝑠[Å]
)

2

. (Equation 2.20) 

Surprisingly 𝑍(𝑉)measurements have been used to study electronic 

states of the sample above the vacuum level of the system, in the regime 

where field emission occurs (bias voltages larger than the work function 

of the tip).12 𝐼(𝑉) is the most commonly used spectroscopic technique in 

the STM community, it allows the researcher to obtain detailed 

information on the LDOS of the sample on the same scale as the 

topography information. In STS measurements the STM is attempting to 

probe the sample LDOS only without any influence from the tip LDOS. 

Unfortunately, equation 2.13 shows that in addition to the tip LDOS 

several other factors must be known in order to determine the sample 

LDOS from the tunneling current. During STS measurements the tip-

sample distance is fixed, thus allowing us to consider the tunneling 

matrix element as a constant, and a small sample bias is used, making 

equation 2.18, 

𝐼 ≈ 𝐼0 ∫ 𝜌𝑡(𝜀)𝜌𝑠(𝜀 − 𝑒𝑉) 𝑑𝜀.
𝑒𝑉

0

(Equation 2.21) 
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If the tip material is carefully chosen so that there is a flat DOS 

around the energy range we are interested in 𝜌𝑡(𝜀) can be approximated 

as a constant 𝜌𝑡(0), giving the tunneling current equation the form, 

𝐼 ≈ 𝐼0 𝜌𝑡(0) ∫ 𝜌𝑠(𝜀 − 𝑒𝑉) 𝑑𝜀
𝑒𝑉

0

⇒ 𝐼 ∝ ∫ 𝜌𝑠(𝜀 − 𝑒𝑉) 𝑑𝜀,
𝑒𝑉

0

(Equation 2.22) 

allowing us to measure the integral of the LDOS (specifically empty states 

as we are using positive bias voltage V) of the sample from the Fermi level 

up to any energy 𝐸 = 𝑒𝑉. We however do not want the integrated local 

density of states we want the LDOS itself. There are a number of ways we 

could accomplish this, the most straight forward is once we obtain the 

integrated LDOS vs. V data we take a numerical derivative (
𝑑𝐼

𝑑𝑉
), this 

would directly measure the LDOS,6-7 however a numerical derivative is 

very noisy. A better method would be to somehow measure the derivative 

directly. 

By fixing the tip-sample distance and using a lock-in amplifier to 

apply a sample bias voltage with a small high frequency sinusoidal 

modulation 𝑑𝑉 around 𝑉 we can measure the first harmonic frequency 

which is directly proportional to 
𝑑𝐼

𝑑𝑉
. In short, because we are modulating 

𝑉 at a set frequency we can measure an AC current modulation at the 

same frequency. The 
𝑑𝐼

𝑑𝑉
 is sometimes called the conductance 𝑔(𝑉), and 

𝑔(𝑉) =
𝑑𝐼

𝑑𝑉
∝ 𝐿𝐷𝑂𝑆(𝑒𝑉).2 It should be noted that the STM community will 

use 
𝑑𝐼

𝑑𝑉
, STS, and LDOS spectroscopy interchangeably, the majority of 
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modern STMs use a lock-in amplifier to measure the conductance and as 

such the terms have become colloquialisms. 

2.3.3. Differential Conductance Mapping 

An extension of STS measurements is differential conductance 

mapping (LDOS maps), where rather than measure the 
𝑑𝐼

𝑑𝑉
 at a single 

point we measure it at a series of points. There are two different types of 

LDOS maps we utilize, the first is where we take a sequence of STS 

spectra at regular spaces along a 1-D line (i.e. a 64 pixel linescan), the 

second is where we extend the line into a 2-D map with the same 

number of points in both directions (i.e. a 64 × 64 pixel grid). The general 

procedure is the tip is moved point-to-point with the feedback on 

(constant current mode), the feedback is disabled and a STS spectra is 

taken, then the feedback is re-engaged and the tip is moved to the next 

point, and so on. The data collected can be viewed as 3-D data sets and 

are a great way to visualize the LDOS in real space.  

The downside to collecting LDOS maps is the time required. 

Assuming we want a spatial resolution of one pixel per 5 Å, a 500 Å 

square would require a 128 × 128 pixel grid, assuming we want 101 

energy measurements per pixel, that is 1.65 × 106 total measurements, if 

each measurement only takes 100 milliseconds, a single map would 

require almost 46 hours. Note that this does not consider the time 

required for the DC voltage to change to each of the 101 values, the AC 

bias modulation to switch to the new voltage, the lock-in amplifier to lock 
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into the new 𝑑𝐼, and the time for everything to stabilize. A more typical 

LDOS map is at usually a 64 × 64 pixel grid, and is at most 41 

measurements at each pixel, which still takes around 17 hours (~15 

seconds per pixel). 

2.4. Scanning Tunneling Microscopy Instrumentation 

All of the experiments presented in this dissertation were taken 

were carried out in a home-built ultra-high vacuum (UHV) cryogenic STM 

system.13 All of the measurements were performed at temperatures 

between 22 and 36 K using electrochemically etched polycrystalline silver 

tips.  

2.5. Bridge to Chapter III 

In the following chapters the elementary principles of quantum 

tunneling as applied to STM will be applied to study several classes of 

low dimensional materials, and specifically atomic scale defects within 

those materials. The first system studied will be solution-processable 

silicon nanocrystals (SiNC) which are an extremely attractive material 

due to their non-toxicity, the maturity of silicon-based technologies, 

combined with the flexibility that manipulation of nanoscale properties 

offers.14-16 One of the obstacles to incorporating SiNCs into devices lies 

with a lack of knowledge of the interplay between surface- and core-

related effects on the NC electronic structure.17-18 We will use scanning 

tunneling spectroscopy to study the impact of surface defects on the 

electronic structure of the SiNCs. 
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CHAPTER III 

MAPPING OF DEFECTS IN INDIVIDUAL SILICON 

NANOCRYSTALS USING REAL-SPACE SPECTROSCOPY 

 

From Kislitsyn, D. A.; Kocevski, V.; Mills, J. M.; Chiu, S. K.; 

Gervasi, C. F.; Taber, B. N.; Rosenfield, A. E.; Eriksson, O.; Rusz, J.; 

Goforth, A. M.; Nazin, G. V. Mapping of Defects in Individual Silicon 

Nanocrystals Using Real-Space Spectroscopy. J. Phys. Chem. Lett. 2016, 

7 (6), 1047. 

 

3.1. Introduction 

The photophysical properties of silicon semiconductor nanocrystals 

(SiNCs) are extremely sensitive to the presence of surface chemical 

defects, many of which are easily produced by oxidation in ambient 

conditions. The diversity of chemical structures of such defects, and the 

lack of tools capable of probing individual defects continue to impede 

understanding of the roles of these defects in SiNC photophysics. In this 

letter, we use scanning tunneling spectroscopy to study the impact of 

surface defects on the electronic structures of hydrogen-passivated 

SiNCs supported on the Au(111) surface. Spatial maps of the local 

electronic density of states (LDOS) produced by our measurements 

allowed us to identify locally-enhanced defect-induced states as well as 

quantum-confined states delocalized throughout the SiNC volume. We 
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use theoretical calculations to show that the LDOS spectra associated 

with the observed defects are attributable to Si–O–Si bridged oxygen or 

Si–OH surface defects. 

3.2. Background 

 Silicon semiconductor nanocrystals (NCs) have recently emerged as 

a promising alternative to metal chalcogenide-based quantum dots (QDs) 

in a wide range of photophysical applications including light-emitting 

devices1-2 and photovoltaics,3-6 as well as in biomedical imaging and 

tracking.7-8 Among the advantages of SiNCs are the lower toxicity of 

silicon and the potential for a more robust covalent passivation of SiNC 

surfaces.9-10 For sufficiently small SiNCs, the indirect electronic bandgap 

of silicon, responsible for the inefficient coupling to light in larger NCs, 

becomes ill-defined,11-13 which leads to a dramatic brightening of 

radiative transitions,14-17 and thus enables optical and optoelectronic 

applications of SiNCs. Further, multiple exciton generation in ultra-small 

SiNCs has been considered as a potential route for increasing the 

efficiency of photovoltaic devices.18-20 While beneficial for applications, 

the ultra-small size of SiNCs makes them extremely susceptible to the 

chemical structure of the NC surface. In particular, the tendency of SiNC 

surfaces to oxidize,21-22 resulting in pronounced changes in optical 

properties, has been a major challenge not only for applications based on 

SiNCs, but also for the basic understanding of SiNC photophysics. The 

presence of oxidative defects on the SiNCs surface has been shown to 
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produce red-shifted photoluminescence (PL), with photon energies being 

considerably less sensitive to the SiNC size than predicted for emission 

from quantum-confined states.23-28 The exact origin of this emission 

remains poorly understood, which is due, in part, to the diversity of 

chemical defects resulting from surface oxidation of silicon,26, 29 and the 

lack of experimental techniques capable of directly identifying the 

chemical structures of defects responsible for the red-shifted PL. 

Theoretical studies suggest that Si–O–Si bridged oxygen,30-32 as well as 

sufficient coverage of Si–OH surface groups may result in red-shifted 

PL.13, 33 Indeed, it would be natural to expect these defects to play a role 

in PL of SiNCs, since both defects appear prominently in Fourier 

transform infrared spectroscopy (FTIR) of porous hydrogen-passivated 

SiNCs within minutes of exposure to ambient air.23 Alternatively, a red 

shift consistent with the experimental data may be attributed to emission 

from individual defects associated with surface silicon-oxygen double 

(Si=O) bonds,23, 30-32, 34-36 which have not, however, been observed in 

FTIR spectra of emissive SiNCs. Finally, completely oxidized SiNCs have 

also been shown to possess delocalized electronic states with calculated 

energies consistent with the experimentally observed PL.37 The plurality 

of theoretical models explaining the origin of red-shifted emission 

highlights the need for experimental studies that could directly identify 

the chemical nature and electronic structures of individual defects in 

individual SiNCs. This capability is offered by scanning tunneling 
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spectroscopy (STS),38 which has been used to study quantum 

confinement effects in individual SiNCs,39 as well as localization of 

individual sub-bandgap states in PbS nanocrystals.40-41 

3.3. Methods 

Experiments were carried out in a home-built ultra-high vacuum 

(UHV) cryogenic STM system.42 A Au(111)/mica substrate was prepared 

in situ using multiple neon sputter/anneal cycles. Hydrogen-passivated 

SiNCs were fabricated via thermal disproportionation in a polymeric sol–

gel hydrosilicate precursor, and subsequently liberated from the 

resulting oxide host matrix via a wet chemical etch (i.e., with 

HF/EtOH/H2O) using a protocol described previously43 (for further 

details see Appendix A). The SiNCs were suspended in pentane, and 

deposited onto the Au(111) surface in high-vacuum conditions using a 

solenoid pulse-valve. The deposition parameters were chosen so as to 

obtain monolayer NC coverage. The Au(111) substrate with deposited 

SiNCs was then degassed overnight in UHV at ~50 °C to remove any 

residual pentane from the sample surface. All STM topographies and STS 

measurements were obtained at a temperature of ~20 K using silver tips 

prepared by electrochemical etching and subsequent sputtering in UHV. 

All STS spectra were recorded using the lock-in technique at 570 Hz and 

a bias modulations varying from 10 (individual spectra and 1-D spatial 

scans) to 50 mV (2-D LDOS maps). 2D LDOS mapping requires tip-

sample spatial registry throughout the mapping process (typically, 
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several hours). This capability is enabled by the unique spatial stability 

(better than ~0.2 Å/hour) of our STM system.42  

Theoretical calculations were performed using DFT, as 

implemented in the pseudo-potential package SIESTA,44-45 employing 

local density approximation (LDA) exchange and Ceperlay-Alder 

parameterization of the potential, as described previously.32
 Numerical 

atomic orbitals were used as a basis set: “single zeta with polarization” 

orbitals for Si and O, and “double zeta” for H. Further details of the basis 

sets for different elements are given in Ref. 12. For hydrogenated SiNCs 

smaller than 4 nm in diameter, the described approach provides a good 

approximation of electronic bandgaps.12 

To simulate the experimental data, LDOS was calculated as probability 

density sum 𝐿𝐷𝑂𝑆(𝑥, 𝑦, 𝑧, 𝑉) = ∑ |Ψj(𝑥, 𝑦, 𝑧)|
2

𝑗 𝛿(𝑒𝑉 − 𝐸𝑗) of individual Kohn-

Sham orbitals Ψj(𝑥, 𝑦, 𝑧) obtained from DFT. To account for finite spatial 

and spectral resolution of the experimental data, the contributions of 

individual orbitals to the total LDOS were Gaussian-broadened by 50 

meV in energy, and by 0.2 nm in space. To more closely reproduce 

experimental conditions where the integral of each dI/dV spectrum is 

equal to the setpoint current, calculated LDOS spectra for each specific 

spatial location were normalized such as to yield integrals 𝐼(𝑥, 𝑦, 𝑧) equal 

to the setpoint value 𝐼𝑠𝑝: 

𝐼𝑠𝑝 = 𝐼(𝑥, 𝑦, 𝑧) = ∫ 𝐿𝐷𝑂𝑆(𝑥, 𝑦, 𝑧, 𝑉)

𝑉𝐵

0

𝑑𝑉 (𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 3.1) 
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Here 𝐼(𝑥, 𝑦, 𝑧) represents the calculated tunneling current in each 

spatial location, and 𝑉𝐵 is the setpoint bias voltage (noted in the 

corresponding figure captions). 

3.4. Results and Discussion 

Here we report, for the first time, studies of defect-induced 

electronic states on the surfaces of individual hydrogen-terminated 

SiNCs using spatially–resolved STS mapping. Hydrogen-terminated 

SiNCs were spray-deposited onto a Au(111) substrate in vacuum and 

studied using an ultra-high vacuum (UHV) cryogenic scanning tunneling 

microscope (STM) system42 (see Methods for further experimental 

details). In STM images, SiNCs deposited on Au(111) surfaces appeared 

as protrusions with typical dimensions in the 2-4 nm range (Figures 3.1a 

and 3.3a). Using STS we recorded energy-dependent local density of 

states (LDOS) spectra of individual SiNCs by measuring the differential 

tunneling conductance (dI/dV) as a function of the applied bias voltage 

(see Methods for details of the measurements). We focus our attention on 

the electronic states in the vicinity of the bandgap, since these are the 

states that are primarily responsible for the photophysical and electron 

transport properties of individual NCs and NC-based materials. In the 

following, we summarize our STS studies of 27 individual SiNCs.  

Individual LDOS spectra measured on different SiNCs showed 

similar progressions of electronic states, comparable to the theoretically 

predicted progressions of states for hydrogen–passivated SiNCs with 
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similar diameters (Figure A.1). All SiNCs studied could be roughly divided 

into two classes: nominally “defect-free” SiNCs, which showed electronic 

states delocalized over the whole NC surface, and nominally “defect-

containing” SiNCs exhibiting electronic states with LDOS strongly 

enhanced at specific locations. LDOS spectra of each “defect-free” SiNC 

contained a nearly identical set of electronic peaks Hn (occupied states) 

and En (unoccupied states) across the whole NC surface, as shown in 

Figures A.2 and 3.1a-c for one representative SiNC (NC1 in the following). 

The relative intensities of electronic peaks Hn and En depend on the 

specific spatial location, as visualized in Figure 3.1b, which shows an 

array of LDOS spectra recorded along the line shown in Figure 3.1.  

Intriguingly, the LDOS spectra (and intensities of electronic peaks) 

are nearly identical within specific regions on the NC1 surface (regions 

R1-R3 in Figure 3.1b, representative LDOS spectra for each region are 

shown in Figure 3.1c), and change on the angstrom scale at the 

boundaries between the regions, a behavior that was also observed for 

other “defect-free” SiNCs (data not shown). To further explore the nature 

of peaks Hn and En, we recorded two-dimensional (2D) spatial LDOS 

maps showing the distribution of each electronic state across the NC1 

surface (Figures 3.1e-j). To ensure that we could identify all of the  
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Figure 3.1. Spatial mapping of LDOS for NC1. (a) STM topographic 
image. (b) LDOS (measured as dI/dV) as a function of the bias voltage 
and position x along the path shown in (a). R1-R3 indicate regions with 
specific patterns of LDOS spectra. In (b), the individual unoccupied and 
occupied LDOS spectra were normalized separately, for clarity. (c) 

Individual LDOS spectra from (b) measured at points P1 through P4. 
Spectra are offset for clarity. Identical spectra for P1 and P2 scaled by 
×0.2 are also shown. Occupied and unoccupied states are marked “H” 
and “E” respectively in both (b) and (c). Individual LDOS peaks are 
observed at slightly different voltages across the NC due to the finite 
location-dependent voltage drop inside the NC. (d) Topography from (a) 
overlaid with its contour plot. Contours correspond to vertical separation 
of 0.68 Å (half of one Si(100) atomic step). (e-j) 2D LDOS maps for 
voltages corresponding to the peaks indicated in (c). Upper row shows 
the LDOS maps overlaid with contour lines from (d). Lower row of LDOS 
maps shows Si(100) lattice directions identified in the spatial LDOS 

intensity distributions. Solid lines are 〈100〉 and 〈010〉 directions 

(perpendicular to each other), dashed lines are 〈110〉 and 〈1̅10〉, dotted 

lines are 〈210〉 and 〈1̅20〉, dash-dotted lines are 〈120〉 and 〈2̅10〉. 
[Assignment of the primary directions 〈100〉 and 〈010〉 is made using the 
predominant orientation of linear features in the LDOS patterns.] 

Measure of localization 𝜁 is calculated for every 2D map, as explained in 
the main text. (k) Calculated representation of NC1 shape (see Appendix 
A for details) with its contour plot overlaid. Black and white lines on top 
of the contours correspond to Si(100) directions. 
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(possibly localized) electronic states in SiNCs, we recorded LDOS spectra 

on a two-dimensional grid of points covering the spatial range 

corresponding to Figure 3.1d. The 2D maps in Figures 3.1e-j were then 

generated by taking subsections of this LDOS dataset corresponding to 

specific energies (voltages). Thus obtained 2D LDOS maps show that the 

main states of NC1 are completely delocalized (showing non-zero LDOS) 

on the observable part of the NC1 surface, even though 2D-regions of 

varied intensities (similar to 1D-regions R1-R3 in Figure 3.1b) are present. 

Strikingly, the boundaries of these regions are aligned along specific 

directions attributable to a {100} crystallographic facet (bottom Figures 

3.1e-j, see caption for details), an observation that was common for the 

majority of SiNCs studied (in addition to SiNCs showing crystallographic 

directions attributable to {100} facets, SiNCs showing directions 

consistent with {111} facets were also observed).  

A crystallographic origin of directional order in the 2D LDOS maps 

is further supported by our analysis of the STM images of the 

corresponding SiNCs. In this analysis, we attempted to de-convolute the 

effects of STM tip-shape and finite tip-NC distance (~0.8 nm), which both 

lead to broadening and rounding of the apparent NC shapes observed in 

the STM images (see Figure A.3 for details). Thus deconvoluted images 

show sharply-defined facets (see Figure 3.1k for NC1) with directions 

identical to those found in the LDOS maps (these directions are also 

present in as-recorded STM images – see Figure 3.1d), which strongly 
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suggests that the observed directional order in both 2D maps and 

recalculated STM images originates from the crystallographic structures 

of the SiNCs. 

 

Figure 3.2. Theoretical LDOS for a model near-spherical (diameter ~3.5 
nm) SiNC (with composition H412Si1087). (a) NC geometry. (b) Calculated 
1D LDOS map as a function of the bias voltage and position x along the 
path shown in (a). (c) Individual LDOS spectra from (b) measured at 
points P1 through P3. Spectra are offset for clarity. The number of 
discrete states in each peak is indicated. (d) NC geometry rotated by 90° 
around the vertical axis and exposing facets mapped in (b) as well as in 
(e-j). (e-j) 2D maps of LDOS for selected states near the electronic 
bandgap. LDOS intensities were calculated on a 3D surface equidistantly 
offset from the NC surface by 3 Å, similarly to the path shown in (a). In 
order to more closely reproduce experimental conditions, all spectra were 
normalized to give the same total current at 1.35 V (see Methods for 

details). Measure of localization 𝜁 is calculated for every 2D map, as 
explained in the main text. 
 

The correlation with the crystallographic directions and the 

delocalized nature of electronic states in “defect-free” SiNCs together 

suggest that these states correspond to quantum-confined states 

delocalized throughout the bulk of NC1 rather than defect states (the 

latter, in contrast, can be expected to show LDOS enhanced at the defect 
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locations). To test this hypothesis, we carried out density-functional 

theory (DFT) calculations (see Methods for details) for a set of model NCs 

of different sizes. For the simulations, we chose approximately spherical 

NC shapes (Figure 3.2a), as expected for SiNCs with sizes below ~6 

nm.46-47 

In agreement with the measured 2D LDOS maps, our calculations 

for defect-free SiNCs (see Figure 3.2 for a SiNC with a size of ~3.5 nm, 

similar to that of NC1) reproduce the progressions of electronic peaks Hn 

and En observed in LDOS of studied SiNCs. We note that each peak in 

Figures 3.2b-c is comprised of several closely-spaced distinct electronic 

states formed from states associated with different electronic valleys in 

the Brillouin zone of bulk Si.13 These states are not completely resolved 

in our measurements, even though their presence is suggested by the 

fine structure of LDOS spectra (Figures A.2c,d). Finer spectral structure 

could not be observed due to the intrinsic broadening of STS spectra 

associated with coupling of tunneling electrons to vibrational 

excitations,48 which exceeds the inter-valley splitting for simulated SiNCs 

(~50 meV). 

Significantly, our calculations reproduce the existence of distinct 

surface regions with specific LDOS spectra (Figures 3.2b-c), and the 

presence of directional order in the spatial LDOS distributions (Figures 

3.2e-j), even though the precise spatial patterns for experimental and 

theoretical 2D maps are not identical. The differences in the two datasets 
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are attributable to the fact that the precise shape of NC1, which has a 

profound impact on the electronic LDOS spatial distribution, is not 

known (since a large part of the NC1 surface is not observable in STM 

imaging) and thus could not be modeled directly. The close similarity 

between the theoretical and experimental results in Figures 3.1 and 3.2 

reinforces the interpretation of states in Figure 3.1 as those of quantum-

confined nature, and delocalized in the interior of the NC, analogously to 

the calculated three-dimensional LDOS distributions shown in Figures 

A.4 and A.5. 

In addition to “defect-free” SiNCs with delocalized electronic states, 

we have also observed SiNCs (6 out of 27 SiNCs studied in our 

experiments) showing localized areas with strongly enhanced LDOS. An 

example of this behavior is shown in Figures 3.3 and A.6 for a 

representative SiNC (NC2 in the following). For example, a one-

dimensional LDOS map (Figure 3.3b) of NC2 shows peaks E2 and H2 

delocalized over the entire spatial range of the scan, while peaks H1
* and 

H1
** (corresponding to a smaller bandgap) are primarily concentrated in 

regions R1 and R3, respectively. Closer inspection reveals peaks E1 and 

H1 with lower intensities everywhere along the mapping path (Figure 

3.3c). The 2D LDOS maps of these electronic states (Figures 3.3e-j) give a 

more complete picture: states En and Hn of NC2 appear over the entire 

observable part of NC2, showing 2D-regions of varied intensities. 

Similarly to the directional order in 2D LDOS maps of NC1, the 
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boundaries of some of these regions are aligned along the main 

crystallographic directions of NC2 (bottom Figures 3.3e-j). Importantly, 

spatial distributions of several LDOS features appear very different from 

those of NC1. In particular, pronounced spatially–confined maxima H1
*, 

H1
** and H2

* are observed in Figures 3.3e and f, with the spatial LDOS 

concentration in the corresponding maps being significantly higher than 

that in the other maps for NC1 and NC2. To analyze this localization 

quantitatively, we implemented a comparison of average and median 

values for a particular LDOS map, which is sensitive to the presence of 

sharp intense peaks in DOS maps. We constructed a measure of 

localization of the form: 𝜁 =
𝐷𝑂𝑆̅̅ ̅̅ ̅̅ −𝐷𝑂�̃�

𝐷𝑂𝑆̅̅ ̅̅ ̅̅ +𝐷𝑂�̃�
× 100% (where 𝐷𝑂𝑆̅̅ ̅̅ ̅̅  and 𝐷𝑂�̃� are the 

average and median values, respectively), which for more spatially-

concentrated peaks H1
*, H1

** and H2
* gives values 𝜁 ≥ 20% (bottom 

Figures 3.3e and f), while the rest of the maps shows |𝜁| ≤ 10% (as listed 

in the respective figures), which we consider to be representative of 

“delocalized” states. The spatial concentration of peaks H1
*, H1

** and H2
* 

suggests that they may correspond to defect-related states (because H1
* 

and H1
** are spatially well-separated, they likely correspond to two 

different defects). 

 To investigate the nature of observed locally-enhanced peaks H1
* 

and H1
**, we carried out DFT calculations of the electronic structures of 

SiNCs containing individual chemical defects.32 Because a substantial 

fraction (~22%) of studied SiNCs showed defects of the type shown
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Figure 3.3. Spatial mapping of LDOS for NC2. Data arrangement and 

markings are the same as in Figure 3.1. In (b), the individual unoccupied 

and occupied LDOS spectra were normalized separately, for clarity. 

Peak E2 is measured at three voltages E2
n. 

 

in Figure 3.3, these are likely to be of the same chemical nature, and 

must be very common for the hydrogen-passivated SiNCs used in our 

study. Surface oxidation is particularly common for such SiNCs, and is 

known to produce a variety of oxygen-containing bonds on the SiNC 

surfaces often leading to formation of intra-gap states.23, 30, 34 We thus 

restrict our consideration to elementary defects caused by oxidation, 

which include three main classes: Si–O–Si bridged oxygen, Si–OH 

groups, and Si = O bonds. For SiNCs studied in our experiments, the 
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most likely candidate is the Si–O–Si bridged oxygen defect, which is the 

only type of defect identifiable in the FTIR spectra of as-synthesized 

hydrogen-passivated SiNCs used in our study.43, 49 Another possible 

candidate are the Si–OH surface groups, which have been identified in 

FTIR spectra of SiNCs synthesized using a similar technique.29 However, 

the presence of these defects in our SiNCs may be somewhat less likely 

due to their instability under vacuum conditions.50 Surface Si = O defects 

have been implicated as a possible source of the red-shifted defect-

induced PL,23, 30, 34 and have been observed on the SiNC surfaces under 

vacuum conditions.50 

Theoretical simulations of one-dimensional LDOS maps for the 

Si = O defect on the surface of a model SiNC with a size of ~2 nm, similar 

to that of NC2, show two peaks enhanced at the defect location: the 

highest-occupied peak H1* and the lowest-unoccupied peak E1
* (Figure 

A.7b, see also Figures A.7g and h). Comparison of a one-dimensional 

LDOS map of this NC (Figure A.7b) to those of its defect-free variant 

(Figure A.8b), shows that the bandgap of the defective NC is reduced at 

the defect location by ~300 meV. However, the energy differences 

between the delocalized peaks H1 and E1 are nearly identical for both 

NCs, suggesting that the defect-induced peaks H1
* and E1

* effectively 

correspond to trap states within the defect-free bandgap. In contrast, 

bandgaps obtained from theoretical LDOS of both Si–O–Si and Si–OH 

defects (Figures 3.4b and A.9b, respectively) are quite similar to that of 
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the defect-free SiNC (Figure A.8b), consistent with previous theoretical 

results.23, 30, 32, 34 The impact of these defects is primarily in the 

redistribution of the SiNC LDOS, resulting in enhanced LDOS at the 

location of the corresponding defect (compare peaks H1 with maxima H1
* 

in Figures 3.4e-g and A.9e-g to Figure A.8e-g). The varied impacts of the 

different types of defects on the SiNC LDOS are directly related to the 

specific spatial distributions of the corresponding electronic states 

(Figures A.10-15). Indeed, in the case of the Si = O defect, the bandgap-

forming states H1
* and E1

* are tightly localized (in three dimensions) 

within the immediate vicinity of the defect (Figure A.11), while the 

bandgap-forming states for the Si–O–Si and Si–OH defects are delocalized 

within the NC interiors, with only a small fraction of the total DOS found 

in the defect vicinity (Figures A.12-15), reminiscent of the LDOS 

distributions for the defect-free NC (Figures A.16-17).  

Analysis of the specific spatial LDOS distributions expected for the 

different oxidative defects discussed above (Figures 3.4, A.7 and A.9) 

allows us to shed light into the nature of the defect-induced states shown 

in Figure 3.3. In particular, the presence of the locally–enhanced peak 

E1
* in the theoretical LDOS is incompatible with the experimental LDOS 

for the lowest unoccupied state E1 of NC2 (Figure 3.3g), where only a 

small local maximum, instead of a strongly locally-enhanced peak is 

observed at the defect location corresponding to peak H1
** in Figure 3.3f 

and no maximum is found at the location of peak H1
* in Figure 3.3f. The 
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same conclusion is suggested by the fact that in Figure 3.3g, the 

localization parameter 𝜁 is dramatically smaller than those found for 

Figure A.7h or Figure 3.3f (3% versus 32% and 28%, respectively). The 

absence of strong local DOS maxima in Figure 3.3g thus suggests that 

the Si = O defects are unlikely to be responsible for the locally–enhanced 

states observed in Figure 3.3. In contrast, we find that for the Si–O–Si 

and Si–OH defects, the agreement between the experimental and 

theoretical DOS is significantly better: the redistributions of the SiNC 

LDOS, resulting in enhanced occupied LDOS at the location of the 

corresponding defect (peaks H1 with local maxima H1
* in Figures 3.4 and 

A.9), are analogous to that found in the experimental LDOS for NC2 (peak 

H1 with maxima H1
* and H1

** in Figure 3.3). Further, in both 

experimental and theoretical data, the highest occupied states are not 

completely localized at the defect locations, but persist over the whole NC 

surface (compare, for example, Figures 3.3f to 3.4g and 3.9g). The 

unoccupied states in the theoretical LDOS remain relatively uniform 

across the NC surface, which is also consistent with the unoccupied 

states in the experimental LDOS of NC2 (compare, for example, Figures 

3.3g-j to 3.4h,j and A.9h,i). The unoccupied states in the theoretical 

LDOS are not significantly modified as compared to a completely 

hydrogen-passivated SiNC (Figure A.8, A.16 and A.17), except for some 

band splitting in E2 (Figures 3.4b and A.9b), which is more noticeable for 

Si–O–Si, a consequence of a stronger geometric perturbation resulting 
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from this type of defect.30 In addition, in the case of Si–O–Si, this 

splitting produces an orbital E* concentrated around the defect (Figure 

4i). This orbital, however, is not resolved in the experimental LDOS, 

which is likely due to the electron-vibrational band broadening effect 

discussed above. Significantly, the trends found for the localization 

parameter ζ in Figures 3.4 and A.9 are similar to those found in Figure 

3.3 (we note that we do not expect the theoretical and experimental 

values of 𝜁 to be in precise quantitative agreement since the 

corresponding NC structures and surfaces used for calculation of 𝜁 are 

different). The close qualitative similarities between the theoretical and 

experimental LDOS suggest that the defects of the type corresponding to 

peaks H1
* and H1

** in Figure 3.3b may be associated with either Si–OH or 

Si–O–Si defects (the latter is more likely, as mentioned earlier).  

Defects of the type found for NC2 were observed only on SiNCs with 

relatively small diameters (less than ~2.5 nm). In contrast, nominally 

“defect-free” SiNCs (with electronic states delocalized) similarly to those 

found for NC1 were typically larger. The lack of clearly identifiable defects 

on larger SiNCs does not mean that these SiNCs were entirely defect-free: 

our calculations show that the impact of elementary defects on the 

spatial LDOS patterns of such SiNCs is minimal and nearly nonexistent 

(for states close to the electronic bandgap) for sufficiently large SiNCs 

(Figure A.18), which suggests that the LDOS in Figure 3.1 may be 
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spatially modulated by defects, even though the presence of such defects 

could not be unequivocally established from our measurements.  

 

 

Figure 3.4. Theoretical LDOS for a model near-spherical (diameter ~2 
nm) SiNC with a bridged oxygen (Si−O−Si) impurity, and composition 
H114Si175O. Data arrangement and markings are the same as in Figure 
3.2. In (c), P1 corresponds to the maximum of orbital E* LDOS, P2 
corresponds to the defect location, and P3 is positioned on the opposite 
side of NC with respect to P2. The top and bottom rows in (d-j) show two 
opposite sides of the NC, respectively. To more closely reproduce 
experimental conditions, all spectra were normalized to give the same 
total current at 1.7 V. 
 

3.5. Conclusions 

Spatial mapping of the LDOS of individual SiNCs and theoretical 

calculations reported in this work show that oxidative defects spatially 

modulate the LDOS on SiNC surfaces producing LDOS patterns of varied 
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degrees of inhomogeneity that depend on the NC size. For sufficiently 

small SiNCs, locally-enhanced LDOS attributable to either Si–OH or Si–

O–Si defects are observed in LDOS mapping and reproduced in 

theoretical calculations. In contrast, spatial LDOS distributions (and, 

consequently, the photophysical properties) of larger SiNCs are relatively 

insensitive to the presence of such defects. The present work was carried 

out using an ultra-stable closed–cycle cryogenic STM system,42 which 

uniquely enables detailed STS mapping of statistically-significant 

quantities of individual NCs. We anticipate that further STS studies of 

NCs using our approach will contribute to building a more complete 

picture of the diverse types of defect states, in particular dangling bond 

defects, which are known to significantly affect the photophysical 

processes in SiNCs.51-52 

3.6. Bridge to Chapter IV 

In the next chapter the focus on individual atomic defects in the 

surface of SiNCs will shift from oxidative defects to defects caused by 

selectively removing individual hydrogen from the SiNC’s hydrogen ligand 

passivation shell. We are interested in the process of dangling bond 

creation in individual SiNCs, and the impact of dangling bonds on the 

SiNCs electronic structure. We will use STS to monitor the changes in 

the SiNC electronic structure, which shows that the removal of hydrogen 

ligands causes a shrinking of the electronic bandgap, and eventually 

creates midgap electronic states.  
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CHAPTER IV 

VISUALIZATION AND SPECTROSCOPY OF DEFECTS 

INDUCED BY DEHYDROGENATION IN INDIVIDUAL SILICON 

NANOCRYSTALS 

 

From Kislitsyn, D. A.; Mills, J. M.; Kocevski, V.; Chiu, S. K.; 

DeBenedetti, W. J. I.; Gervasi, C. F.; Taber, B. N.; Rosenfield, A. E.; 

Eriksson, O.; Rusz, J.; Goforth, A. M.; Nazin, G. V. Communication: 

Visualization and Spectroscopy of Defects Induced by Dehydrogenation 

in Individual Silicon Nanocrystals. J. Chem. Phys. 2016, 144 (24), 

241102. 

 

4.1. Introduction 

We present results of a scanning tunneling spectroscopy (STS) 

study of the impact of dehydrogenation on the electronic structures of 

hydrogen-passivated silicon nanocrystals (SiNCs) supported on the 

Au(111) surface. Gradual dehydrogenation is achieved by injecting high-

energy electrons into individual SiNCs, which results, initially, in 

reduction of the electronic bandgap, and eventually produces midgap 

electronic states. We use theoretical calculations to show that the STS 

spectra of midgap states are consistent with the presence of silicon 

dangling bonds, which are found in different charge states. Our 
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calculations also suggest that the observed initial reduction of the 

electronic bandgap is attributable to the SiNC surface reconstruction 

induced by conversion of surface dihydrides to monohydrides due to 

hydrogen desorption. Our results thus provide the first visualization of 

the SiNC electronic structure evolution induced by dehydrogenation, and 

provide direct evidence for the existence of diverse dangling bond states 

on the SiNC surfaces.  

4.2. Background 

Silicon nanocrystals (SiNCs) have recently attracted a great deal of 

attention as a promising photophysical material with applications in 

photovoltaics,1-4 light-emitting devices,5-6 and biological tagging.7-8 SiNCs 

offer the advantages of low toxicity and robust surface passivation 

involving, for example, formation of covalent Si-C bonds.9-10 Importantly, 

the optical properties of SiNCs are strongly dependent on their 

dimensions, with a dramatic brightening of radiative transitions observed 

for sufficiently small SiNCs,11-14 a consequence of changes in the electronic 

structure leading to the relaxation of the momentum conservation rules 

known to suppress radiative transitions in bulk silicon.15-17 While the 

ultra-small size of SiNCs is essential for optical applications, the resulting 

large surface to volume ratio means that SiNCs are very susceptible to 

their chemical environment and the presence of defects on their surfaces.  

 A wide variety of approaches for controlling the SiNC surface 

chemistry have been developed, including passivation with organic 
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molecules18-20 as well as oxidation.21-23 One of the most common defects 

found at SiNC surfaces, regardless of the surface passivation technique, 

is the silicon dangling bond (DB). For example, DBs exist at Si-SiO2 

interfaces24-25 and at the surfaces of alkyl-passivated SiNCs.26 DBs can 

also be produced by mild oxidation of hydrogenated SiNCs,27 and by 

exposure to ultra-violet radiation.28-29 DBs are known to act as non-

radiative recombination centers leading to de-excitation of electronically 

excited states.30 In contrast, charged DBs have been found to serve as 

radiative recombination centers in SiNCs with sufficiently large gap 

energies.31 Further, depending on their charge and local stress, DBs at 

the surface of oxidized SiNCs were predicted to be capable of inducing 

intermittency in the SiNC photo-luminescence.32 However, the varied 

impact of the different DB charge states on the SiNC photophysics, 

especially in the context of the different possible surface passivations, 

remains to be fully addressed. 

 While the DB-induced electronic states in SiNCs have received a 

great deal of attention,33-34 conventional experimental techniques are 

often limited to ensemble-level measurements, where the variations in 

DBs structures and local environments are averaged out.32 A promising 

approach for addressing individual defects on SiNC surfaces is scanning 

tunneling microscopy (STM), which has proven to be uniquely suited for 

studies of individual DBs on silicon single-crystal surfaces.35-38 Further, 

STM enables scanning tunneling spectroscopy (STS),39 a technique that 
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has been used to visualize the electronic structures of individual DBs,36 

as well as complex structures composed of many DBs.38, 40-42 However, 

until now, no STM/STS results describing DBs on SiNC surfaces have 

been reported, even though STS has been used to study quantum-

confined,43 as well as defect-induced,44 electronic states in individual 

SiNCs.  

4.3. Methods 

Using previously published protocols,44 experiments were 

performed in a home-built ultra-high vacuum (UHV) cryogenic (closed-

cycle cryostat-based) STM system.45 A Au(111)/mica substrate was 

prepared in situ using multiple neon sputter/anneal cycles. Hydrogen-

passivated SiNCs were fabricated using a protocol described previously.46 

The SiNCs were suspended in pentane, and using a solenoid pulse-valve 

were deposited onto the Au(111) surface in high-vacuum conditions, 

parameters were chosen so as to obtain monolayer NC coverage. The 

SiNC covered Au(111) substrate was subsequently annealed overnight in 

UHV at ~50 °C to remove any residual pentane from the sample surface. 

All STM topographies and STS measurements were obtained at a 

temperature of ~20 K using silver tips prepared by electrochemical 

etching and subsequent sputtering in UHV. All STS spectra were 

recorded using the lock-in technique at 570 Hz and bias modulations 

varying from 10 (individual spectra and 1-D spatial scans) to 50 mV (2-D 

DOS maps). Thermal drift must be carefully monitored during the STS 
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measurements in order to maintain tip-sample spatial registry. Typical 

lateral drift values during the reported STS measurements were <0.2 Å 

for single-point spectra, ~1.7 Å for 1-D STS maps, and ~2.7 Å for 2-D 

maps (the numbers are different due to the different acquisition times 

used for each type of measurement). While displacements during single-

point STS were negligible, locations of individual data points in STS 

maps were drift-corrected by using an appropriate constant drift rate for 

each measurement (as determined from STM imaging). To ensure 

constant drift rates, the piezo creep associated with spatial repositioning 

was minimized by allowing the STM piezos to equilibrate for more than 

~15 hours, after which the drift rates were found to be nearly constant 

within the time frame required for acquisition of a STS map.45 Theoretical 

calculations were performed using DFT, as implemented in the pseudo-

potential package SIESTA,47-48 employing local density approximation 

(LDA) exchange, as described previously,49
 which, for hydrogenated 

SiNCs smaller than 4 nm in diameter, provides a good approximation of 

electronic bandgaps.16 

4.4. Results and Discussion 

In this report, we describe, for the first time, spatially–resolved STS 

mapping of charged and neutral DB defects created by current-induced 

dehydrogenation of individual hydrogen-terminated SiNCs. SiNCs were 

sprayed onto a Au(111) substrate held in high-vacuum conditions, and 

studied using an ultra-high vacuum (UHV) cryogenic scanning tunneling 
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microscope (STM)45 (see supplementary material for further experimental 

details). The deposited SiNCs formed a near-monolayer film on Au(111), 

with individual SiNCs appearing as protrusions with lateral dimensions 

of 2 to 4 nm, as shown in Figure 4.1(a). To characterize the electronic 

structures of individual SiNCs, we recorded the differential tunneling 

conductance (dI/dV) as a function of the applied bias voltage and 

location. Thus produced dI/dV (STS) spectra are interpreted as 

 

Figure 4.1. STM/STS characterization and theoretical modeling of 
SiNCs. (a) Topography of an area showing several SiNCs. (b) Enlarged 
topography corresponding to the dashed square in (a). (c) STS spectra 
measured at locations A and B marked in (b). Curves A1 through A7 show 
transformations of the LDOS spectra in location A with successive 
application of bias voltage pulses (see text for details). States marked 'H' 
and 'E' correspond to occupied and unoccupied states, respectively, 
except for features caused by “reverse” tunneling, as described in the 

text. Spectra are offset for clarity. (d) Model of fully hydrogen–passivated 
SiNC (composition H172Si239). (e) Theoretical LDOS spectra averaged over 
the entire NC surface. Spectra FH and R correspond to the fully 
hydrogen–passivated SiNC in (d), and to the completely reconstructed 
SiNC in (f), respectively. Spectrum PR corresponds to a partially 
reconstructed version of SiNC from (d), with 33% of dihydrides converted 

to monohydride dimers. DB0, DB+, and DB− are spectra of the completely 

reconstructed model with an additional DB and charges 0, +𝑒, and – 𝑒, 

correspondingly. Spectrum SDB− illustrates the effect of “bipolar” 

tunneling on STS of electronic states with LDOS described by curve DB−. 
Spectra were Gaussian–broadened by 100 mV, with onsets 
corresponding to the discrete energy levels obtained from DFT 
calculations. All spectra were modeled assuming a finite bias voltage 
drop inside the SiNC (see text). (f) Model of a monohydride–passivated 

SiNC (composition H100Si239) with 21:H surface reconstruction, and 
silicon core identical to that of (d). Location of the DB is also indicated. 
For further details of the measurements including spatial drift estimates, 
see supplementary material.  
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energy-dependent local density of states (LDOS) spectra with the bias 

voltage giving the energy scale. Thirty individual SiNCs were studied in 

this fashion, as detailed in the following for one representative SiNC 

[Figure 4.1(b)]. 

STM–induced dehydrogenation of single-crystal silicon surfaces 

has been studied in detail in the past two decades, with significant 

insights achieved into the physical mechanisms of hydrogen desorption50 

and the electronic structures of dehydrogenated areas.51-52 Generally, 

elevated bias voltages are required, with the exact magnitude of the bias 

voltage and tunneling current strongly affecting the mode of desorption, 

which can involve either direct electronic or multiple-vibrational 

excitation of the Si-H bond via tunneling electrons.53 This process is thus 

referred to as electron-stimulated desorption (ESD).54 Depending on the 

chosen parameters of the voltage pulse, hydrogen desorption can either 

occur one atom at a time, or involve several atoms.55 In our experiments, 

in order to induce desorption of hydrogen, we applied voltages in the 

range of ~ 2.5 – 3 V, chosen to be sufficiently low to prevent extensive 

changes to the SiNC surfaces. For single-crystal silicon surfaces, the 

desorption of hydrogen at such bias voltages was previously attributed to 

multiple vibrational excitation via electrons tunneling through the σ* (Si-

H) unoccupied orbital.50, 53, 56  

Before ESD was induced by STM, LDOS spectra measured at 

different locations of “pristine” SiNCs showed progressions of electronic 
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states with electronic bandgaps closely matching those predicted by 

theoretical calculations.44 For example, in the case of the chosen 

representative SiNC from Figure 4.1(b), the apparent bandgap of ~2.5 eV 

was found, formed by an occupied state 𝐻1
𝐴1 and an unoccupied state 𝐸1

𝐴1 

in curve A1 of Figure 4.1(c) [we define the bandgap as the voltage 

difference between the onsets of conduction]. This bandgap value is 

expected to be larger than the real bandgap due to the finite bias voltage 

drop inside the NC: in a biased tunnel junction involving a NC, a finite 

voltage drop occurs across the NC volume shifting the energy of all 

electronic states by 𝛼𝑒𝑉𝐵 (where 𝑉𝐵 is the bias voltage, and 𝛼 < 1 is a 

function of the NC dimensions and dielectric susceptibility). This means 

that the voltage corresponding to the onset of tunneling for a state with 

energy 𝐸𝑆 (this energy is measured with respect to the Fermi level of the 

sample, and can be positive or negative) can be then calculated as 

𝐸𝑆/(1 − 𝛼).57-58 Here, we roughly estimate 𝛼 to be ~0.2 (as explained 

further in the supplementary material, Figure B.1-B.2), which gives a 

real bandgap of 2.5 eV  0.8 = 2 eV. This value is consistent with that 

obtained from density functional theory calculations,49 as illustrated by 

the LDOS spectrum FH in Figure 4.1(e),16 calculated (taking into account 

the finite value of 𝛼) for a model hydrogen-passivated SiNC shown in 

Figure 4.1(d). (The diameter of this SiNC is ~2.2 nm, which matches that 

extracted from Figure 4.1(b) after correcting for the tip convolution 

effects, as explained in Ref. 44.) Our calculations show that each one of 
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the LDOS peaks is comprised of several quantum-confined electronic 

states formed from Bloch states associated with different electronic 

valleys in the Brillouin zone of bulk silicon.16-17, 44 Due to their close 

energy spacing, these states are not completely resolved in our LDOS 

spectra, where electronic peaks are significantly broadened (typical peak 

width of ~200 mV) by coupling of tunneling electrons to vibrational 

excitations.59 

For each “pristine” SiNC, after recording LDOS spectra at several 

representative locations, we attempted to induce ESD by applying higher 

bias voltages (2.5 - 3 V), and quantified the results at each step by 

detailed mapping of LDOS in order to establish the presence of DBs. For 

the SiNC from Figure 4.1(b), application of higher bias voltages resulted 

in formation of new peaks 𝐻𝑛
𝐴2 and 𝐸𝑛

𝐴2 [curve A2 of Figure 4.1(c)], and a 

notable reduction in the apparent bandgap. Importantly, peaks 𝐻𝑛
𝐴2 and 

𝐸𝑛
𝐴2 are delocalized over the entire SiNC surface (Figure B.3) suggesting 

that they do not correspond to localized defects. This behaviour can be 

explained by reconstruction of the SiNC surface induced by the hydrogen 

desorption. Specifically, while a significant portion of Si surface atoms in 

the as-synthesized SiNCs are passivated with dihydride groups (Figure 

B.4), hydrogen desorption from neighbouring SiH2 can lead to their 

dimerization analogous to the 21:H reconstruction observed on the 

Si(100) surfaces [see Figure 4.1(f) for a model of a fully reconstructed 

monohydride-only SiNC with the same Si core as in Figure 4.1(e)]. The 
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DBs at the neighbouring Si atoms form π-electronic bonds producing 

delocalized states with an electronic bandgap reduced by an amount 

dependent on the extent of surface reconstruction, as shown by curves 

PR and R in Figure 4.1(e) for the partially- and fully reconstructed 

models of the SiNC. Indeed, curve A2 of Figure 4.1(c) likely corresponds 

to a partially reconstructed SiNC because further ESD pulses on this 

SiNC resulted in additional reduction of the bandgap [curve A3 of Figure 

4.1(c)], with electronic peaks 𝐻𝑛
𝐴3 and 𝐸𝑛

𝐴3 delocalized across the SiNC 

surface (Figure 4.2). 

 
 

Figure 4.2. Spatial mapping of LDOS for the SiNC from Figure 4.1(b) 
after (partial) dehydrogenation, but before DBs were generated. (a) 
Topography of the SiNC. (b) LDOS as a function of the bias voltage and 
position x along the path (solid line) shown in (a).  
 

With additional ESD pulses, however, spatially localized midgap 

LDOS features, attributable to defects, appear on the SiNC surface, with 

three representative examples demonstrated by curves B, A4 and A5 in 

Figure 4.1(c). Specifically, curves B and A5 show pairs of midgap peaks 

(𝐻𝐷
𝐵 and 𝐸𝐷

𝐵, as well as 𝐻𝐷
𝐴5 and 𝐸𝐷

𝐴5, respectively), while curve A4 shows 
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only one midgap peak 𝐸𝐷
𝐴4. Intriguingly, we found that inter-conversion 

between the different defect types was possible. In particular, defects B 

and A4 in Fig 1(c) could be spontaneously converted to defects of type A5 

under typical tunneling conditions (bias voltage ~2 V). For example, 

curve A5 was recorded at the same location as A4 immediately after a 

positive bias voltage of 2.4 V was applied. Further transformation could 

be induced by applying voltages of ~–1.5 V with the resulting LDOS 

spectrum corresponding to curve A6, which is very similar to that of 

defect B measured earlier at location B [Figure 4.1(b), and curve B in 

Figure 4.1(c)]. Finally, the local spectrum at location A was converted 

from A6 to A7 [Figure 4.1(c)] showing a shape qualitatively similar to that 

of A5 (the origin of peak shifts in curve A7 versus A5 is explained in the 

following). 

The spectral characteristics of the observed midgap states, as well 

as the possibility for their inter-conversion, can be explained in the most 

straightforward manner by attributing these midgap states to DB defects, 

as discussed further below. Some of the described peaks, however, are 

produced by different tunneling processes rather than distinctly different 

electronic states, as can be seen from the dramatically different spatial 

behaviors of these peaks. For example, for curve A7 in Figure 4.1(c), peak 

𝐸𝐷
𝐴7 shows substantial onset voltage variations across the NC, while peak 

𝐻𝐷
𝐴7 and other unoccupied states appear at nearly the same voltages in 

all locations, as illustrated in Figure 4.3(b). This is despite the fact that 
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peaks 𝐸𝐷
𝐴7 and 𝐻𝐷

𝐴7 are closely co-localized in the vicinity of location A 

[Figure 4.1(b)], as shown by LDOS maps of Figure 4.3(b) and Figure 

4.3(d)-(e), and should therefore correspond to the same defect. The 

described asymmetry in onset voltage variations are analogous to those 

reported for the “bipolar” tunneling investigated previously for a variety of 

molecular systems.57-58, 60 Bipolar tunneling is a consequence of the fact 

that in a biased tunnel junction involving a NC, a finite voltage drop 

occurs across the NC volume, which, in addition to the “direct” type of 

tunneling described earlier [Figure B.1(a)] with the onset voltage of 

𝐸𝑆/(1 − 𝛼), also leads to “reverse” tunneling [Figure B.1(b)] with the onset 

voltage of −𝐸𝑆/𝛼 (where 𝐸𝑆 and 𝛼 were defined previously).57-58 Voltage 

onsets for both “direct” and “reverse” tunneling (at opposite bias 

polarities) vary with tip position on the NC surface due to the sensitivity 

of 𝛼 to the geometry of the junction,57 as shown in Figure B.2. 

Nevertheless, because 𝛼 is typically small [𝛼 ≈ 0.2 for peaks 𝐸𝐷
𝐴7 and 𝐻𝐷

𝐴7], 

expression 𝐸𝑆/(1 − 𝛼) varies significantly less than 𝐸𝑆/𝛼, which explains 

the differences in the onset voltage variations for peaks 𝐸𝐷
𝐴7 and 𝐻𝐷

𝐴7 in 

Figure 4.3(b). In addition, the spectral lineshapes of the two types of 

bipolar peaks are affected by the asymmetry in the tip-NC and NC-

substrate tunneling rates (the former is lower than the latter), which 

tends to produce notably more intense and sharper peaks at the onset of 

conduction for the “reverse” tunneling process.57, 61 This is indeed 

observed for peak 𝐸𝐷
𝐴7, which, together with its spatial voltage onset 
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variations, suggests that this peak corresponds to the “reverse” tunneling 

process, while peak 𝐻𝐷
𝐴7 corresponds to “direct” tunneling. The effect of 

“bipolar” tunneling on the dI/dV curves is illustrated by curve SDB− in 

Figure 4.1(e) [obtained from curve DB− by assuming 𝛼 ≈ 0.2, and a finite 

rate for tunneling between SiNC and substrate], where peaks 𝐸𝐷
𝑆𝐷− and 

𝐻𝐷
𝑆𝐷− correspond to the “reverse” and “direct” tunneling processes, 

respectively, analogously to peaks 𝐸𝐷
𝐴7 and 𝐻𝐷

𝐴7 (we note that the overtone 

structures of peaks 𝐸𝐷
𝐴7 and 𝐻𝐷

𝐴7 were not included in the modelling). 

 

Figure 4.3. Spatial mapping of LDOS for the SiNC from Figure 4.1(b) 
after DBs were generated. (a,c) STM topographic images of the SiNC. 
(b) LDOS as a function of the bias voltage and position x along the path 
(solid line) shown in (a,c). (d,e) 2-D LDOS maps for voltages 
corresponding to HD, ED LDOS peaks marked in (b). Mapping area 

corresponds to the dotted squares in (a,c). Dashed lines are topographic 
contours from (c). 
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Analysis similar to that presented above for peaks 𝐸𝐷
𝐴7 and 𝐻𝐷

𝐴7, 

when applied to the rest of the spectra in Figure 4.1(c), suggests that 

peaks 𝐸𝐷
𝐵, 𝐸𝐷

𝐴4, 𝐻𝐷
𝐴5, 𝐸𝐷

𝐴6 and 𝐻𝐷
𝐴7 are all produced by “direct” tunneling, 

while peaks 𝐻𝐷
𝐵, 𝐻𝐷

𝐴4, 𝐸𝐷
𝐴5, 𝐻𝐷

𝐴6 and 𝐸𝐷
𝐴7 should correspond to “reverse” 

tunneling. This assignment results in a clear distinction between curves 

B, A4, A6 versus the curves A5 and A7: while only unoccupied midgap 

states are distinguishable in curves B, A4, and A6, in curves A5 and A7, 

only occupied midgap states are clearly observable. This assignment 

offers an explanation for the inter-conversion between the different types 

of spectra in Figure 4.1(c). For example, the transitions from spectrum A4 

to spectrum A5, and spectrum A6 to spectrum A7 were induced with 

positive voltages (this corresponds to electrons being added to the SiNC), 

and resulted in disappearance of unoccupied midgap states 𝐸𝐷
𝐴4 and 𝐸𝐷

𝐴6, 

as well as appearance of occupied midgap states 𝐻𝐷
𝐴5 and 𝐻𝐷

𝐴7. Similar 

spectral transformations in individual atoms62 and molecules63 have 

been attributed to electron trapping. This suggests that individual 

electrons are likely being trapped in states 𝐸𝐷
𝐴4 and 𝐸𝐷

𝐴6, which results in 

appearance of trap states 𝐻𝐷
𝐴5 and 𝐻𝐷

𝐴7. On the other hand, transition 

from A5 to A6 occurred when negative voltage was applied, and the 

corresponding spectral changes may be attributed to extraction of an 

electron from state 𝐻𝐷
𝐴5, which is thereby converted to state 𝐸𝐷

𝐴6, similarly 

to the de-trapping process described for molecules.63 
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The local charging of SiNC described above is consistent with the 

presence of DBs, which have been shown to exist in different charge 

states on silicon surfaces,36, 38, 64 and is also consistent with the 

expectation that desorption of hydrogen atoms should lead to the 

creation of DBs. In addition, DBs appear deep in the silicon electronic 

bandgap, similarly to the states appearing near zero bias in Figure 4.1(c). 

This similarity is illustrated by the theoretically calculated LDOS for DBs 

in different charge states on the surfaces of model SiNCs [curves DB0, 

DB+, and DB− in Figure 4.1(e)]. For example, curve A4 only shows an 

unoccupied midgap state, consistent with curve DB+, while curve A5 only 

shows an occupied state, consistent with curve DB−. Assignment of 

spectra B, A6 and A7 is less certain because the “reverse” tunneling LDOS 

features seen in these curves may be obscuring “direct” tunneling 

features that would be expected for the neutral DB (curve DB0). The 

similarity of spectra A5 and A7, however, suggests that A7 may also be 

associated with DB−. Curves B and A6 are relatively similar, and given 

their distinct spectral shapes, may be attributed to a neutral state, even 

though they may also be variants of A4 (DB+ state) corresponding to 

slightly different local surface structures. We note that similar spectral 

features attributable to charged and neutral DBs were found in other 

studied SiNCs (Figure B.5).  

4.5. Conclusions 
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In conclusion, our work shows that when sufficiently high-energy 

electrons are injected into SiNCs, dramatic changes in the SiNC 

electronic structures are observed: gradual shrinking of the SiNC 

electronic bandgap occurs initially, and is eventually followed by the 

appearance of localized states deep in the electronic bandgap. We find 

that these midgap states can exist in different inter-convertible charge 

configurations. These observations are consistent with the hypothesis 

that high-energy electron injection can lead to dehydrogenation of the 

SiNC surfaces, resulting in surface reconstruction driven by conversion 

of surface dihydride species to monohydride groups, and creation of 

dangling bonds in different charge states. These findings provide a direct 

visualization of possible scenarios for defect generation in SiNC-based 

optical and opto-electronic applications, where photo-generated charge 

carriers with sufficient energies could induce creation of surface defects. 

4.6. Bridge to Chapter V 

In the next chapter we will focus on self-trapping of charge carriers 

in SiNCs with an amorphous silicon shell. A surprisingly common type of 

structural irregularity found in SiNCs is a thin (angstrom-scale) 

amorphous silicon layer found at the SiNC surface. We report STS-based 

real-space observations of the reversible creation of intragap states in 

individual hydrogenated SiNCs. 
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CHAPTER V 

CREATION AND ANNIHILATION OF CHARGE TRAPS IN 

SILICON NANOCRYSTALS: EXPERIMENTAL 

VISUALIZATION AND SPECTROSCOPY 

From Kislitsyn, D. A.; Mills, J. M.; Chiu, S.-K. K.; Taber, B. N.; 

Barnes, J. D.; Gervasi, C. F.; Goforth, A. M.; Nazin, G. V. Creation and 

Annihilation of Charge Traps in Silicon Nanocrystals: Experimental 

Visualization and Spectroscopy. J. Phys. Chem. Lett. 2018, 9 (4), 710.  

5.1. Introduction 

Recent studies have shown the presence of an amorphous surface 

layer in nominally crystalline silicon nanocrystals (SiNCs) produced by 

some of the most common synthetic techniques. The amorphous surface 

layer can serve as a source of deep charge traps, which can dramatically 

affect the electronic and photophysical properties of SiNCs. We present 

results of a scanning tunneling microscopy/scanning tunneling 

spectroscopy (STM/STS) study of individual intragap states observed on 

the surfaces of hydrogen- passivated SiNCs deposited on the Au(111) 

surface. STS measurements show that intragap states can be formed 

reversibly when appropriate voltage−current pulses are applied to 

individual SiNCs. Analysis of STS spectra suggests that the observed 

intragap states are formed via self-trapping of charge carriers injected 

into SiNCs from the STM tip. Our results provide a direct visualization of 
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the charge trap formation in individual SiNCs, a level of detail which 

until now had been achieved only in theoretical studies. 

5.2. Background 

Silicon nanocrystals (SiNCs) have recently emerged as a promising 

electronic material with potential applications in photovoltaics,1-4light-

emitting diodes,5-6 sensing,7 and thermo-electric devices.8 Important 

advantages of SiNCs are their efficient light emission and low toxicity, 

which make SiNCs particularly suitable for biological tagging.9-10 One of 

the fundamental challenges in realizing these applications lies in 

achieving precise control of the SiNC properties, in particular, control of 

the SiNC surface chemistry, a difficult task due to the inherent variation 

in SiNC surface structures and their susceptibility to interaction with 

their environment.11 While the impact of specific defects and impurities 

on the electronic structure and photophysical properties of SiNCs has 

been addressed in numerous theoretical studies, progress is hampered 

by the lack of experimental techniques capable of targeting and 

identifying individual defects, an essential requirement due to the highly 

varied local structures, and, consequently, properties of different possible 

defects. This capability was recently demonstrated with a high-stability 

variant of scanning tunneling spectroscopy (STS),12 which, in addition to 

providing the local electronic spectra of quantum-confined states,13 has 

produced complete surface maps of the electronic structures of 

individual SiNCs containing oxidative defects14 and silicon dangling 
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bonds (DBs).15 In addition to oxidative and DB defects, another 

surprisingly common type of structural irregularity found in SiNCs is a 

thin (angstrom-scale) amorphous silicon layer found at the SiNC 

surface.16 Such amorphous layers have been found even in SiNCs 

synthesized at high (>1100 °C) temperatures16 and have been argued to 

cause trapping of photoexcited holes and nonradiative relaxation of 

photoexcitation.17 Despite their likely ubiquity, the nature of such charge 

traps has not been investigated experimentally, and only a limited body 

of relevant theoretical work is available.18-20 

5.3. Methods 

Experiments were carried out in a home-built ultrahigh vacuum 

(UHV) cryogenic STM system.21 A Au(111)/mica substrate was prepared 

in situ using multiple neon sputter−anneal cycles. Hydrogen-passivated 

SiNCs were fabricated via thermal disproportionation in a polymeric 

sol−gel hydrosilicate precursor and subsequently liberated from the 

resulting oxide host matrix via a wet chemical etch (i.e., with 

HF/EtOH/H2O) using a protocol described previously.22 The SiNCs were 

suspended in pentane and deposited onto the Au(111) surface in high-

vacuum conditions using a solenoid pulse-valve. The deposition 

parameters were chosen so as to obtain monolayer NC coverage. The 

Au(111) substrate with deposited SiNCs was then degassed overnight in 

UHV at ∼50 °C to remove any residual pentane from the sample surface. 

All STM topographies and STS measurements were obtained at a 
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temperature of∼20 K using silver tips prepared by electrochemical 

etching and subsequent sputtering in UHV. All STS spectra were 

recorded using the lock-in technique at 570 Hz and a bias modulation 

varying from 10 (individual spectra and 1-D spatial scans) to 50 mV (2-D 

LDOS maps). 2-D LDOS mapping requires tip− sample spatial registry 

throughout the mapping process (typically, several hours). This 

capability is enabled by the unique spatial stability (better than ∼0.2 

Å/hour) of our STM system.21 

5.4. Results and Discussion 

In this Letter, we report STS-based real-space observations of the 

reversible creation of intragap states in individual hydrogenated SiNCs. 

Existence of these states is attributable to structural changes expected in 

amorphous silicon systems.23 Hydrogen-passivated SiNCs were spray–

deposited onto a Au(111) substrate in high-vacuum conditions and 

investigated using an ultrahigh vacuum cryogenic scanning tunneling 

microscopy (STM) instrument (see Methods for further experimental 

details). The deposited SiNCs formed a near- monolayer, with individual 

SiNCs appearing as protrusions with heights in the 2−4 nm range. 

Characterization of the electronic structures of individual SiNCs was 

performed by recording the derivative of the tunneling current dI/dV 

(differential conductance) as a function of the applied bias voltage (V) and 

the tip location. Obtained dI/dV spectra represent the local density of 

electronic states (LDOS), with the bias voltage giving the energy scale. 
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Studied SiNCs (∼30 in total) typically displayed reproducible 

current−voltage characteristics and dI/dV spectra when sufficiently low 

bias voltages and tunneling currents were used in the measurements. 

Irreversible changes attributable to dehydrogenation of the SiNC surfaces 

were observed at higher voltages,15 while higher currents often led to 

motion and/or repositioning of SiNCs on the Au surface. Intriguingly, in 

five of the studied SiNCs, we found that, in contrast to such irreversible 

changes, the current−voltage characteristics could be altered reversibly 

by applying relatively low (<1 V) bias voltages. We illustrate this behavior 

using a representative SiNC (Figure 5.1). 

 

 

 

Figure 5.1. STM/STS characterization of a SiNC with bistable LDOS 
spectra. (a) Topographic image. (b) Three-dimensional rendering of 
topography from panel a. (c, d) I(V) and dI/dV curves measured at the 
locations marked in panel a. Each measurement is composed of a blue 
and red curve corresponding to the “forward” and “backward” bias 
ramps, respectively (see curves D for illustration). Switching events are 
seen as discontinuities in I(V) and dI/dV curves and are each marked 
with an asterisk “*”. Each dI/dV curve serves as an estimate of the 

energy-dependent LDOS. An exception to this rule is peak 𝐸𝐹
𝑓
, which is 

caused by “reverse” tunneling through the same state as that of 𝐻𝐹
𝑓
 (see 

text). Dashed lines 𝐻𝐸
𝑏 and 𝐸𝐹

𝑓
 show the voltages corresponding to the 

band edge states, defined as states with LDOS delocalized over the entire 
SiNC surface. 
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To establish the presence of bistability, we recorded the tunneling 

current by first ramping the bias voltage from 1.6 to −1.1 V (this will be 

referred to as the “forward” bias ramp, with the bounding bias voltages 

set sufficiently low to prevent irreversible changes in the chosen SiNC) 

and back to 1.6 V (the “backward” bias ramp). While for stable SiNCs, 

the current− voltage curves corresponding to the forward and backward 

bias ramps always overlapped, for the SiNC in Figure 5.1 we find that for 

some locations there are considerable discrepancies between the forward 

and backward curves (Figure 5.1c). For locations showing bistability 

(curves C−F in Figure 5.1c), each forward I(V) curve shows a 

discontinuity in current at approximately −1.0 V, while each backward 

I(V) curve shows a discontinuity at approximately +1.5 V. Thus, in the 

course of each measurement, the SiNC changed its state at a sufficiently 

high negative bias and switched back to the original state when a 

sufficiently large positive bias was applied. Importantly, the shapes of 

forward and backward I(V) curves remained nearly unchanged upon 

subsequent measurements, with only slight (±100 mV) variations in the 

voltages corresponding to transitions between the states. Despite this 

highly reproducible and robust behavior, I(V) curves measured at 

different locations showed considerable differences, which become more 

apparent in the corresponding dI/dV curves (Figure 5.1d). The dI/dV 

curves in Figure 5.1d show highly location-sensitive patterns of peaks 

attributable to (vibronically broadened24) electronic states. Further, 
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individual peaks 𝐸𝐶
𝑓
, 𝐸𝐷

𝑓
, 𝐸𝐸

𝑓
, and 𝐸𝐹

𝑓
 (these nominally correspond to 

unoccupied states) as well as peak 𝐻𝐹
𝑓
 (caused by an occupied state) are 

found in the forward curves C−F of Figure 5.1d but not in the 

corresponding backward dI/dV curves, which instead show new occupied 

states 𝐻𝐶
𝑏, 𝐻𝐷

𝑏, 𝐻𝐸
𝑏, and 𝐻𝐹

𝑏. 

The sensitivity of the LDOS to the specific location of the 

measurement observed in Figure 5.1d suggests the presence of localized 

states. To better understand the nature of LDOS peaks observed in 

Figure 5.1d, we focus on their spatial variation across the SiNC surface. 

By recording a progression of forward and backward LDOS spectra along 

a path defined on the SiNC surface, we obtained two data sets 

corresponding to one- dimensional (1-D) spatial cross sections of the 

SiNC electronic “landscape” (Figure 5.2). The forward data set (Figure 

5.2c) shows spatially colocalized peaks 𝐻𝐹
𝑓
 and 𝐸𝐹

𝑓
, previously observed in 

curve F of Figure 5.1d. These peaks are both entirely absent in the 

backward data set (Figure 5.2d). Instead, a pair of colocalized peaks 𝐻𝐹
𝑏 

and 𝐸𝐹
𝑏 appear in Figure 5.2d. The localized nature of the observed peaks 

suggests that they are not associated with band- edge states but are 

rather associated with structural defects. The different localizations of 

peaks in the forward and backward data sets suggest that they originate 

from different structural defects, i.e., the SiNC structure changes in 

transition from forward to backward scan. 
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In addition to the structure-based interpretation of LDOS 

bistability, Figure 5.2 offers the opportunity to clarify the origin of the 

observed peaks: defect-related states localized on the top surface of the 

SiNC can be expected to produce LDOS peaks at both bias polarities, a 

consequence of the existence of two tunneling barriers (tip to SiNC gap, 

and SiNC itself) separating the state in question from the tunneling 

contacts.15 The asymmetric distribution of the applied bias voltage across 

the two barriers leads to asymmetric onsets of tunneling for the two bias 

polarities, which manifests itself in Figure 5.2c as a noticeable location-

dependent onset voltage variation of peak 𝐸𝐹
𝑓
, in contrast to peak 𝐻𝐹

𝑓
 

which, despite being closely colocalized with peak 𝐸𝐹
𝑓
, does not show any 

distinguishable onset voltage variation. The spatially dependent onset 

voltage variation identifies peak 𝐸𝐹
𝑓
 as being due to “reverse tunneling” 

through the same state as that of 𝐻𝐹
𝑓
, which (as all other LDOS peaks in 

Figure 5.2) is caused by “direct tunneling” (see the Appendix C for 

further details). In the following, we focus on the dI/dV features 

associated with “direct tunneling” because they are more representative 

of the SiNC LDOS features. 

To obtain a more complete LDOS map of the SiNC and identify 

areas of bistability, we recorded the forward and backward pairs of LDOS 

spectra on a square grid of points across the SiNC surface (Figure 5.3). 

Cross sections of these forward and backward data corresponding to 

specific bias voltages are presented in Figure 5.3b, where three main 
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bistable areas enclosing points D, E, and F are identified. For example, in 

the vicinity of point D, forward maps for bias voltages ranging from 0.4 to 

0.9 V show the presence of states 𝐸𝐷
𝑓
 and 𝐸𝐸

𝑓
, which are not observed in 

the backward maps corresponding to the same voltages. 

 

Figure 5.2. Spatial cross section of LDOS across the SiNC from Figure 

5.1. (a) STM topographic image of the SiNC. (b) Topography profile along 
the path x shown in panel a with a dashed line. (c, d) “Forward” and 
“backward” bias ramp LDOS as a function of the bias voltage and 
position x along the path shown in panel a. (e) Individual LDOS spectra 
from panels c and d measured at points P1 through P3. Spectra are 
offset for clarity. Switching events are marked with an asterisk “*”. 
Horizontal lines of data that appear “discontinuous” in panel c are 
identical to those found in panel d: the switch that typically occurs at 
negative voltages occurs at positive voltages for these lines. The spatial 
continuity of data assembled from different forward and backward LDOS 
spectra in panels c and d points to the extremely robust nature of the 
observed switching behavior. 
 

 Instead, similarly localized states 𝐻𝐷
𝑏 and 𝐻𝐸

𝑏 appear in the 

backward maps at bias voltages from −1.0 to −0.3 V (no such peaks can 

be seen in the corresponding forward maps). The fact that LDOS in areas 

E and D appears and disappears at nearly the same voltages suggests 
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that bistability in both areas has a similar origin, even though the 

corresponding LDOS spectra (see curves E and D in Figure 5.1d) are not 

identical. The third bistable area is associated with state 𝐻𝐹
𝑓
 localized in 

the vicinity of point F and is visible from −0.4 to −0.1 V (its “reverse 

tunneling” counterpart is also visible at 0.8 to 1.3 V) only in the forward 

maps, but not in the backward maps. Instead, the backward maps show 

state 𝐸𝐹
𝑏 from 0.4 to 0.6 V. Significantly, in contrast to the areas of 

bistability described above, outside of these areas, forward and backward 

maps are nearly identical for all voltages in the scanned range. 

The spectroscopic data of Figures 5.1−3 demonstrate that the described 

bistable electronic states are intragap in nature, which, together with 

their localized character, suggests that these states must be associated 

with structural defects on the SiNC surface. Some of the most common 

defects capable of producing intragap states on the SiNC surface are 

oxidative defects.25-28 However, elementary defects of this type do not 

produce deep intragap states such as the ones described above,14 even 

though oxidative defects may possibly be contributing to the location-

dependent voltage onsets of the band edge states observed, for example, 

in Figure 5.3. A potential source of deep intragap states showing bistable 

behavior (e.g., “blinking”29) are DBs, which could be created, for example, 

via dehydrogenation induced by the tunneling current.15 Previous STS 

work has shown that DBs can be found in different charge states leading 

to LDOS spectra showing deep intragap peaks.15 
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Figure 5.3. Spatial mapping of LDOS across the SiNC from Figure 5.1. 
(a) STM topographic image of the SiNC. (b) LDOS maps for selected bias 
voltage values (band gap omitted). LDOS data was collected by recording 
the “forward” and “backward” pairs of spectra on a square grid of points 
across the SiNC surface. LDOS maps shown here are “cross sections” of 
these forward and backward data sets corresponding to specific bias 
voltages. For each bias voltage value, the upper (lower) map corresponds 
to the forward (backward) bias ramps. Individual pixels that appear to 
contain discontinuous data points correspond to points where conversion 
between forward and backward occurred at different voltages. Contour 
lines outline boundaries of distinctive features in LDOS maps (maps 
corresponding to 0.5, −0.1, and −0.4 V were used to define the 
boundaries). Locations from Figure 5.1a are also shown in panel a and 
the 0.3 V map in panel b. 

 

Furthermore, similar to the present experiment, transitions between the 

different charge states could be effected by application of sufficiently high 

bias voltages: electrons could be extracted from negatively charged or 
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neutral DBs at negative bias voltages (when electrons tunnel from SiNC 

to the STM tip), or, alternatively, electrons could be added to a positively 

charged or neutral DBs at positive bias voltages (when electrons tunnel 

from the STM tip to SiNC).15 At first glance, this charge-related bistability 

of DBs may appear to be consistent with the bistable behavior in point F 

(curves F in Figure 5.1d): occupied state 𝐻𝐹
𝑓
 indeed disappears after a 

switching event at a negative voltage possibly leading to extraction of an 

electron. However, the backward spectrum does not contain any 

identifiable intragap states, which is inconsistent with LDOS expected for 

a DB in any charge state.15 Bistability of states 𝐸𝐷
𝑓
 and 𝐸𝐸

𝑓
 is also unlikely 

to be produced by transitions between the different charge states of a DB 

because one would expect the unoccupied states 𝐸𝐷
𝑓
 and 𝐸𝐸

𝑓
 to disappear 

at a positive voltage (upon trapping of an electron), rather than negative 

voltages, as observed in the forward curves D and E of Figure 5.1d. 

Another possible mechanism for the observed bistability of 

intragap states could involve reversible tunneling-induced motion of DBs 

on the SiNC surface, analogous to that observed on a hydrogen-

passivated Si(100)-(2 × 1) surface (with one hydrogen atom passivating 

each Si dimer atom).30-31 The motion of DBs in this system is confined, 

however, to individual Si dimers, while the spatial delocalization of the 

observed bistable states (areas E, D, and F in Figure 5.3) is considerably 

larger than the corresponding Si−Si interdimer distance (2.41 Å30), which 

means that this type of DB motion would not lead to a complete 
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disappearance of intragap states from LDOS spectra, contrary to the 

observations of Figure 5.1d. In principle, one could consider the 

possibility that motion of DBs over greater distances may be involved. 

However, the energetic barriers associated with such motion are in 

excess of the tunneling electron energies found to induce switching in 

our experiments.32 

Common types of defects discussed above are thus unlikely to be 

the source of the observed bistable intragap states. However, in our 

consideration of the possible types of SiNC defects, we have so far 

ignored the fact that nominally crystalline SiNCs can contain a thin 

surface layer of amorphous silicon. This is true even for high-

temperature synthetic methods, such as the one used in the present 

work: thermal disproportionation in a sol−gel hydrosilicate precursor and 

subsequent hydrofluoric chemical etch (see Methods for further 

details).22 The presence of such amorphous layers in similarly 

synthesized SiNCs has been observed directly by using advanced 

transmission electron microscopy techniques,16, 33 as well as indirectly by 

using high-energy X-ray diffraction coupled with atomic pair distribution 

function analysis34 and by using near edge X-ray absorption fine 

structure spectroscopy.35 Raman spectroscopy has been shown to be a 

particularly sensitive tool for identifying the local bond order in 

nanostructured silicon and has been used to quantify the relative 

amounts of the nanocrystalline and amorphous phases in mixed-phase 
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silicon nanoparticles.36 Consistent with findings for such nanoparticles, 

Raman measurements on SiNCs synthesized in our work showed the 

presence of spectral peaks attributable to both nanocrystalline and 

amorphous phases of silicon (Figure 5.4). In accordance with these 

results, our STM and STS data also suggest the presence of amorphous 

shells on the bistable SiNCs. For example, close inspection of the dI/dV 

maps in Figure 5.3 shows that the intragap states appear to have 

filament-like structures, contrary to the expected quantum-confined 

states in crystalline SiNCs,37-39 but in-line with expectations for 

amorphous silicon.40-41 Another line of evidence for the presence of 

amorphous silicon is provided by LDOS mapping: the band edges for 

bistable SiNCs typically show onsets that fluctuate noticeably across the 

SiNC surface (Figure 5.2), while crystalline SiNCs show band onsets that 

are independent of location.14 

Consistent with these findings, STM images of bistable SiNCs did 

not show any obvious crystallographic features, in contrast to SiNCs 

without bistable states, where evidence of faceting was found in STM 

imaging.14 These observations suggest that different SiNCs may have 

amorphous surface layers of varied thicknesses resulting in varied 

electronic structures. Nevertheless, the bistable SiNCs are likely not 

entirely amorphous because two-dimensional (2-D) LDOS maps (such as 

the ones shown in Figure 5.3) show features that appear to have specific 

orientations (as can be seen, for example, from the boundaries of the 
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bistable areas), which could be explained only by the presence of a 

substantial amount of crystalline material. 

 

 

Figure 5.4. Representative Raman spectrum of SiNCs used in the 
present study (black curve). The spectrum is composed of three main 
spectral peaks (blue dashed curves; red curve shows the sum of 
components) attributable to different phonon bands. Peaks at 520 and 
480 cm−1 are attributed to optical phonon modes associated with the 
nanocrystalline and amorphous phases of silicon, respectively (see the 
Appendix C for further details). 

Given the high likelihood that the bistable SiNCs could contain 

amorphous silicon, to explain the bistable behavior observed in our 

experiments we invoke the physical picture developed in recent 

theoretical studies of reversible light-induced changes in hydrogenated 

amorphous silicon, known as the Staebler−Wronski effect.42 This work 

has shown that the inherently disordered nature of amorphous silicon 

can serve as a source of intragap states that arise entirely from the 
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presence of strained silicon bonds.20, 23, 40-41 The part of the developed 

theoretical model that is particularly relevant to our results is the self-

trapping of holes accompanied by structural deformations of the silicon 

bonds leading to locally bistable behavior.20, 23, 43 Indeed, the appearance 

of intragap peaks 𝐻𝐷
𝑏 and 𝐻𝐸 

𝑏  in the reverse spectra of Figure 5.1d could 

be attributed to self-trapping of holes created at −0.9 V. The local 

deformation of the SiNC surface created after this self-trapping (and the 

resulting metastable states 𝐻𝐷
𝑏 and 𝐻𝐸 

𝑏 ) could persist unaltered until a 

reverse transition is induced at positive voltages (at ∼1.5 V). The reverse 

transitions result in the appearance of intragap peaks 𝐸𝐷
𝑓
 and 𝐸𝐸

𝑓
, which 

can also be attributed to self-trapping, but in this case self-trapping of 

electrons rather than holes. The two types of structural deformations 

associated with self-trapping of holes and electrons thus must have a 

mutually opposing nature, which is in accordance with recent electronic 

structure calculations showing that in amorphous silicon, intragap 

occupied (unoccupied) states are localized on connected subnetworks of 

short (long) bonds.41 

In contrast to self-trapping in locations D and E, observed as the 

appearance of intragap peaks 𝐻𝐷
𝑏 and 𝐻𝐸

𝑏, intragap peak 𝐻𝐹
𝑓
 observed at 

location F disappears rather than appears at negative voltages when 

tunneling produces (individual) transient holes in the SiNC. In addition, 

peak 𝐻𝐹
𝑓
 is created when positive (rather than negative) voltage is applied. 

Because positive voltage polarity corresponds to addition of electrons to 
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the SiNC, and peak 𝐻𝐹
𝑓
 corresponds to an occupied state, the above 

observations suggest that 𝐻𝐹
𝑓
 corresponds to an electron trap state 

created in a fashion similar to that of peaks 𝐸𝐷
𝑓
 and 𝐸𝐸

𝑓
, but with a larger 

self-trapping energy, such that 𝐻𝐹
𝑓
 ends up below the Fermi level of the 

sample. The disappearance of peak 𝐻𝐹
𝑓
 at −1.0 V can then be explained 

as extraction of the trapped electron from the SiNC, with the overall 

physical picture being analogous to that described previously for 

charging and discharging of individual atomic44 and molecular charge 

traps.45 

Thus, following the theoretical model developed for amorphous 

silicon,20, 23, 40-41 the bistable LDOS spectra observed in all of the 

principal areas of Figure 5.3 can be attributed to charge carrier self-

trapping in the surface amorphous silicon layer. Similar types of 

hysteresis in I(V) and dI/dV spectra were observed in other bistable 

SiNCs, even though the precise energetics of the corresponding electronic 

states varied by a few hundreds of millielectronvolts (Figures C.2−C.4). 

The varied energetics of bistable LDOS, together with the varied spatial 

morphologies of the bistable intragap states, further support our 

interpretation of the observed bistability as a consequence of charge 

carrier self-trapping in the amorphous silicon shells of the studied 

SiNCs. We note that the percentage of bistable SiNC in our experiments 
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is likely to be higher than that found via STS measurements because 

these probe only the very top surfaces of SiNCs. 

5.5. Conclusions 

By using a combination of LDOS spectroscopy (STS) and LDOS 

real-space mapping we have shown that SiNCs can exhibit electronic 

structure bistabilities attributable to charge carrier self-trapping in their 

amorphous silicon shells. Our results serve as a direct visualization of 

pathways available to excited charge carriers in SiNCs, where the extra 

energy associated with electronic excitation can facilitate a local 

structural change leading to self-trapping. We hope that our approach 

will prove beneficial in helping establish the role of similar surface trap 

states in the photophysics of SiNCs, where charge carrier self-trapping 

has been strongly implicated as a major source of nonradiative decay in 

photoexcited SiNCs.17 Significantly, our results are applicable to SiNCs 

synthesized by other methods, in particular plasma-assisted and 

solution-based syntheses, where the presence of amorphous silicon is 

also expected.17 

5.6. Bridge to Chapter VI 

Now let us turn our attention from zero-dimensional quantum dots 

to a two-dimensional ultra-thin film of a dielectric. As shown in chapter 

II, STM require substrates with a nonzero conductance. This means any 

sample of interest will need to be adsorbed on the conducting metal 

substrate, which unfortunately causes the electronic states of the sample 
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and metal to strongly hybridize. An ultra-thin film of a wide bandgap 

dielectric, meaning only a few atoms thick, still allows for electrons to 

tunnel through the insulating layer, but the sample of interest is 

electronically decoupled from the substrate. We will use STM and STS to 

show, for the first time, the existence two distinct crystal structures 

existing simultaneously, one an exotic crystal structure not found in 

bulk crystals, and the second equivalent to the (100) face.  
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CHAPTER VI 

DENSITY DEPENDENT SURFACE RECONSTRUCTION IN 

MONOLAYERS OF RUBIDIUM IODIDE 

The experimental work described in this chapter was conducted by 

Benjamin W. Mcdowell, Motoaki Honda, and myself. Benjamin Mcdowell 

and I conducted the density functional theory calculations. Benjamin 

Mcdowell, Motoaki Honda, and I analyzed experimental data. Benjamin 

Mcdowell and I analyzed theoretical data. I was the primary author of the 

paper that has not yet been submitted (as of November 1, 2021) and 

upon which this chapter is based, with assistance and guidance from 

George V. Nazin 

6.1. Introduction 

The interactions between a surface and adsorbate play a 

fundamental role in determining the electronic structure of the 

adsorbate. In many cases, it is desirable to decouple interactions 

between the adsorbate and surface in order to characterize, manipulate, 

or utilize material properties of the isolated adsorbate. To decouple these 

interactions, it is necessary to physically separate the adsorbate from the 

surface with an insulating layer. 

 The alkali metal halides are a natural choice for an insulating 

layer. They have a wide band gap,1-3 sublimate in stoichiometric pairs,4 

form electrostatically neutral facets, 5 and, in the case of NaCl, readily 

form defect free crystals on Ag(100),6-7 Ag(111),6, 8-9 Al(111),10-11 
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Au(111),12-16 Cu(100),17 Cu(111)18-20, Cu(311),17, 21-22 and Cu(331).23-24 

For these reasons, NaCl is commonly used as an insulating layer to 

decouple adsorbates from surface interactions. However, coupling of an 

adsorbate to NaCl has been shown to broaden electronic features by 

approximately 0.3 eV, which can completely obfuscate fine electronic 

features.24 An alternative is RbI, which exhibits a decreased linewidth 

broadening of 0.15 eV.24 

6.2. Background 

RbI has previously been used as a dielectric in STM studies on 

Cu(331),23-24 but to date no studies of RbI on Ag(111) have been reported. 

Furthermore, we are not aware of any study which has characterized the 

atomic structure of RbI in its monolayer form. It is important to 

characterize the atomic structure of materials in nanoscale applications, 

because reduced scale and dimensionality can lead to unexpected 

properties that may be completely different than the bulk behavior. 

Subtle changes in coordination may yield unexpected electronic or 

vibrational properties, and these changes can only be assessed at the 

atomic scale. It has been shown that reconstruction effects at surfaces 

can yield new properties, such as topological features,25-28 localized 

states,29-31 and charge redistribution,32-35 among others. These changes 

can be especially impactful in the functionality of an insulating layer, 

since variations in electronic or vibrational structure may affect 

rehybridization or electron-phonon coupling processes with the 
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adsorbate. In turn, these may contribute to energy broadening of 

electronic features in the adsorbate. 

To further investigate the efficacy of RbI as an insulating layer, we 

have characterized the atomic structure of its monolayer form. We 

identify the coexistence of two distinct phase types of the RbI monolayer, 

which differ in their coordination both within the adlayer and to the 

surface. Bistability of two phase types is unexpected and has not been 

previously reported for other alkali halide thin films. Evaluating the 

bistability of these two phase types yields a compelling perspective on the 

role of charge redistribution effects in surface/adlayer composite 

systems. 

6.3. Methods 
Experiments were carried out in a home-built ultrahigh vacuum 

(UHV) cryogenic STM system.36 All imaging and spectroscopic 

measurements were carried out at 26 K using electrochemically etched 

silver tips. An Ag(111) single crystal was prepared in situ by using 

multiple cycles of Ne sputtering, followed by annealing. A sub-monolayer 

of RbI was deposited on to the Ag(111) surface (held at room 

temperature) via in situ sublimation in UHV conditions, then it is 

annealed at 40 °C for one hour and kept at this temperature until the 

sample has been transferred into the STM. 

All computations were performed using density functional theory 

(DFT) as implemented in the Vienna Ab Initio Simulation Package 

(VASP).37-39 a planewave code (with projector augmented wave (PAW) 



 

82 

 

scalar relativistic core potentials),40 using periodic boundary conditions 

to approximate the infinite solids. To construct the Ag(111) surface, the 

lattice parameters of bulk Ag were optimized using the PBE functional for 

solids (PBEsol),41 with a 9 × 9 × 9 k-point mesh centered at the Γ point 

and a 500 eV planewave cutoff until all forces were less than 0.005 eV 

Å−1. The resulting structure was then cut along the (111) facet, with 

approximately 25 Å of vacuum added to prevent interaction of periodic 

unit cells perpendicular to the surface. The trigonal RbI structure was 

optimized on three layers of Ag (with the bottom layer frozen to retain the 

bulk lattice constant), using a 5 × 5 × 5 k-point mesh centered at the Γ 

point and a 500 eV planewave cutoff until all forces were less than 0.005 

eV Å−1. Using the geometrically optimized structure, the HSE06 (PBEsol + 

25% HF) functional,42 was used to calculate the electronic structure at 

the Γ point, providing a more robust treatment of ranged interactions 

than PBEsol. The size of the cubic unit cell (300 Rb,I atoms + 558 Ag 

atoms per layer) was prohibitive to performing calculations at the same 

level of accuracy, and was optimized on a single, frozen layer of Ag via 

the PBEsol functional at the Γ point with a 500 eV planewave cutoff until 

all forces were less than 0.05 eV Å−1 To allow for direct quantitative 

comparisons to be made between the two phase types, electronic 

structure optimizations were also performed via the PBEsol functional for 

the trigonal RbI monolayer on a single layer of Ag, using previously 

discussed parameters. All electronic structure calculations were 
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optimized until the change in energy between iterative steps was less 

than 10-8 eV. To characterize charge transfer between atoms, we used 

Bader analysis43-46 with a vacuum cutoff of 10-3 electrons Å-3, which kept 

all atomic volumes within 5% of the average for each atomic species. 

Visualizations of all structures were made using the VESTA package.47 

To calculate the spatial and energy dependence of individual 

atomic contributions to the tunneling current, local density of states 

(LDOS) maps were interpolated using the Wentzel-Kramers-Brillouin48 

approximation. In this approximation the reduction in tunneling barrier 

height induced by the bias voltage is used to weight the LDOS of 

individual atoms as in Equation 6.1, where 𝐼 is the tunneling current, 𝐸 

is an eigenenergy, 𝑟𝑖 is the distance between the tip and an atom on the 

surface, 𝑉 is the bias voltage, 𝐷𝑖 is the a DOS for an atom on the surface, 

𝑚 is the mass of an electron, ℏ is the reduced Planck’s constant, and 𝜑 is 

the work function of the surface calculated by DFT. 

𝐼(𝐸, 𝑟) ∝ ∑ ∑ 𝐷𝑖(𝐸)

𝑉

𝐸𝑖

 ×  𝑒𝑥𝑝 (−
√32𝑚𝑟𝑖

3ℏ𝑉
[(𝜑 − 𝐸 + 𝑉)3/2 − (𝜑 − 𝐸)3/2]) (𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 6.1) 

6.4. Results and Discussion 

Our STM results show that on Ag(111), RbI forms monolayers with 

a long-range order persisting over tens of nanometers (Figure 6.1a). We 

observe two distinct structural phases of the RbI, which are 

distinguished by the coordination of topographic features within the RbI 

monolayers (Figure 6.1b). In one of the two phases, STM images show 
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features locally coordinated in a “trigonal planar” fashion (left part of 

Figure 6.1b), while the other phase shows a “square planar” coordination 

(right part of Figure 6.1b). Intriguing, at high bias the STM topography is 

completely different for both RbI phases. The coexistence of such distinct 

structural phase types is surprising, since only a single phase type 

(analogous to the “square planar” phase observed here) has been 

previously reported by STM for other ultra-thin alkali halide structures. 

However, the existence of a NaCl structure analogous to the “trigonal 

planar” structure observed here has been shown to form on non-metallic 

substrates exhibiting a strong binding interaction.49 

 

Figure 6.1: a) Large scale STM topographic image of sample surface, 
showing several RbI islands and Ag(111) step edges. b,c) Bias-dependent 
STM topography of domain boundary between square and trigonal RbI 
monolayers. Tunneling parameters: a) 300 mV, 10 pA, b) -200 mV, 200 
pA, c) 2 V, 200 pA. 

To understand the origins of the observed bistability of RbI on 

Ag(111), we first focus on the atomic structure of the “trigonal-planar” 

phase (trigonal in the following). The shortest distance between similar 

features is approximately 1.18 nm, allowing the trigonal monolayer to be 
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defined by the propagation of two lattice vectors forming an angle of 60˚ 

(Figure 6.2a). Importantly, we find that the orientations of these vectors 

are identical with different [110] crystal directions of the Ag(111) surface 

(Figure 6.2b). Furthermore, the fact that the trigonal RbI islands show 

regular unperturbed morphology over many unit cells of Ag(111), and 

that the 1.18 nm periodicity observed for this phase is equal to four 

interatomic distances of Ag, suggests that this phase has a structure 

commensurate with that of Ag(111), as shown in Figure 6.2b. To further 

identify the atomic structure of the trigonal phase, we turn to DFT 

calculations. We have calculated a wide variety of test RbI structures 

commensurate with the experimentally found supercell, with the most 

common result being the calculated topography maps obtained at 

voltages close to the Fermi level were always dominated by iodine atomic 

orbitals, suggesting that the brightest protrusions in Figures 6.1b and 

6.2a correspond to I anions. This interpretation is supported by the 

changes in STM topography observed at high bias voltages, where the 

contrast is inverted as seen in Figure 6.1c, in line with our DFT results 

which show that at these voltages the tunneling current is dominated by 

unoccupied Rb orbitals. We found it was insufficient to only have one 

iodine atom and one Rb atom per unit cell in order to replicate the 

trigonal RbI structures consistent with those observed in experiment. The 

most energetically favorable structure calculated is that of Figure 6.2c, 

where the average Rb–I distance is 5.2% longer with respect to the bulk 
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value of RbI (9.8% compressed with respect to lone RbI ion pairs in the 

gas phase).  

 

Figure 6.2: a) STM topography (100 mV, 30 pA) of a trigonal RbI 
monolayer. The overlaid dimensions reflect the average of 10 individual 

measurements. b) Atomic model of the Ag(111) surface, with the 
periodicity of the trigonal RbI monolayer overlaid. c) DFT calculated 
model of the pristine trigonal phase RbI structure. 

The coordination of this RbI structure to the Ag(111) surface is 

defined by the interatomic interactions at the RbI–Ag interface involving 

local charge transfer and polarization. These surface charge 

redistribution effects originate from the ionic character of the adlayer, 

which interacts with the highly polarizable metallic surface. Charge 

transfer occurs both within the adlayer and between the adlayer and the 

Ag surface. Due to a larger ionic radius, the interaction of I anions with 

the surface is stronger than that of Rb cations, leading, in particular, to a 

greater degree of I–Ag charge transfer (as compared to that of Rb–Ag). 
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This is clear from the average net electron counts for each adlayer ion 

type: +0.659 electrons for iodide and -0.830 electrons for rubidium. In 

bulk RbI, the average net electron counts are +0.813 electrons for iodide 

and -0.813 electrons for rubidium, which indicates that iodide transfers 

0.137 more electrons to the surface than rubidium on average. This can 

be visually illustrated by plotting the spatial electron density distribution 

(Figure 6.3a), which shows that there is more shared charge density 

between I anions and Ag atoms than between Rb cations and Ag atoms. 

This indicates that the interaction between the I anions and the Ag 

surface are the most significant in determining the energetics of the RbI 

monolayer. In order to qualitatively gauge the relative strengths of the 

RbI–Ag and Rb–I interactions, we plotted the difference between the 

electron density of the RbI/Ag system and electron densities of neutral 

Rb and iodine atoms, as well as the pristine Ag surface (Figure 6.3c). 

This electron density map shows that the strongest charge transfer is 

within the RbI monolayer, corresponding to the filling of the iodine p-

orbitals, indicated by an increase in electron density in the directions of 

neighboring Rb (the diffuse decrease in electron density surrounding Rb 

indicates charge transfer out of their s-orbitals). However, the charge 

redistribution at the RbI–Ag interface is clearly significant, a 

consequence of both charge transfer and image charge formation. 
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Figure 6.3: Depiction of the chemical interaction between a trigonal RbI 
monolayer and the Ag(111) surface. a) Total electron density sliced along 
the path shown in (c). b) Change in electron density due to interactions 
within the adlayer and between the surface and adlayer. The difference in 
electron density is calculated by subtracting the electron densities of 
isolated atoms in the adlayer and the pristine Ag(111) surface from that 

of the interacting RbI/Ag(111) system: 𝛥ρ𝑒 =  ρ𝑅𝑏𝐼/𝐴𝑔(111) −  ρ𝐴𝑔(111) −

 ∑ ρ𝑅𝑏 −  ∑ ρ𝐼  , where the sums are taken over each atom of the adlayer in 
isolation. The overlaid contour shows the total electron density at 0.135 
electrons Å-3. c) Atomic model of trigonal RbI monolayer, showing the 
path along which the electron density is sliced in (a) and (b). 

Image charge formation, present both at the I–Ag and Rb–Ag interfaces 

leads to more long-range interaction than that caused by charge transfer 

(between iodide and Ag), which implies that the energetics of RbI 

monolayers are more sensitive to the placement of the iodide (rather than 

Rb) ions on the Ag surface. To qualitatively gauge the sensitivity of I–Ag 

charge-transfer to the I and Rb placement on the Ag(111) surface, we 

calculated the energies of individual I and Rb ions on a pristine Ag(111) 



 

89 

 

surface. Our results indicate that I anions strongly prefer the threefold 

hollow sites over directly on top of the Ag atom (top site), with a 

difference in energy of 0.44 eV between the two configurations. Despite 

exhibiting the same binding preference, Rb atoms favor the hollow site by 

only 0.06 eV, which confirms that the energetics of the RbI monolayer 

are more sensitive to the placement of the iodide. Guided by these 

results, we carried out calculations of several different RbI monolayers 

with similar three-fold symmetric structures, but with different 

coordination to the Ag(111) surface. The unit cell of the lowest-energy RbI 

structure found in these calculations (Itop site in Figure 6.2c) contains two 

I anions at threefold hollow Ag(111) sites, consistent with our 

calculations for individual adatoms. 

As a final test of the trigonal RbI monolayer structure, we 

calculated topographic images for each of the different RbI structures 

(Figure 6.4). Experimental STM topographies show an inversion of 

contrast as the bias voltage changes from 0.1 V to 4 V (Figures 6.4a, b). 

Among the different RbI monolayer structures simulated, only the one 

shown in Fig. 6.2c produced the same contrast reversal as the 

experiment (Figures 6.4a, b), as shown in Figures 6.4c,d. 
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Figure 4: a,b) STM topographies (I=30 pA) showing an inversion of 
features between bias voltages of 0.1 and 4.0 V, white outline 
corresponds to smallest periodic unit of the trigonal phase RbI 
monolayer. c,d) DFT calculated LDOS maps integrated from the Fermi 
level up to 0.1 and 1.5 V, with the optimized trigonal phase adlayer and 
unit cell overlaid.   

Analysis of the simulated images allows us to identify the origins of the 

observed contrast: at 0.1 V iodine states dominate the tunneling current, 

and the contrast originates from variations in the heights of I anions 

above the Ag surface, while at 4 V, the tip is further away from the 

surface, spatial resolution is reduced, and the STM images are 

dominated by the LDOS of the sample, rather than the corrugation. 

Variations in the heights of iodine atoms above the surface follows 

directly from their coordination to the Ag(111) surface (Figure 6.3a): the 

iodine directly on top of an Ag atom (Itop) has the largest height above the 

surface, while the two iodines in threefold coordination (Ithreefold) sit 

deeper in a pocket of three Ag atoms. The difference in coordination for 

the threefold iodines lies in the second layer of Ag below the surface, as 
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the Ag atoms coordinated to the ‘dark’ (‘semi-bright’) iodine are 

coordinated to a total of 7 (3) other Ag atoms in the third row below the 

surface. Due to the higher relative coordination to the Ag surface, the Ag 

atoms bound to the ‘dark’ iodine propagate the image charge polarization 

more effectively, forming a strong image charge, and leading to a stronger 

attractive force on the ‘dark’ threefold iodine. Meanwhile, at larger biases, 

rubidium has the most unoccupied states, providing the most significant 

contribution to the tunneling current. The two threefold iodines each 

provide similar contributions to the tunneling current, while the top site 

iodine provides the least. In this energy range, Rb has the most 

unoccupied states, providing the most significant contribution to the 

tunneling current. The two threefold I anions each provide similar 

contributions to the tunneling current, while the top site I anion provides 

the least. This follows from a simple chemical explanation: the reduced 

coordination of the top-site iodide induces less splitting of atomic states 

and fewer unoccupied states available to contribute to tunneling, relative 

to those in the threefold hollow sites. There is no variation in the 

coordination of Rb+ in the trigonal phase, meaning they have 

approximately identical LDOS contributions to the tunneling current. 

We now move on to the structural characterization of the “square 

planar” (square in the following) phase type. At low bias voltages (right part 

of Figure 6.1b), the topography consists of approximately identical 

protrusions, which can be described by two orthogonal lattice vectors 
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oriented parallel (𝑆1̅01) and perpendicular (𝑆1̅21̅) to the [1̅01] direction on the 

Ag(111) surface (Figure 6.5a). The protrusion spacing is on the order of the 

bulk RbI nearest same species neighbor distance (5.3 Å), which suggests 

that these protrusions are individual ions of the same species. As our 

calculations of the trigonal phase consistently show that the tunneling 

current is dominated by unoccupied iodine states at low voltage, it is likely 

that the protrusions are individual iodide ions. This interpretation is 

consistent with STM results of NaCl, where only Cl anions are imaged as 

protrusions at low bias voltage.11, 17, 21 Intriguingly, the topography of this 

phase is dramatically different when sampled with a higher bias voltage 

(2V in Figure 6.5b), where the unit cell is an elongated rhomboid defined 

by two distinct lattice vectors (Lshort and Llong) with an incident angle of 

approximately 79°. Based on our DFT calculations, we expect the 

tunneling current at this voltage range to be primarily affected by the 

LDOS of Rb ions. As a result, the significantly larger magnitudes of Lshort 

and Llong relative to 𝑆1̅01 and 𝑆1̅21̅ suggests that the LDOS of Rb varies with 

respect to the Ag surface coordination. This finding can be explained by a 

moiré pattern, in which the LDOS of the Rb atoms varies with their registry 

to the Ag(111) surface. The existence of a moiré pattern is further 

supported by the orientation of the square phase with respect to the 

Ag(111) surface, as 𝑆1̅01 and 𝑆1̅21̅ are parallel to [1̅01] and [1̅21̅], but 80.1% 

and 4.0% longer respectively. This creates a lattice mismatch that is 
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commensurate with a periodicity defined by Lshort and Llong, corresponding 

to approximately 5 and 30 Rb–Rb interatomic distances. 

 
Figure 6.5: a) STM topography (-10 mV, -100 pA) of a domain boundary 
between trigonal phase (left) and square planar phase (right) RbI 
monolayers, showing the orientation of topographic features in each 
domain type with respect to the Ag(111) surface. The lattice dimensions 
shown in a,b are each the average of 10 measured values. b) STM 
topography (2.0 V, 10 pA) of a square RbI domain, with the DFT 
calculated unit cell of the moiré pattern overlaid. c,d) DFT calculated 
LDOS map of the square domain integrated up to 0.1 and 4 eV above the 
Fermi level, interpolated at distances from the surface of 5 and 25 Å 

respectively. The short lattice dimensions are an average of all atoms in 
the unit cell of the atomic model.  
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To further investigate the structure of the moiré pattern formed by 

the square phase, we have used DFT to optimize a variety of structures 

exhibiting square symmetry and the periodicity shown by Lshort and Llong. 

The resulting structure (Figure 6.5c,d) reproduces the magnitudes of all 

experimental determined lattice parameters (𝑆1̅01, 𝑆1̅21̅, Lshort, Llong) to 

within the error of our measurements. Using this structure, we have 

simulated STM images at low and high bias voltages to compare to our 

experimental findings. At low bias (Figure 6.5c), the topography consists 

of protrusion features corresponding to individual iodide ions, which is 

consistent with our experimental findings. At higher bias (Figure 6.5d), 

our simulated topography yields elongated features similar to those 

observed in experiment. This provides a useful visualization of how the 

LDOS of Rb varies with registry to the Ag(111) surface: Rb ions have a 

larger LDOS and appear brighter due to a correspondingly increased 

contribution to the tunneling current when they are more highly 

coordinated to the Ag(111) surface. The elongated “dark” regions of the 

topography consist of Rb ions that are coordinated mostly to just one Ag 

atom, while the surrounding “bright” regions consist of Rb ions 

coordinated to two or three Ag atoms. This behavior is expected, as 

highly coordinated Rb ions will experience increased splitting of atomic 

orbitals relative to those with less coordination. We find this result to be 

consistent with the behavior of the LDOS in the trigonal phase. 



 

95 

 

We have shown that the behavior of the LDOS for both phase types 

is simply explained by the coordination of RbI to the Ag(111) substrate, 

and that this behavior dictates the monolayer topography at high bias 

voltages. We now extend this explanation to the band gap of the RbI 

monolayer, a value of functional significance for this material. To 

understand the band gap of both phase types and the phase transition, 

we used scanning tunneling spectroscopy to sample a one (spatial) 

dimensional LDOS map across a domain boundary separating the square 

and trigonal phase (Figure 6.6a). Our results show that the band gap is 

slightly smaller in the square phase than in the trigonal phase. The onset 

of the valence (Figure 6.6b, left) and conduction (Figure 6.6b, right) band 

appear approximately constant in the trigonal phase, with a band gap of 

approximately 7.6 eV. Contrastingly, the band gap of the square phase 

varies, with an average band gap of approximately 7.3 eV. To corroborate 

these experimental findings, we have estimated the average band gap 

(Figure 6.6c) for each monolayer phase by plotting a histogram of 

eigenenergies calculated by DFT. These calculations show that the band 

gap of the square phase is smaller than that of the trigonal phase. We 

find these results agree with our previous interpretations of the role of 

coordination in determining the LDOS of ions in the RbI monolayer, and 

can be qualitatively explained as follows. Each ion in the trigonal phase 

is coordinated to three of the opposite species within the monolayer (each 

Rb is coordinated to three I, and vice versa), resulting in the least atomic 
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splitting and the largest band gap. This trend follows for the square and 

bulk phases, in which each ion is coordinated to four and six of the 

opposite species respectively. The spatial variation of the band gap 

observed in the square phase results from variations in the registry of the 

monolayer with the Ag(111) surface. Since variations in the coordination 

of monolayer ions to the Ag(111) surface is much less dramatic in the 

trigonal phase, the band gap does not appear to vary spatially, or does so 

much less significantly than in the square phase. As these findings rely 

mostly on a simple chemical interpretation of the structural 

coordination, they may apply more generally to RbI structures grown on 

other substrates. 

 
Figure 6.6: a) STM topography (V = 2 V, I = 100 pA) of a domain 
boundary between trigonal and square RbI monolayer phases, showing 
the STS line path for the spectra shown in (b); b) LDOS (measured as 
dI/dV) as a function of the bias voltage and position x along the path 
shown in panel(a). In panel b, the individual unoccupied and occupied 
LDOS spectra were normalized separately, for clarity.; c) Histogram of 
DFT calculated eigenenergies for the trigonal and square monolayer 

structures on Ag(111), depicting the reduced band gap of the square 
phase relative to that of the trigonal. 
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Finally, we discuss the origin of the structural bistability observed 

in the RbI monolayer. Fundamentally, the two monolayer phases have 

dramatically different planar atomic densities: 𝜌𝑠𝑞𝑢𝑎𝑟𝑒 = 7.18 atoms/nm2, 

𝜌𝑡𝑟𝑖𝑔𝑜𝑛𝑎𝑙 = 5.01 atoms/nm2. We have calculated the binding energy of 

these structures to be 0.30 eV (square) and 0.54 eV (trigonal) per atom, 

indicating that the trigonal phase is energetically preferable. However, 

since the square phase is clearly prevalent despite exhibiting a smaller 

binding energy, we believe its presence to be related to the density of RbI 

ions on the surface. When the density of RbI ions on the surface is 

greater than the maximum planar density of the trigonal structure 

(ρtrigonal), the trigonal monolayer phase can no longer be formed. In this 

case, there are two possibilities: 1) the RbI forms a bilayer of the trigonal 

monolayer; 2) the RbI reconstructs to the square phase. To test the 

likelihood of these possibilities we utilized DFT to optimize a double-layer 

form of the trigonal structure, which resulted in a planar density of 

10.02 atoms/nm2 and a binding energy of 0.21 eV per atom. This result 

suggests that it is energetically favorable for the monolayer to 

reconstruct to the square phase rather than to grow a second trigonal 

layer. However, it is also possible that, since these structures are 

kinetically trapped by the cryogenic conditions of our experiment, the 

binding energy does not offer a complete picture of the interactions that 

dictate single-layer growth of the RbI monolayer. In other words, as the 
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RbI monolayer is grown, the interactions between Rb and I may be more 

important than the Rb–Ag or I–Ag interactions (as shown in Figure 6.3).  

To test this, we examine the formation energies of the two monolayer 

phases in the absence of Ag(111) surface interactions, which shows that 

the square phase has a formation energy more favorable than the 

trigonal phase by 0.39 eV. This finding suggests that, as the density of 

the adlayer increases the interactions within the adlayer dominate, thus 

making the square phase more favorable. In conclusion, the bistability of 

the RbI monolayer can be explained by a combination of the binding 

energy of the monolayer to Ag(111) and the intra-adlayer interactions. 

Since the particular mechanism behind adlayer growth is beyond the 

scope of this work, we believe the density dependent reconstruction 

offers the best explanation a complete discussion of factors contributing 

to the bistability of the RbI monolayer. 

6.5. Conclusion 

We have identified and characterized two unique monolayer 

structures of RbI, which are structurally distinct from the bulk crystal. 

The bistability of these structures can be explained within the context of 

energetics, in which the structures observed in our experiment 

correspond to true potential energy minima. This behavior is drastically 

different than has been reported by STM for other alkali halides, in which 

only a single phase type was observed (similar to the square phase 

discussed here). The two RbI structure types yield different electronic 
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properties, which we find to be simply explained by differences in 

coordination and the resultingly proportionate extents of splitting this 

induces for the atomic orbitals of Rb and I. Due to the simplicity of this 

explanation, we expect this behavior to hold true for other strongly ionic 

structures grown on highly polarizable substrates. However, the 

bistability of phase types is also a unique result of the relative lattice 

constants for RbI and Ag(111), so we do not expect it to persist for all 

polarizable substrates. 

6.6. Bridge to Chapter VII 

We have determined the crystal structure and the surface atom 

coordination of a never-before-seen exotic crystal structure not found in 

bulk alkali halide crystals, and determined the origin of the how two 

distinct RbI crystal structures are simultaneously stable on the Ag(111) 

surface. We now turn our attention to how defects in a monolayer of RbI 

affect the electronic structure of the thin film, and what influence those 

defects have on carbon nanotubes (CNTs) deposited on top of the film. As 

CNT based devices are starting to leave university research labs and 

enter the realm of consumer devices, understanding the impact a 

dielectric interface has on the CNT electronic structure, and how any 

defects might adversely affect device performance is essential for future 

applications. 
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CHAPTER VII 

IMPACT OF SUBSTRATE DEFECTS ON THE ELECTRONIC 

STRUCTURE OF SINGLE-WALLED CARBON NANOTUBES 

The experimental work described in this chapter was conducted by 

Benjamin N. Taber, Christian F. Gervasi, and myself. Benjamen Taber, 

and I analyzed experimental data. I was the primary author of the paper 

that has not yet been submitted (as of November 1, 2021) and upon 

which this chapter is based, with assistance and guidance from George 

V. Nazin 

7.1. Introduction 

As electronic devices continue to shrink, silicon's limitations as a 

transistor channel material becomes increasingly more difficult to 

overcome. Due to their one-dimensionality, size, defined structure, and 

ballistic charge transport properties,1-2 single-walled carbon nanotubes 

(CNTs) are a leading replacement channel material.3 Many devices 

incorporating defect-free CNTs perform over an order-of-magnitude worse 

than their theoretical capability due to interactions between the SWCNTs 

and defects in the gate dielectrics and source and drain contacts.1, 4-5 

Understanding the impact of defects in the dielectric as well as the metal 

electrode on the CNT electronic structure is crucial for understanding 

single- and bulk-device behavior, but bulk experimental techniques are 

unable to resolve nanoscale interactions. STM can uniquely investigate 

the physical and electronic details of these interactions. Here, we use 
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STM to probe the physical structure and local density of states (LDOS) of 

CNTs adsorbed on both a dielectric and metal, as well as the LDOS of the 

substrate and its impact on the CNT LDOS. In these studies, monolayer 

RbI serves as a model dielectric and Au(111) serves as a model metal 

electrode for CNT-based devices. 

7.2. Methods 

 Experiments were carried out in a home-built ultrahigh vacuum 

(UHV) cryogenic STM system.6 All imaging and spectroscopic 

measurements were carried out at 26 K using electrochemically etched 

silver tips. A Au(111)/mica substrate was prepared in situ by using 

multiple neon sputter/anneal cycles. A sub-monolayer of RbI was 

deposited on to the Au surface (held at room temperature) via in situ 

sublimation in UHV conditions, then it is annealed at 40 °C for one hour. 

CNT(obtained from Sigma-Aldrich, >95% (carbon as CNT)) were deposited 

onto the RbI/Au(111)/mica substrate using the in-vacuum dry contact 

transfer method.7-10  

7.3. Results and Discussion 

 RbI has previously been used as a dielectric in STM studies on 

Ag(111), and Cu(331)11-12, but to date no studies of RbI on Au(111) have 

been reported. We observed that on Au(111), the RbI formed crystal 

islands of various sizes (from a few nm to tens of nm). The RbI formed 

single-layer crystals with a quasi-hexagonal pattern (Figure 7.1a) 

identical to the “trigonal planar” phase reported on Ag(111), and STS of 
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pristine RbI crystals (not shown) revealed a band gap of ~6.2 eV, in good 

agreement with the bulk.13-15  

 The Au(111)-(22 × √3) herringbone reconstruction was not 

observed through the RbI monolayer, unlike NaCl deposited on the 

Au(111) surface.16 This suggests that either; 1) the interactions between 

the adlayer and the substrate cause the Au(111) substrate surface to 

reorganize out of the (22 × √3) configuration; or 2) the physical size of the 

ions in the adlayer and the intralayer interactions position the adlayer 

ions at a sufficient height above the substrate that the small (~0.15 Å) 

height differences in the herringbone structure do not affect the height of 

the adlayer considering the height difference between the protrusions 

and the depressions within the adlayer are (~0.30 Å). When NaCl is 

deposited onto a Cu(211) substrate, the Cu(211) surface will reconstruct, 

and NaCl will selectively grow only on the newly formed (311) facets.17 

Previous studies on molecular coverage have shown the removal of the 

Au(111)–(22 × √3) reconstruction with adlayer coverages as low as 0.25 of 

a monolayer.18-20 DFT has been used to calculate the reconstruction 

energy and individual adsorbates (adatoms, sulfhydryl groups) decrease 

the reconstruction energy and will eventually remove the Au(111)–(22 × 

√3) reconstruction as coverage levels increase.21  

It is therefore highly likely that the Au(111) surface has 

reconstructed into something other than the (22 × √3) structure in order 

to optimize interfacial lattice matching between the RbI layer and the Au. 
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It was shown that on Ag(111) when the RbI coverage is low it is 

energetically favorable to form the trigonal planar structure over the 

usual (100) terminated structure. Given the difference in lattice 

parameters between Ag (2.942 Å) and Au (2.950 Å) is only 0.27% the 

Ag(111) trigonal planar coordination to the substrate has been used, as 

STM parameters for atomic resolution were not found and DFT 

calculations have failed to converge. Follow up experiments with the 

Ag(111) substrate are currently being performed (1 November 2021). STS 

of pristine trigonal planar RbI on Au(111) (not shown) was featureless 

within the band gap similar to STS of pristine trigonal planar RbI on 

Ag(111). Further indicating the Au(111) RbI structure is very similar to 

the Ag(111) trigonal planar structure. 

 Of interest are the unique linear defects found in otherwise pristine 

RbI islands. The linear defects are aligned parallel to the <110> surface 

direction, they bisect the entire RbI island, only change directions by 120 

°, and are found in both narrow and wide varieties, with a width of ~1 

nm in the narrow part of the defect region, corresponding to 

approximately three bulk RbI lattice parameters (3.66 Å), and ~2 nm in 

the wide region (Figure 7.1a). STM topography imaging of the RbI crystal 

surrounding the faults revealed that the quasi-hexagonal pattern on 

either side was offset by approximately one-half of a hexagon, suggesting 

that the defects are anti-phase defects. Indicating that more than one 
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RbI crystal seeded and when they met the RbI in one of the crystals was 

offset by one row on the gold substrate, creating a grain boundary defect.  

Figure 7.1. LDOS mapping of RbI grain boundary default. (a) STM 
topographic image. (b, c) LDOS (measured as dI/dV) as a function of the 
bias voltage and position x along the paths shown in panel a. (d) 2-D 
LDOS maps of the region in (a) outlined in the white dashed line. (e) 
Individual LDOS spectra from panel b measured at points B1 through B4. 

Spectra are offset for clarity. (f) Individual LDOS spectra from panel c 
measured at points C1 and C2. Spectra are offset for clarity. 

One-dimensional (1D) LDOS mapping bisecting the “double-wide” 

anti-phase defect reveals states in the band gap just below the 

conduction band at ~3.15 V (one peak) and ~3.30 V (two peaks), with the 

pristine conduction band onset occurring at ~3.4 V (Figure 7.1b,e). By 

contrast, the “single-wide” anti-phase defect has only one sub-

conduction band peak at ~3.3 V (Figure 7.1c,f). This difference in LDOS 

is further resolved by LDOS mapping in two spatial dimensions (Figure 

7.1d), where individual nodes are both energetically and spatially 

localized within the defect region. In the 3.35 V 2D LDOS map isolated 

regions of depressed LDOS are found in a single row within the “single-
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wide” section of the defect while within the “double-wide” area of the 

defect the depressed regions are side-by-side. Of note is the LDOS 

depressions within the “double-wide” defect are not aligned to the 

depressions in the topography of the neighboring RbI, they are aligned 

approximately 40 ° off axis relative to the depressions of the RbI located 

to the left of the defect. Further supporting the grain boundary defect 

assignment. 

 
Figure7.2. (a) STM topographic image of a CNT adsorbed on a RbI island 
on Au(111), with noted CNT defects. (b) Enhanced contrast version of (a) 
with noted RbI "slip-stick fault" defects. Bias 1 V, 2 pA set point. 

 We investigated several CNTs adsorbed on both the RbI and 

Au(111), but here we will focus on one particularly interesting example of 

a CNT adsorbed across a monolayer RbI crystal (Figure 7.2). STM 

imaging revealed that the CNT had two defects (likely Stone-Wales or 
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similar carbon coordination defects)22 on the section of the nanotube 

adsorbed on the RbI crystal (Figure 7.2a). The RbI crystal contained 

defect-free regions separated by several linear defects, several of which 

crossed beneath the CNT (Figure 1b).  

 1D STS LDOS mapping of the CNT shows a correlation between the 

CNT local density of states (LDOS) and the topographic features of the 

RbI (Figure 7.3). 1D LDOS mapping of the RbI adjacent to the CNT 

(Figure 2b,d) reveals lower-lying unoccupied electronic states in the RbI 

linear defect regions (Figure 7.3 red lines, left side and yellow lines, right 

side; spectra adjusted to align to CNT LDOS map) as opposed to the 

defect-free regions. Interestingly, these RbI defect features correspond to 

particle-in-a-box (PIAB) -like features in the CNT LDOS (Figure 7.3c, 

green lines), with the spatial extent of the confining potential of the box 

approximately defined by the width of the RbI linear defect beneath the 

CNT. The LDOS of the CNT conduction band (0.7 V) is relatively 

consistent in the regions not immediately adjacent to the RbI defects, 

indicating there is only a weak electrostatic interaction between the CNT 

and the pristine RbI. There is some localized band bending of the 

conduction band as we travel from point D to point E, and this bending 

tracks very closely to the interface state in the RbI layer as shown in 

Figure 7.3c,d, same with the region between points F and G, indicating 

the defect states of the RbI grain boundary defect are clearly impacting 

the CNT LDOS. The valance band being at a minimum value (closest to 
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the fermi level) within the same regions (D to E and F to G) where the 

conduction band is at a maximum (highest above the fermi level), is 

indicative of periodic doping of the CNT,9 most likely do to the RbI grain 

boundary.  

 

Figure 7.3: STS line scans along the length of a CNT adsorbed on RbI 
and along the adjacent RbI. (a) Grayscale STM image of the CNT 
adsorbed on RbI from Figure 1 with highlighted RbI defects (black lines). 
In order to better approximate the LDOS of the RbI beneath the CNT, RbI 
scans were adjusted down by 3.4 nm and up by 2 nm for the left and 
right sides, respectively, with the original paths of the RbI STS lines 
indicated by dashed white lines in (a). (b) Adjusted STS line of the RbI to 
the left of the CNT. (c) STS line scan of the CNT along the path indicated 
by the black dashed line in (a). (d) Adjusted STS line of the RbI to the 
right of the CNT. Red and yellow dashed lines correspond to observed 
features in the left- and right-side RbI scans, respectively, and the green 
dashed lines correspond to features in the CNT LDOS. 1 V bias set point 
for (b)-(d). 



 

108 

 

 To further investigate the modulation of the CNT LDOS by the RbI, 

we performed 2D LDOS mapping of both the CNT and the surrounding 

RbI (Figure 7.4a), centered on the area denoted by lines G-I in Figure 7.3. 

Here, the RbI grain boundary defect acts as a confining potential, 

resulting in a PIAB-like feature in the unoccupied CNT LDOS (Figure 

7.4b). This PIAB feature is more clearly observed with two-dimensional 

LDOS mapping (Figure 7.4c), where the RbI in the defect region shows 

enhanced LDOS at low bias (0.25 and 0.50 V) and the PIAB-like zero- 

and one-node features in the CNT LDOS appear at higher bias (0.55 and 

0.675 V, respectively). Of note is the disorder in the CNT valance band 

starting just above point J, this appears to be the start of a section 

 

Figure 7.4. Spatial mapping of RbI grain boundary defect induced 
variations in CNT LDOS. (a) STM topographic image. (b) LDOS (measured 
as dI/dV) as a function of the bias voltage and position x along the paths 
shown in panel a. (c) 2-D LDOS maps of the region in (a) showing 
enhanced LDOS of the RbI in the defect region (0.25 and 0.50 V) and the 
corresponding localized zero- and one-node features in the CNT LDOS 
(0.55 and 0.675 V, respectively). 
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of the CNT either on the very edge of the RbI island or off the island and 

suspended above the Au substrate. The existence of a mid-band gap 

state at 0.1 V, and the accompanying shift in the valance band to ~-0.1 V 

could be due to charge redistribution at the RbI island edge caused by 

the Smoluchowski effect.23-24  

 The grain boundary defects in the RbI have a small height (~0.25 

Å)  difference as compared to the pristine trigonal planar structure. This 

raised region reduces the distance between the CNT and the RbI, much 

as the ridges in the Au herringbone (22 × √3) reconstruction have been 

shown to do.5 This reduced distance leads to more electrons being 

transferred from the CNT to the RbI (and vice versa when the sample is 

negatively biased relative to the tip) in the region of the RbI grain 

boundary defect. The difference in lattice match between the CNT and 

the trigonal planar RbI versus the CNT and the RbI grain boundary is 

most likely different, and therefore the interaction between the CNT and 

the RbI is inhomogeneous, again changing the charge transfer 

characteristics of the CNT. As STS has shown (Figures 7.1 and 7.4) there 

is an increased LDOS within the grain boundary, both at voltages 

directly above the fermi level (Figure 7.4c) and just below the conduction 

band (Figure 7.1d). This increased LDOS acts as a localized interface 

dipole, 25 combined with the increased electron flow, the inhomogeneous 

charge transfer, can act as an energy barrier for charge carriers,5, 25 and 

therefore create the PIAB-like states observed in the conduction band.  
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7.4. Conclusion 

 In this chapter we used STM/STS to investigate the effect pristine 

and grain boundary defects within a sub monolayer of rubidium iodide. 

When the CNT is adsorbed on the pristine region of the RbI there is only 

a weak electrostatic interaction and the wavefunction of the CNT is 

mostly decoupled from the Au/RbI interface state. On sections of the RbI 

monolayer with long-range linear defects the electrostatic interaction 

between the CNT and the RbI is much higher due to; a reduced distance 

between the CNT and RbI leading to increased charge transfer, an 

external dipole localized in the RbI defect, and inhomogeneous charge 

transfer. These results provide insight into the physical reasons why 

many CNT based devices perform so much worse than calculations 

predict. The physical crystal structure of the dielectric used in future 

CNT based transistors will need to be carefully chosen, to maximize the 

lattice matching, minimize the interactions between the substrate and 

the dielectric, while simultaneously minimizing any structural defects in 

the crystal lattice of the dielectric. Future studies on the interaction of 

CNTs on a variety of thin-film dielectrics will be needed.  

7.5. Bridge to Chapter VIII 

We now shift from experimental studies to the practical aspect of 

building a STM. The constraints that are placed on an instrument 

capable of achieving atomic resolution, of performing real space LDOS 

mapping, and most importantly being relatively user friendly are 
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numerous. In the next chapter we will describe the materials, the 

methods, and why each was chosen in fabricating the piezo-electric 

ceramic scanner that was used for the experimental work contained in 

this dissertation. We will also describe measures taken to isolate the 

system from any electromagnetic interference or radio frequency 

interference from sources internal and external to the STM itself. 
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CHAPTER VIII 

MAGNETIC COUPLING STM SCANNER  
 

8.1. Introduction 

The Pan style design of our STM,1 the choice of PZT-4 as the 

piezo-electric ceramic (piezo) for the scan tube, combined with the small 

diameter and thin walls of the piezo scan tube, means the piezo is 

structurally weak to any external lateral force exerted on the scan tube. 

The original design of the STM scanner (Figure 8.1) required the tips to 

be inserted laterally into a ceramic holder epoxied directly into the top 

opening of the piezo scan tube. The titanium tip stack shield has a small 

guide cut out that aligns the tip with the ceramic tip holder. If, when the 

tip is inserted through the titanium tip stack shield into the ceramic tip 

holder, the tip is slightly misaligned there is a good chance of breaking 

the piezo scan tube. If the handle on the tip holder is slightly askew the 

tip holder will be misaligned relative to the ceramic tip holder. The 

wobble stick used to manipulate items inside the chamber is directly 

coupled to atmospheric pressure and there is no pressure feedback when 

extending into the chamber, thus making it possible to apply a great deal 

of force onto whatever the working end of the wobble stick touches. The 

STM is designed to allow for Scanning Tunneling Luminescence 

experiments, which necessitates as much open space as possible in the 

bottom of the STM, eliminating the possibility of rigidly docking the 
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scanner assembly to eliminate the lateral forces present when 

exchanging a tip. 

 

Figure 8.1. Exploded view of the original STM scanner assembly. Note: 
The titanium piezo shield (which is epoxied into the sapphire slider and 
surrounds the scan tube) has oval cut outs that align with the four 
quadrants on the scan tube to allow for making electrical connections to 
the piezo, the Ceramic Tip Holder is epoxied into the Scan Tube, and the 
slider has smooth sapphire faces (white) that are epoxied onto the 
alumina body (light grey), none of the wires are shown.  
 
8.2. Magnetic Coupling System 

I developed a magnetic coupling system (Figure 8.2) to mate the tip 

and the scan piezo in order to eliminate the lateral forces exerted upon 

the scan tube during tip exchanges. A magnetic coupling system was 

chosen for several reasons, with the most important considerations 

being, the design self-centers the tip, the magnets pull the tip vertically 

down into place thereby eliminating the lateral stress on the piezo scan 

tube, and the magnets ensure the tip has a good electrical connection 

with the preamp. Some of the secondary benefits of the magnetic design 

are, the addition of a shielding plane in between the scan tube and the 

tip, and improved shielding around the high voltage piezo wires in order 

to reduce any possible electromagnetic interference (EMI) or radio 

frequency interference (RFI).  
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Figure 8.2. Exploded view of the new magnetic STM scanner assembly. 
Note: The titanium piezo shield (which is epoxied into the sapphire slider 
and surrounds the scan tube) has oval cut outs that align with the four 
quadrants on the scan tube to allow for making electrical connections to 
the piezo, the slider has smooth sapphire faces (white) that are epoxied 
onto the alumina body (light grey), none of the wires are shown. 
 

The magnetic stack was designed so that a layer of EMI/RFI 

shielding was added to reduce any possible capacitive coupling between 

the tunneling current wire, the piezo and wires. Gold-plated copper foil 

was chosen for both the shielding and the tunneling current connections, 

as copper is easily formed, has a thermal expansion coefficient close to 

that of the sapphire insulators, is highly conductive (~6 × 107
 S/m), and 

with the gold coating will not oxidize while curing the epoxy used in 

atmosphere. The EMI/RFI Au/Cu foil shield is electrically connected to 

the titanium piezo shield, the titanium tip stack shield, and connected to 

common on the STM controller. This is the only electrical connection to 

common for the STM controller as all other common connections for the 

STM are through a separate coarse approach piezo motor controller.  

Sapphire was used to electrically isolate the tunneling current 

connection from the shielding plane. Sapphire was chosen as the 

insulator as it is a good thermal conductor (~35 – 40 W/(m⋅K)), has a 
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good dielectric constant, has a long history of being used in cryogenic 

systems, and is easily available in optically flat disks. I choose to use a 

thicker disk than necessary to reduce any possible capacitance between 

the shielding plane and the tip/preamp connection plane. Of note is that 

the optically flat disks have a very smooth surface and need to be 

“roughed” up to provide the epoxy with enough surface area to make a 

strong bond, I used 5 micron diamond sandpaper and a clean flat plane 

provided by the machine shop, each side of the sapphire disks only 

required a few seconds of sanding to roughen them up enough. 

The structural connection between the scan tube and the magnetic 

stack was designed so that rather than have the bottom lip of the 

ceramic tip holder inside the hollow piezo scan tube, a small sapphire 

disk is epoxied on top of the scan tube. None of the magnetic stack 

extends down inside of the piezo scan tube, this ensures that any lateral 

force applied to the magnetic stack will cause the epoxy holding the 

sapphire disk to fail before the piezo scan tube breaks. 

The electrical connection point between the wires leading to the 

preamp and the tip is the layer of gold coated copper foil directly 

connected to the Samarium Cobalt (SmCo) magnets. In the original 

design of the STM (Figure 8.1) the electrical connection between the 

preamp and the tip was a small titanium ball bearing in the scanner 

ceramic tip holder and a strip of gold on the bottom of the removable 

STM tip holder (his provided an unreliable preamp-tip connection which 
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required great care to determine if the tip was electrically connected and 

would intermittently fail requiring the reseating the tip and therefore 

increasing the chance of the piezo breaking). The SmCo magnets which 

are electrically conductive are epoxied to the center of the top layer of foil 

using an electrically and thermally conductive epoxy. The foil is epoxied 

to the sapphire disk using an electrically isolating and thermally 

conductive epoxy. The STM tips sit directly on top of the SmCo magnets 

creating an electrical connection between the tip and the preamp. 

SmCo magnets were chosen over the other varieties of permanent 

magnets for several reasons. The STM operates at UHV conditions thus 

requiring all components be; UHV combatable, able to withstand high 

temperatures (~200 °C) bakeouts, function at cryogenic temperatures 

(~20 K), and have a coefficient of thermal expansion that is close to the 

rest of the components. SmCo are one of the strongest permanent rare-

earth magnets, with only neodymium-based magnets being stronger. 

SmCo has a Curie temperature (700 – 800 °C depending on grade) much 

higher than that of neodymium-based magnets (310 – 400 °C depending 

on grade). SmCo magnets have better temperature coefficients than 

Neodymium, so they offer more stable magnetic fields over a wider 

temperature range. SmCo magnets have a proven track record of 

functioning at temperatures as low as 2 K and as high as 700 K, and in 

pressures ranging from 1 × 10-11 torr to greater than 1500 torr.2-7 We 

used SmCo magnets coated with three layers, nickel, copper, then nickel 
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again, this prevents the sintered SmCo from fracturing, prevents 

corrosion, and improves the electrical connection between the tip and the 

preamp. Figure 8.3 shows the completed magnetic STM scanner 

assembly, note that the titanium tip stack shield is 1.0 mm short of the 

top of the SmCo magnets insuring the magnetic nickel tip holder cannot 

accidently make contact with the titanium shield. 

 The wire connecting the tip to the preamp is a very flexible coax 

cable with 38 AWG copper conductor wire and gold-plated copper 

braided shield with fluorinated ethylene propylene (FEP) as both the 

inner dielectric insulator and the outer dielectric sheath. The conductor 

is soldered directly to the Au/Cu foil the SmCo magnets are epoxied 

onto, and the braided shield is cut to prevent any electrical connections 

to the titanium tip stack shield or the tunneling current connection. Our 

STM control software uses single-ended measurements and as such any 

electrical noise is only on the tunneling current wire. The tunneling 

current wire runs along the exterior of the STM body (as do the high 

voltage piezo wires and the low voltage sample bias wire), to minimize 

any electrical noise from the nearby piezos as well as protecting the very 

thin FEP outer sheath I added a second layer of shielding, a bare silver-

plated copper braided sheath, which is rigidly connected to the body of 

the STM providing an electrical connection to common, and is cut short 

to prevent any electrical connection to anything except the STM body. 
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Figure 8.3. Fully assembled magnetic STM scanner assembly. NOTE: 
The current design uses 38 AWG coax cable for the tunneling current 
wire, and not the 34 AWG twisted pair visible in this picture. 
 

The new magnetic scanner assembly design necessitated a 

complete redesign of the STM tip holders. The new tip holders (Figure 

8.4) are laser cut from 0.005” nickel and folded into the final shape. The 

sockets that hold the silver tip are gold flash over nickel, with a beryllium 

copper spring. The sockets are soldered to the nickel tip holder to provide 

a solid electrical connection between the tip and the magnets, this 

process will change to laser welding in the near future, which will remove 

the temperature limitations inherent in soldered connections. Nickel was 

chosen as it is ferromagnetic, has a very high melting point, has a high 

Curie temperature, high electrical conductivity, good thermal 

conductivity, is both corrosion and oxidation resistant, and is both 

strong yet malleable and ductile. The new tip holders are easier to 

fabricate, structurally stronger, make better electrical connections, and 

are less expensive than the original ceramic body tip holders.  
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Figure 8.4. 3D model of the magnetic STM tip holder. The handle is 
0.005“ Ni, the socket is Au over Ni with a BeCu spring, and the tip is 0.5 
mm diameter polycrystalline Ag. The total length of the tip holder is 
0.32”, the inner height of the handle is 0.112”, and the height of the 
socket is 0.178”. 

The new nickel magnetic STM tip holders required that a number 

of UHV chamber items be completely redesigned; the precision magnetic 

manipulator used to exchange samples and tips between the load lock 

and the main UHV chamber; the “carousel” module inside the main 

chamber used to store samples (mounted on molybdenum sample 

holders) and tips; and the “heater” a multifunctional processing module. 

These modules required machined parts with ceramic tip holder slot 

cutouts be replaced with new machined parts with SmCo magnets. 

8.3. Tunneling Current Noise Reduction 

 The magnetic STM scanner assembly was designed to not only 

make it safer and easier to replace the tip, but it was also designed to be 

less susceptible to EMI/RFI. To complement the new scanner assembly, 

numerous additional EMI/RFI reduction measures were taken to reduce 

interference from the electronic equipment in the STM room. The STM 

control hardware and the various electrical vacuum equipment (turbo 
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controllers, ion gauge, ion pump, etc.) are powered by an on-line double-

conversion UPS. We found that with the STM controller connected to the 

UPS the electronic noise in the tunneling current was higher (~2.5 pA at 

2 kHz) than when the controller was connected directly to the wall outlet 

(~1.5 pA at 2 kHz). I found that the isolation transformer built into the 

UPS was allowing electrical noise on the neutral line (not the hot or the 

ground lines) through to the STM control electronics. To eliminate the 

noise from the buildings electrical system both a new on-line double-

conversion UPS, and most importantly a separate ferroresonant isolation 

transformer was installed between the STM control electronics and the 

new UPS.  

 A layer of grounded interference-shielding sleeving and conductive 

copper foil electrical tape were added to the following: the first stage 

preamp, the second stage preamp, the cable running between them, the 

cables running from the second stage preamp to the STM controller, the 

high-voltage cables running from the STM controller to the UHV 

feedthroughs for the scanner assembly, and the high-voltage cables 

running from the coarse approach piezo motor controller to the UHV 

chamber.  

In addition to the measures taken to reduce the EMI/RFI 

interference from outside the UHV chamber measures were taken to 

reduce the interference from sources within the chamber. Along with 

adding a layer of EMI/RFI shielding into the piezo scanner assembly, the 
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high voltage twisted pair wires that run along the exterior of the STM to 

control the: coarse approach piezo motors, the sample alignment piezo 

motor, and the tip cylinder scanner piezo were routed through silver-

plated copper braided shields, which are grounded directly to the body of 

the STM. The low voltage sample bias wire was also routed through a 

silver-plated copper braided shield to reduce the capacitive coupling with 

the sample alignment piezo motor, note that both the low voltage sample 

bias and the high voltage piezo motor wires are independently shielded. 

The electrical connections on the STM thermal shields were rearranged 

so that there was physically as much distance as possible between the 

connection points for the tunneling current wire, the sample bias wire, 

and the high voltage wires.  

If the tip is outside of tunneling range, the sources of noise in the 

tunneling current should be purely electrical in nature due to ground 

loops, capacitive coupling, improper shielding, and the like. With the tip 

within tunneling range and the z-piezo feedback off, not only will 

electrical noise sources be present, but mechanical and acoustical 

sources will appear in the tunneling current as any variations in the tip-

sample separation distance will not be corrected by the control software. 

With the EMI/RFI reduction measures in place at room temperature with 

the tip outside of tunneling range the peak-to-peak (pk–pk) amplitude of 

the tunneling current for the original design of the STM scanner 

assembly was approximately 3 pA, while for the new magnetic design the 
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pk–pk of the tunneling current is approximately 0.75 – 1 pA. At cryogenic 

temperatures with the tip within tunneling range on a clean Au(111) – 

(22 × √3) surface with 1 V sample bias and 20 pA set point (a typical 

setting for performing constant current topographies) the pk-pk for the 

original scanner was approximately 2 pA, while the magnetic design has 

a pk-pk of approximately 1 – 1.5 pA. 

To quantify the difference between the original design of the STM 

scanner assembly and the magnetic design, fourier spectra of the 

tunneling current were (Figure 8.5) taken on a clean Au(111) – (22×√3) 

surface with 1 V sample bias and 20 pA set point at cryogenic 

temperatures shows an order of magnitude decrease in all sources of 

noise between the original design of the STM scanner (blue), and the new 

magnetic scanner assembly (red). This drastic reduction in noise in the 

tunneling current will allow for improved STS measurements by 

improving the signal-to-noise, reduce the integration time necessary for 

individual STS measurements, and give us the ability to perform  

inelastic tunneling (
𝑑2𝐼

𝑑𝑉2) spectroscopy.  
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Figure 8.5. Fourier transform of the tunneling current showing the 
external mechanical/acoustical/electronic noise present in the tunneling 
current using, the original design of the STM scanner assembly (blue), 
and the new magnetic design (red). Maximum noise for the original 
design was 0.95 pA/√Hz at 457 mHz with the second highest being 0.85 
pA/√Hz at 2.0 kHz. Maximum noise for the magnetic design was 65 
fA/√Hz at 38 mHz with the second being 45 fA/√Hz at 2.0 kHz. 
Measurement conditions: tunneling set point 1 V at 20 pA, cryogenic 

temperatures 16 K (blue) 22 K (red), with the z-piezo feedback turned off.  
 
 

 

 



 

124 

 

CHAPTER VIII 

CONCLUSIONS AND PROSPECTS 

 Nanomaterials are already starting to be incorporated into 

consumer electronics (quantum dot TVs), carbon nanotube field-effect 

transistors are starting to be fabricated by the research arms of the 

major commercial companies. As we continue to transition to smaller 

and smaller electronic devices understanding the effect atomic defects 

have on the electronic structure, and therefore charge transport and 

device performance, is the only way to engineer future technological 

progress. Devices are already small enough that quantum tunneling is 

affecting device performance, and the transition from dielectrics such as 

silicon dioxide to the exotic dielectrics, can only buy us so much time. 

The work contained in this dissertation used scanning tunneling 

microscopy and spectroscopy (STM/STS) to “see” the real space effect 

atomic scale defects have on the electronic structure of low-dimensional 

materials.  

 First, we examined hydrogen terminated silicon nanocrystals 

(SiNC). We found that the exposure to trace amounts of oxygen caused 

oxidation defects. These defects not only produced localized electronic 

states, but they also produced states that were delocalized throughout 

the entire SiNC. We used density functional theory (DFT) calculations to 

determine the oxidation defect was caused by either a single oxygen atom 

bridging between two silicon atoms(Si–O–Si), or hydroxyl group attached 
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to one silicon atom (Si–OH). Most importantly this study showed the very 

first steps in the silicon oxidation process. 

 STM was then used to remove individual hydrogen ligands from 

the SiNC surface. This caused the SiNC surface to initially reconstruct 

which cause a reduction in the band gap. As more hydrogen ligands were 

removed, midgap states deep in the band gap appeared, using DFT these 

states were attributed to dangling bonds on the SiNC surface. These 

dangling bonds were capable being charged and discharged repeatably. 

These findings provide a direct visualization of possible scenarios for 

defect generation in SiNC-based optical and opto-electronic devices, 

where surface defects could be created by photo-generated charge 

carriers with sufficient energies. 

 In the final experiment on SiNCs we turned to SiNCs with bistable 

electronic states. We used real-space two-dimensional STS mapping to 

determine the location-dependent voltage onsets of the band edge states 

and show the onsets fluctuate across the surface, unlike crystalline SiNC 

where the band onset is independent of location. A common defect in 

SiNCs is the presence of an amorphous thin (angstrom scale) surface 

layer on an otherwise single crystal SiNC. STM topographies showed 

SiNCs without any obvious crystallographic features, unlike SiNC’s in 

previous studies. Through a combination of varied energetics of bistable 

electronic states, the varied spatial form of the intra band gap states, and 

the alignment with theoretical models for amorphous silicon, we showed 
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charge carrier self-trapping causing local structural changes within the 

SiNC. 

 We then turn from zero-dimensional nanocrystals to the study of a 

two-dimensional (2D) material. A model alkali halide dielectric was 

chosen as they are a well-known material and are widely used in STM as 

a method to decouple an adsorbate from the conductive substrate. We 

use rubidium iodide (RbI) as the model dielectric and using STM and STS 

we show, for the first time, a bistable crystal structure with one of the 

crystal structures a never-before-seen type not found in the bulk RbI 

crystal. The two crystal structures yield different electronic structures 

and  

 We then turn to an investigation of defects in the 2D layer of RbI 

on Au(111) and how those defects influence a carbon nanotube, a one-

dimensional (1D) material, deposited onto both the metal substrate and 

the 2D layer of RbI. Using STM and STS we explore the impact of the 

defect on the electronic structure of the CNT. We correlate the intra band 

gap states in the CNT directly to crystal defects in the underlying 

dielectric. These results provide key insights into the impact external 

defects have on the electronic structure of CNTs. 

 We finally end with a description of the materials and methods 

used to fabricate an upgraded pan-style STM scanner assembly. We go 

into detail on why the radical redesign was necessary and the benefits of 

the redesigned assembly. We end by quantifying the reduction in 
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tunneling current noise. The recently updated STM is ready for the next 

generation of STM experiments, tip-enhanced raman spectroscopy, STM 

induced photoluminescence, near-field optical spectroscopy, and 

inelastic tunneling spectroscopy, all of which require an instrument with 

low frequency vibrations, low thermal drift, and very low electrical noise.  
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APPENDIX A 

SUPPORTING MATERIAL FOR CHAPTER III 

 

Figure A.1. Scanning Tunneling Spectroscopy of SiNCs. (a) 
Representative DOS spectra for five different SiNCs (Set point voltages 
and currents range from 1.0 V to 1.5 V, and 5 pA to 10 pA for the spectra 
shown). (b) Calculated DOS for a model with size comparable to a NC 
featuring spectrum S5 from (a). Occupied and unoccupied states are 
indicated by arrows and marked with an 'H' and 'E' for holes and 
electrons respectively.  
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Figure A.2. STM/STS characterization of NC1. (a) STM topography image 
of NC1 [set point 1.2 V, 5.0 pA]. (b) STS spectra [set point 1.2 V, 10 pA] 
measured at the locations A-I marked in (a). Spectra are offset for clarity. 
Prominent occupied and unoccupied states are marked with an 'H' and 
'E' respectively. Individual DOS peaks are observed at slightly different 
voltages across the NC due to the finite location-dependent voltage drop 
inside the NC. (c-d) Close-up of spectra from B, C and H locations 
showing finer structure (spectra marked “*” were acquired with better 
signal-to-noise ratio by using longer acquisition times).  
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Figure A.3. Reconstruction of the NC shape from STM topography. (a) 
Trajectory of a STM tip over a three-dimensional object when scanned in 

the “constant tunneling current” regime typically used for STM 
topography. Apparent object shape is enlarged and sharp features are 
rounded due to the finite tip-sample distance and the possibility to 
tunnel sideways. Additional broadening occurs, in a similar fashion, due 
to the finite dimensions of the tip apex. Both effects can be accounted for 
(in the first approximation) by assuming that the tunneling current only 
depends on the distance (defined in three dimensions) between the tip 
apex and object of interest. This is equivalent to assuming that the tip 
wavefunctions have an approximately s-orbital nature at the tip apex, a 
common approximation in theoretical calculations of STM images. If the 
tip-object separation R is known [see (a)], then a model of the actual 
object shape can be calculated by constructing a 3D surface that 
consists of points located at identical minimal distances R from the 
experimental topographical surface [see (a)].  

The calculation can also be reversed and a model of the STM 
topography can be recalculated from the calculated NC shape. The 
difference between the experimental STM topography and recalculated 
STM topography can be used as a measure of the accuracy of such a 
representation. The accuracy is affected by the noise in STM topography, 
and the value chosen as R. For example, if R is smaller than the 

characteristic dimensions of all features in the STM topography, the error 
is zero. If features with dimensions smaller than R are present in the 
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STM topography, then they may not contribute to the model of real NC 
shape, and may be lost in the recalculated STM topography, thus adding 
to the error. This means that when R is smaller than the actual gap 
(usually on the scale of several angstroms), the error is mostly dominated 

by the topographic noise and atomic-scale features. However, once R 
exceeds the real tunneling gap (the latter defines the curvature of the 
features in STM topography), an additional component of the error, 
caused by the mismatch between the true and calculated NC shapes, 
becomes non-zero. It is easy to show that the dependence of this error 
component on R is quadratic. In order to find the best fit to the real 
effective gap, we calculated the described error using different values of 
R, and found that at small values of R (where noise dominates) the 
dependence is linear [see (b)]. By subtracting this component from the 
error and plotting its square root as a function of R, we found that at 
higher R the dependence is linear, in accordance with the geometric 
considerations. A linear fit to this function allows us to find the best 
approximation to true R, as shown in figure (b).  
(c) Experimental STM topography of NC1 with its contour lines overlaid. 
(d) Calculated shape of the NC1 using R=0.8 nm. Top facet of NC1 was 
found to be flat and almost horizontal. (e) Model of NC1 digitally 
processed to “sharpen” the features (pseudo-3D rendering). (f-h) Same as 
(c-e) for the NC2. 
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Figure A.4. Volume distribution of theoretical DOS for a model near-
spherical (composition H412Si1087, diameter ~3.5 nm) SiNC without 
impurities. (a) NC geometry. (b-g) DOS for the peaks from Figure 2c. N is 

the number of individual states comprising the peak. First row 
represents the normalized DOS maps on the surface (identical to Figure 
2e-j). Second, third, and fourth rows show bulk unnormalized DOS 
distributions across the main coordinate planes going through the center 
of the SiNC. Each displayed DOS datapoint was averaged over a 3.6 Å-
long segment orthogonal to, and bisected by the corresponding plane.  
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Figure A.5. Bulk cross-sections for individual orbitals of a model near-
spherical (composition H412Si1087, diameter ~3.5 nm) SiNC without 
impurities. Section planes and view angles are the same as in Figure A.4. 
Each displayed DOS datapoint was averaged over a 3.6 Å-long segment 
orthogonal to, and bisected by the corresponding plane. (a) Highest 
occupied molecular orbitals (HOMO). (b) Lowest unoccupied molecular 
orbitals (LUMO).  
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Figure A.6. STM/STS characterization of NC2. (a) STM topography image 
of NC2 [set point 2.2 V, 5.0 pA]. (b) DOS spectra [set point 2.0 V, 20 pA] 
measured at the locations A-I marked in (a). Spectra are offset for clarity. 
Prominent occupied and unoccupied states are marked with an 'H' and 
'E' respectively. (c-d) Close-up of spectra from C, G and J locations.  
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Figure A.7. Theoretical DOS for a model near-spherical (composition 
H114Si175O, diameter ~2 nm) SiNC with a Si=O impurity. Data 
arrangement and markings are the same as in Figure 2. In (c), P2 
corresponds to the defect location. Locations P1 and P3 correspond to 
locations P2 and P3 in Figures 4, S8 and S9. The top and bottom rows in 
(d-j) show opposite sides of the NC. To more closely reproduce 
experimental conditions, all spectra were normalized to give the same 
total current at 1.7 V. 
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Figure A.8. Theoretical DOS for a model near-spherical (composition 
H116Si175, diameter ~2 nm) SiNC without impurities. Data arrangement 

and markings are the same as in Figure 2. In (c), locations P1, P2 and P3 
are the same as in Figures 4 and S9. The top and bottom rows in (d-i) 
show opposite sides of the NC. To more closely reproduce experimental 
conditions, all spectra were normalized to give the same total current at 
1.7 V. 
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Figure A.9. Theoretical DOS for a model near-spherical (composition 
H116Si175O, diameter ~2 nm) SiNC with a Si–OH impurity. Data 
arrangement and markings are the same as in Figure 2. In (c), P1 is the 
same location as in Figure 4. Location P2 corresponds to the defect 
location. Location P3 is positioned on the opposite side of NC with respect 
to P2. The top and bottom rows in (d-i) show opposite sides of the NC. To 
more closely reproduce experimental conditions, all spectra were 
normalized to give the same total current at 1.7 V. 
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Figure A.10. Volume distribution of theoretical DOS for a model near-
spherical (composition H114Si175O, diameter ~2 nm) SiNC with a Si=O 
impurity. (a) NC geometry. (b-g) DOS for the peaks from Figure A.7c. N is 
the number of individual states comprising the peak. First row 
represents the normalized DOS maps on the surface (identical to Figure 
A.7e-j). Second and third rows show bulk unnormalized DOS 
distributions across the main coordinate planes containing the oxygen 
atom. Each displayed DOS datapoint was averaged over a 3.6 Å-long 

segment orthogonal to, and bisected by the corresponding plane. 
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Figure A.11. Bulk cross-sections for individual orbitals of a model near-

spherical (composition H114Si175O, diameter ~2 nm) SiNC with a Si=O 
impurity. Section planes and view angles are the same as in Figure A.10. 
Each displayed DOS datapoint was averaged over a 3.6 Å-long segment 
orthogonal to, and bisected by the corresponding plane. (a) Highest 
occupied molecular orbitals (HOMO). (b) Lowest unoccupied molecular 
orbitals (LUMO). 
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Figure A.12. Volume distribution of theoretical DOS for a model near-
spherical (composition H114Si175O, diameter ~2 nm) SiNC with a Si−O−Si 
impurity. (a) NC geometry. (b-g) DOS for the peaks from Figure 4c. N is 
the number of individual states comprising the peak. First row 
represents the normalized DOS maps on the surface (identical to Figure 
4e-j). Second and third rows show bulk unnormalized DOS distributions 
across the main coordinate planes containing the oxygen atom. Each 
displayed DOS datapoint was averaged over a 3.6 Å-long segment 
orthogonal to, and bisected by the corresponding plane. 
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Figure A.13. Bulk cross-sections for individual orbitals of a model near-
spherical (composition H114Si175O, diameter ~2 nm) SiNC with a Si−O−Si 
impurity. Section planes and view angles are the same as in Figure A.12. 
Each displayed DOS datapoint was averaged over a 3.6 Å-long segment 
orthogonal to, and bisected by the corresponding plane. (a) Highest 
occupied molecular orbitals (HOMO). (b) Lowest unoccupied molecular 
orbitals (LUMO). 
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Figure A.14. Volume distribution of theoretical DOS for a model near-
spherical (composition H116Si175O, diameter ~2 nm) SiNC with a Si−OH 
impurity. (a) NC geometry. (b-f) DOS for the peaks from Figure A.9c. N is 
the number of individual states comprising the peak. First row 
represents the normalized DOS maps on the surface (identical to Figure 
A.9e-i). Second and third rows show bulk unnormalized DOS 

distributions across the main coordinate planes containing the oxygen 
atom. Each displayed DOS datapoint was averaged over a 3.6 Å-long 
segment orthogonal to, and bisected by the corresponding plane. 
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Figure A.15. Bulk cross-sections for individual orbitals of a model near-
spherical (composition H116Si175O, diameter ~2 nm) SiNC with a Si−OH 
impurity. Section planes and view angles are the same as in Figure A.14. 
Each displayed DOS datapoint was averaged over a 3.6 Å-long segment 
orthogonal to, and bisected by the corresponding plane. (a) Highest 
occupied molecular orbitals (HOMO). (b) Lowest unoccupied molecular 
orbitals (LUMO). 
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Figure A.16. Volume distribution of theoretical DOS for a model near-

spherical (composition H116Si175, diameter ~2 nm) SiNC without 
impurities. (a) NC geometry. (b-f) DOS for the peaks from Figure A.8c. N 
is the number of individual states comprising the peak. First row 
represents the normalized DOS maps on the surface (identical to Figure 
A.8e-i). Second and third rows show bulk unnormalized DOS 
distributions across the main coordinate planes containing the oxygen 
atom. Each displayed DOS datapoint was averaged over a 3.6 Å-long 
segment orthogonal to, and bisected by the corresponding plane. 
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Figure A.17. Bulk cross-sections for individual orbitals of a model near-
spherical (composition H116Si175, diameter ~2 nm) SiNC without 
impurities. Section planes and view angles are the same as in Figure 
A16. Each displayed DOS datapoint was averaged over a 3.6 Å-long 
segment orthogonal to, and bisected by the corresponding plane. (a) 
Highest occupied molecular orbitals (HOMO). (b) Lowest unoccupied 
molecular orbitals (LUMO). 
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Figure A.18. Comparison of theoretical DOS for model near-spherical 
(diameter ~3.5 nm) SiNCs with and without impurities. (a) Geometry of a 
NC with a Si=O impurity and composition H410Si1087O. (b) Calculated 1D 
DOS map as a function of bias voltage and position x along the path 
shown in (a). (c) Individual DOS spectra from (b) measured at points P1 
through P3. Spectra are offset for clarity. (d-f) Same as (a-c) for a NC with 
a Si−O−Si impurity and composition H410Si1087O. (g-i) Same as (a-c) for a 
NC with a Si−OH impurity and composition H412Si1087O. (j-l) Same as (a-
c) for a NC without impurities, and composition H412Si1087. To more 

closely reproduce experimental conditions, all spectra were normalized to 
give the same total current at 1.35 V. 
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A.1 Free-standing H-SiNCs synthesis 

 Free-standing H-SiNCs were synthesized following a modified 

literature procedure1. Trichlorosilane (HSiCl3, ≤ 98%; Alfa Aesar), 

pentane (anhydrous C5H12, Sigma-Aldrich), aqueous hydrofluoric acid 

(HF, 48.0–51.0%, Fisher Scientific), aqueous hydrochloric acid (HCl, 12N, 

Fisher Scientific), and ethanol (anhydrous EtOH, ACS grade, Pharmco-

Aaper) were purchased for syntheses and used without further 

purification. 

A Schlenk line was utilized to maintain an air-free environment 

during the sol-gel polycondensation with Ar flow as the inert gas. Other 

synthetic procedures, such as etching and solvent media switching, were 

done in air. For all aqueous solutions, electrophoretically pure water 

(nanopure water, 18 MΩ•cm resistivity) was used for aqueous mixtures 

preparation.  

 In a typical reaction, 4.5 mL of HSiCl3 (45 mmol) was injected into 

a two-necked round-bottom flask, equipped with a small PTFE-coated 

magnetic stir bar. The flask with HSiCl3(l) was cooled in an ice bath for 10 

minutes, then an aliquot (90 mmol) of nanopure water was quickly 

injected into the flask to accomplish hydrolysis and polycondensation of 

HSiCl3. The mixture was cooled for another 3 minutes, then left under 

flowing Ar for 18h to purge HCl(g) byproduct. The resulting sol-gel 

hydrosilicate polymer was subsequently dried in vacuo for 18 hrs. This 

solid precursor was placed in an alumina boat, and was annealed at 
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1100 °C under flowing N2 in a horizontal tube furnace (Lindberg Blue, 

Model TF55035A, Lindberg Scientific, Asheville, NC) for 10 hrs to 

produce nanocrystalline Si nanoparticles (NC Si NPs) embedded in SiOx 

(x ≤ 2) matrix (NC Si NPs/SiOx). The annealed NC Si NPs/SiOx powders 

(0.5 g) were ball-milled for 10 seconds in a tungsten carbide lined milling 

vial with two 1 cm tungsten carbide balls using a Spex 8000M mill mixer 

(SPEX SamplePrep, Metuchen, NJ). The milled NC Si NPs/SiOx powder 

was subsequently etched in a chemical etching solution of 1:1:1 (by 

volume) ethanol/water/HF(aq) for 1 hr to liberate hydride-terminated Si 

NPs (SiNCs), which were then partitioned into pentane by biphasic 

extraction (10 × 5 mL of pentane extractions).  
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APPENDIX B 

SUPPORTING MATERIAL FOR CHAPTER IV 

 

 

Figure B.1. Impact of the finite bias voltage drop inside a SiNC on the STS 
spectra. (a) “Direct” tunnelling through an occupied electronic state with 

energy 𝐸𝑆 below the Fermi level (EF) of the Au(111) substrate 
(corresponding states shown in blue). In a biased tunnel junction 

involving a SiNC (corresponding states shown in red), a finite voltage 
drop occurs across the SiNC volume changing the energy of all electronic 

states by 𝛼𝑒𝑉𝐵, where 𝑉𝐵 is the bias voltage, and 𝛼 < 1 is a function of the 
SiNC dimensions and dielectric susceptibility. Tunnelling into the state 
thus occurs when the Fermi level of the tip is aligned with the electronic 

state, which happens when 𝐸𝑆 = (1 − 𝛼)𝑒𝑉𝐵 (here, and everywhere in 
Figure B.1, we assume that all quantities are positive). The onset 

tunnelling voltage can thus be calculated as 𝐸𝑆/(1 − 𝛼).2-3 (b) “Reverse” 
tunneling through an occupied state. In contrast to “direct” tunnelling, 
“reverse” tunneling is initiated when the Fermi level of the Au(111) 
substrate is aligned with the electronic state, which happens at opposite 

polarity to that of (a), when 𝐸𝑆 = 𝛼𝑒𝑉𝐵. This gives the onset tunnelling 

voltage of 𝐸𝑆/𝛼.2-3  

 



 

150 

 

 

Figure B.2. Spatial mapping of LDOS for a representative SiNC showing 
spectral peaks corresponding to “direct” and “reverse” tunneling. (a) STM 
topographic profile [z height vs. x coordinate along the path shown in (b)]. 
(b) STM topographic image. Solid line is a trajectory for 1D STS mapping 
in (c). (c) dI/dV as a function of the bias voltage and position x along the 
path shown in (a). (d) Individual LDOS spectrum from (c) measured in 

the center of the path. Peaks originating from occupied (unoccupied) 
states produced by “direct” tunneling are marked 'H' ('E'), while peaks 
originating from “reverse” tunneling are marked 'H*' ('E*'). Horizontal 
error bars indicate the uncertainty in identification of the peak onsets. At 

the center of the SiNC, the ratio of the onsets for peaks 𝐸1and 𝐸1
∗ gives 

𝛼 = 0.18 ± 0.02, and 𝛼 = 0.20 ± 0.02 for peaks 𝐻1 and 𝐻1
∗. (In the main text, 

we use 𝛼 = 0.2 as a representative value for SiNCs, to estimate the 
energy-voltage relationships for STS features corresponding to “direct” 
and “reverse” tunneling.) Voltage onsets for both “direct” and “reverse” 
tunnelling (at opposite bias polarities) vary with tip position on the NC 

surface. This is particularly noticeable for “reverse” tunneling peaks 𝐸1
∗ 

and 𝐻1
∗, while the onsets of “direct” tunneling peaks 𝐸1and 𝐻1 are 

relatively insensitive to the position along the SiNC. These onset 

variations are explained by the sensitivity of 𝛼 to the geometry of the 
junction.2 Indeed, both the tip position with respect to the SiNC, and the 

relative tip height z, which can both be expected to affect 𝛼, vary 
considerably across the scan range shown in the topography profiles (a) 

and (b). The larger sensitivity of peaks 𝐸1
∗ and 𝐻1

∗ to spatial location is 
explained by the fact that the onsets for these are inversely proportional 

to 𝛼 (changes significantly), while the onsets for peaks 𝐸1 and 𝐻1 are 

inversely proportional to 1 − 𝛼 (changes relatively insignificantly due to 

the small value of 𝛼).
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Figure B.3. Spatial mapping of LDOS for the SiNC from Figure 4.1(b) after partial dehydrogenation, but before 
DBs were generated. (a) Topography of the SiNC. (b) LDOS as a function of the bias voltage and position x 
along the path (solid line) shown in (a). (c) Individual LDOS spectra from (b) measured at points 1 and 2. 

Spectra are offset for clarity. Occupied and unoccupied states are marked 'H' and 'E' respectively. 
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Figure B.4. FT-IR spectra of as-prepared hydrogen-terminated SiNCs 
dispersed in a hexane solution as described elsewhere.4 (a) Low 
frequency region. Broad peak at 600-700 cm-1 includes: 1) the Si-H 
bending modes and Si-H2 rocking mode of Si(100),5 2) the Si-H bending 
mode of Si(111)-(1×1),6 and 3) the Si-H bending modes and Si-H2 wagging 
mode originating from step-edges of vicinal H/Si(111) surfaces.7 The 
peak at 904 cm-1, on the other hand, has no contribution from Si-H: it 

contains the Si-H2 scissoring bending mode,5, 8 as well as the Si-H3 
degenerate deformation mode9 (note that Si-H3 population is expected to 
be significantly lower due to 2 times higher oxidation rate while exposed 
to the air during the measurement).10 Intensity of both peaks are 
comparable, which suggests a significant presence of Si-H2 on the 
{100}Times facets of measured SiNCs. For comparison, for the Si(100)-
(3×1) surface, where ~1/3 of the surface Si atoms are terminated with 
dihydrides (and the rest are terminated with monohydrides), the relative 
intensity of the ~900 cm-1 region is an order of magnitude smaller than 
that of the ~600 cm-1.5 (b) High-frequency spectral region associated with 
silicon-hydride stretching modes. While the peak at 2100 cm-1 may be 
associated with both Si-H and Si-H2, the shoulder observed at 2120-
2140 cm-1 is indicative of Si-H2.5 
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Figure B.5. STS characterization of additional SiNCs of different sizes. 
(a-d) STS spectra before (“pristine” state) and after application of ESD 
pulses causing reconstruction (narrowing of the bandgap) and the 
creation of localized DB states deep in the bandgap. The observed charge 
state of the DB is neutral (DB0) in (a, b), switching from positive (DB+) to 

neutral (DB0) in (c), and switching from negative (DB−) to neutral (DB0) in 
(d). Note that “reverse” tunneling features (marked with “*”) are observed 

in (a) and (d) with different values of 𝛼. 
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APPENDIX C 

SUPPORTING MATERIAL FOR CHAPTER V 

 

C.1. “Direct” and ”reverse” tunneling in STS. 

 

Figure 5.2c allows us to understand the nature of the observed 

peaks. Specifically, a salient feature of peak 𝐸𝐹
𝑓
 in Figure 5.2c is the 

noticeable onset voltage variation along the scanned path, in contrast to 

peak 𝐻𝐹
𝑓
, which, despite being closely co-localized with peak 𝐸𝐹

𝑓
, does not 

show any distinguishable onset voltage variation. The observed 

differences in the spatial behavior of peaks 𝐸𝐹
𝑓
 and 𝐻𝐹

𝑓
 are indicative of 

“bipolar” tunneling, where individual states can contribute to tunneling 

current at either bias polarity, a consequence of existence of two 

tunneling barriers separating the state in question and tunneling 

contacts. “Bipolar” tunneling in STS measurements was previously 

demonstrated in experiments on molecular systems,1-2 and, more 

recently, on SiNCs.3 According to the “bipolar” tunneling model, the 

observed differences in the spatial behavior of peaks 𝐸𝐹
𝑓
 and 𝐻𝐹

𝑓
 can then 

be explained in the following fashion: For a state with energy 𝐸𝑆 

(measured with respect to the Fermi level of the sample), tunneling in 

double-barrier tunneling junction will occur at voltages 𝐸𝑆/(1 − 𝛼) and 

−𝐸𝑆/𝛼 [see Figure C.1 for a graphic illustration of these types of 

tunneling], where 𝛼<1 gives the fraction of the bias voltage dropped 

across the tunneling barrier existing between the state and the 

substrate.1 Thus defined tunneling onsets 𝐸𝑆/(1 − 𝛼) and −𝐸𝑆/𝛼 

correspond to the conventional (or “direct”) type of tunneling, and 

“reverse” tunneling, respectively (Figure C.1). Because 𝛼 depends on the 

overall geometry of the tunneling junction, both tunneling onsets are 

spatially-dependent. However, because 𝛼 in the present situation is 
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small, the “direct” tunneling expression 𝐸𝑆/(1 − 𝛼) changes significantly 

less than the “reverse” tunneling onset 𝐸𝑆/𝛼. This identifies peaks 𝐸𝐹
𝑓
 and 

𝐻𝐹
𝑓
 as those due to “direct” and “reverse” types of tunneling, respectively, 

with 𝛼 ≈ 0.06 (here we assume that peaks 𝐸𝐹
𝑓
 and 𝐻𝐹

𝑓
 are produced by 

tunneling through the same state, which is supported by the fact that 

these peaks are co-localized).  

 

Figure C.1. Impact of the finite bias voltage drop inside a SiNC on the 

STS spectra. (a) “Direct” tunneling through an occupied electronic state 

with energy 𝐸𝑆 below the Fermi level (EF) of the Au(111) substrate 
(corresponding states shown in blue). In a biased tunnel junction 
involving a SiNC (corresponding states shown in red), a finite voltage 
drop occurs across the SiNC volume changing the energy of all electronic 

states by 𝛼𝑒𝑉𝐵, where 𝑉𝐵 is the bias voltage, and 𝛼 < 1 is a function of the 
SiNC dimensions and dielectric susceptibility. Tunneling into the state 
thus occurs when the Fermi level of the tip is aligned with the electronic 

state, which happens when 𝐸𝑆 = (1 − 𝛼)𝑒𝑉𝐵 (here, and everywhere in 
Figure C.1, we assume that all quantities are positive). The onset 

tunneling voltage can thus be calculated as 𝐸𝑆/(1 − 𝛼).1-2 (b) “Reverse” 
tunneling through an occupied state. In contrast to “direct” tunneling, 
“reverse” tunneling is initiated when the Fermi level of the Au(111) 
substrate is aligned with the electronic state, which happens at opposite 

polarity to that of (a), when 𝐸𝑆 = 𝛼𝑒𝑉𝐵. This gives the onset tunneling 

voltage of 𝐸𝑆/𝛼.1-2 
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Figure C.2. STM/STS characterization of three additional SiNCs with 
bistable LDOS spectra. (a) Topographic image. (b,c) I(V) and dI/dV 
curves measured at the locations marked in (a). Each measurement is 
composed of a blue and red curve corresponding to the “forward” and 
“backward” bias ramps respectively. Switching events are seen as 
discontinuities in I(V) and dI/dV curves, and are each marked with an 

asterisk '*'. Each dI/dV curve serves as an estimate of the energy-

dependent LDOS. H1 and E1 correspond to the band edge states, 

defined as states with LDOS delocalized over the entire SiNC surface. (d) 

Topographic image. (e,f) I(V) and dI/dV curves measured at the 

locations marked in (d). H1 and E1 correspond to the band edge states, 

and H2 corresponds to next lowest occupied state. (g) Topographic 

image. (h,i) I(V) and dI/dV curves measured at the locations marked 

in (g). H1 and E1 correspond to the band edge states, while peak 𝐻𝐵
𝑏 

(𝐸𝐵
𝑏) is caused by ”reverse” tunneling through the same state as that of 

𝐸𝐵
𝑓

 (𝐻𝐵
𝑓

). For all spectra, the current set-point was 10 pA. 

 

 



 

157 

 

 

Figure C.3. Spatial cross-section of LDOS across a different SiNC 
than shown in Figure C.2 or the main text. (a) STM topographic image 

of the SiNC. (b) Topography profile along the path 𝑥 shown in (a) with a 
dashed line. (c,d) “Forward” and ”backward” bias ramp LDOS as a 
function of the bias voltage and position x along the path shown in (a). 

(e) Individual LDOS spectra from (c,d) measured at points P1 through 

P4. Spectra are offset for clarity. Horizontal lines of data that appear 
“discontinuous” in (c) are identical to those found in (d): the switch 
that typically occurs at negative voltages occurs at positive voltages for 

these lines. The spatial continuity of data assembled from different 
“forward” and “backward” LDOS spectra in (c) and (d) points to the 
extremely robust nature of the observed switching behavior. 
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Figure C.4. Spatial mapping of LDOS across the SiNC from Figure 
C.2. (a) STM topographic image of the SiNC. (b) LDOS maps for 
selected bias voltage values (bandgap omitted). LDOS data was 
collected by recording the “forward” and ”backward” pairs of spectra 
on a square grid of points across the SiNC surface. LDOS maps shown 
here are “cross-sections” of these “forward” and ”backward” data sets 
corresponding to specific bias voltages. For each bias voltage value, the 
upper (lower) map corresponds to the “forward” (“backward”) bias 
ramps. Individual pixels that appear to contain discontinuous data 
points correspond to points where conversion between “forward” and 
“backward” occurred at different voltages. Contour lines outline 
boundaries of distinctive features in LDOS maps (maps corresponding 
to 0.45 V, 0.25 V, and -0.25 V were used to define the boundaries). 

 

C.2. Synthesis and Raman spectroscopy of SiNCs 

The hydrogen-terminated silicon nanoparticles were synthesized as 

we have previously reported.4 Briefly, silicon tetrachloride was hydrolyzed 

and polycondensed to produce a polymer with putative composition 

(HSiO1.5)n, which was subsequently annealed at 1100°C under flowing N2 
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to produce nanocrystalline Si particles embedded in an oxidized matrix. 

The nanocrystalline Si domains were liberated from the oxidized matrix 

using a wet chemical etch solution containing HF (49% aq.), ethanol, and 

water in a 1:1:1 ratio. At the completion of the 60 minute etch, the 

hydrogen-terminated silicon nanocrystals (H-Si NCs) were extracted into 

pentane for the STM/STS experiments. In a second experiment, the H-Si 

NCs were prepared identically, with the exception that they were 

extracted into hexane and used for Raman spectroscopy. 

Directly after etching, the H-Si NCs in hexane were drop cast onto 

an aluminum foil substrate until a film of sufficient thickness developed. 

Raman spectra were then acquired using a Horiba HR800 UV Raman 

microscope system equipped with a 100 mW 532 nm diode-pumped 

solid-state laser. Spot measurements were taken at nine locations; the 

intensities of the nine spots were each normalized to the maximum 

intensity, and then averaged.  

Using MagicPlot software (version 2.7.2), a linear baseline was first 

subtracted from the averaged data, which was then fit to three Gaussian 

peaks corresponding to the longitudinal optical (LO), amorphous phase 

transverse optical (TOa), and nano-crystalline phase transverse optical 

(TOnc) single phonons.5 The LO peak was only used to improve the fit to 

the raw data and is not further discussed in this analysis. A summation 

of the fit results for the TOa and TOnc peaks is shown in Table C.1.  

Calculated 

Curve 
Center (cm-1) 

Curve Area (arb. 

units) 

% of each 

phase 

TOa 492.5 2.783 67.6 

TOnc 515.5 1.332 32.4 

 

Table C.1. Peak position and area of the TOa and TOnc peaks shown in 
Figure 5.4. The percentage of each phase is also shown. 
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The Si-Si bonding for crystalline silicon is usually seen as a sharp 

peak at about 520 cm-1 and amorphous silicon shows a broad peak at 

around 480 cm-1. A red shift of the crystalline peak is generally 

associated with lower dimensional crystalline structure vs. the bulk 

phase. The correlation length model presented by Richter, Wang, and 

Ley6 relates the nano-crystalline domain size (D in nm) to the crystalline 

TO peak shift vs. the bulk crystalline peak at 520 cm-1, as described in 

Equation 1 with parameters A = -52.3 cm-1,  = 1.586, and a = 0.543 nm 

(the Si lattice parameter). From this relationship, it follows that the 

average nanocrystalline domain is 2.55 nm in diameter. 

Δ𝜔(𝐷) = 𝐴 (
𝑎

𝐷
)


 (1) 

From the integrated intensity of the fit TOnc and TOa curves, it was 

determined that the sample is on average 32.4% nanocrystalline Si 

(67.6% amorphous Si). The presence of both nanocrystalline and 

amorphous Si observed in the averaged Raman spectrum supports the 

interpretation of the STM/STS results, which noted differences in the 

contributions from these two phases as a function of the location of 

measurement. 
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