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DISSERTATION ABSTRACT 

María José Marín Jarrín 

Doctor of Philosophy 

Department of Earth Sciences  

December 2021  

Title: Variability of Circulation in the Coos Estuary 

 

The Coos Estuary, is the second largest estuary in Oregon in terms of area and 

volume, after the Columbia River Estuary, with extensive tidal flats and subsidiary 

sloughs. Estuaries, like the Coos, are utilized for habitat and refuge by many organisms, 

such as oysters, crabs, fish, and phytoplankton. Despite its importance, it had been highly 

understudied, and its characteristics had been defined based on general definitions of 

estuaries. The estuary is shaped like an inverted-U, due to a 4-km long bend centered 

around 15 km from the mouth. This torturous geometry is common among estuaries in 

the Pacific Northwest, and complicates circulation.  

In Chapter 2 I describe the influence of winds on the subtidal flow in the main 

estuarine channel. Velocity time series show that during high and moderate discharge, the 

exchange flow deepens and strengthens in the classical sense: seaward flow at the surface 

and landward flow at depth. However, we find reversals where landward flow occurs for 

periods of more than a day during neap tides and downwelling-favorable northward 

winds. I further explored in situ data in combination with idealized numerical simulations 
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to quantify the effect of winds, tides, river discharge and coastal currents on the observed 

flow.  

In Chapter 3 I describe the impact of the combination of drought, El Niño and 

marine heatwaves in 2014- 2016, in the water temperature of the estuary. This warming 

was observed in stations inside the estuary, with higher anomalies at the shallower 

stations, where an extensive decline of eelgrass (Zostera marina) has been observed. 

Water temperature increased landward, suggesting that river input and atmospheric heat 

flux may be important contributors to the anomalous conditions observed.  

In Chapter 4 I used a numerical model to explore the variability of timescales 

within the Coos Estuary. Timescales in the estuary vary in space and time, hence whole-

volume approaches may be over/underrepresenting these scales. I also explored the 

influence of connectivity between different areas due to its impact on the transport and 

availability of Olympia oyster (Ostrea lurida) larvae in the Coos Estuary. 

This dissertation includes previously both previously published/unpublished and 

co-authored material. 
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particles found in South Slough. h) same as (g) but for spring tide. .............. 111 

 



 

 

xxii 

 

LIST OF TABLES 

Table           Page 

Chapter II 

Table 1. Oceanographic and meteorological stations analyzed in this study with locations 

shown in Fig. 1. Instrument height above bottom (HAB) is shown, along with 

mean water depth (m) and distance from the estuary mouth (km). ................... 13 
 

Chapter III 

Table 1. Information on oceanographic and meteorological stations analyzed in this 

study. Locations shown in Figure 1. Instrument height above bottom is shown, 

as depths change tidally. .................................................................................... 52 

 

Table 2  Temperature, salinity and turbidity optimal physiological values and thresholds 

for the survival of Zostera marina in the Pacific Northwest. ............................ 55 

 

Chapter IV 

Table 1  Information on oceanographic and meteorological stations analyzed in this 

study (locations in Figure 1c). Instrument height above bottom is shown, as 

depths change tidally.......................................................................................... 89 



 

 

1 

CHAPTER I 

 

INTRODUCTION 

Estuaries act as productive mixing zones between oceanic and riverine waters, 

providing many ecosystem and cultural services (Milcu et al., 2013; Sherman and 

DeBruyckere, 2018; Zapata et al., 2018), and motivating numerous studies to examine the 

links between environmental conditions and ecosystem health (Costanza et al., 1997; 

Seppelt et al., 2011). Many species have adapted to the strong temporal and spatial 

gradients in circulation, salinity and temperature that exist within estuaries, which also 

influence a species’ transport and survival within an estuary.  

Traditionally, subtidal (i.e., low-pass filtered to remove tidal variability) estuarine 

circulation is viewed as a balance between the along-channel baroclinic pressure gradient 

and vertical mixing. The resulting flow is termed the estuarine exchange flow, or 

gravitational circulation, and using some assumptions, can be predicted for partially-mixed 

estuaries as a function of river discharge, tidal currents, and bathymetry (e.g., Hansen and 

Rattray, 1965; MacCready and Geyer, 2010). However, the characteristics of real estuaries, 

including channel curvature (Geyer, 1993; Lacy and Monismith, 2001; Chant, 2002a; 

Kranenburg et al., 2019) or strong temporal forcing, can complicate the simplified theory’s 

assumptions. Hence, time dependence is an important factor in small, strongly-forced 

estuaries (Banas et al., 2004; Bolaños et al., 2013; Conroy et al., 2020). Understanding how 

variations in the estuarine circulation interact over a range of time scales is still needed, 

especially as applied to how estuarine flow influences biological patterns. 
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In the Pacific Northwest (PNW), estuaries are influenced on the ocean side by the 

primarily wind-driven California Current System (CCS; Hickey and Banas 2003). These 

winds driving the CCS along the west coast of North America are forced by atmospheric 

circulation related to the North Pacific High and the Aleutian Low, which vary seasonally. 

In the summer the North Pacific High migrates northward producing southward-directed 

upwelling-favorable winds (Huyer 1983; Hickey and Banas 2003; Davis et al. 2014, and 

others). Upwelled waters on the PNW continental shelf are typically colder, with higher 

salinity, higher nutrients and lower oxygen levels. During winter, storms produce episodic 

river discharge events that result in lower salinity, lower temperature and higher turbidity 

along the coast (Hickey and Banas, 2003; Huyer et al., 2007).  

The Coos Estuary is the second largest estuary in Oregon in terms of area and 

volume, and is located inshore of a narrow continental shelf south of Stonewall Bank 

(Hickey and Banas, 2003). Water properties inside the Coos Estuary are significantly 

correlated with continental shelf values as measured by the Stonewall buoy, especially 

during the dry upwelling season (Strub et al., 1987; Miller and Shanks, 2004; Huyer et al., 

2007). During the winter, higher discharge originating from numerous small creeks and 

rivers, produce a highly stratified estuary which can affect the temperature, salt content of 

the estuary, transport of particles, etc. Using a year-long realistic numerical hindcast model, 

Conroy et al., (2020) found that the Coos Estuary has a tidally-driven exchange flow and 

salt flux that persists year-round, despite the seasonal changes in river discharge. The 

model also showed that the Coos Estuary is time-dependent, with geometry driving 

important dispersive processes.  
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On top of the seasonal variability in forcing, several warm-water events have been 

registered in the PNW, including El Niño events (Huyer et al., 2002; Peterson et al., 2017), 

and marine heat waves (Gentemann et al., 2017; Shanks et al., 2020). These modified 

ocean properties are then further transported towards the mouth of the estuaries in the PNW 

and can travel up-estuary affecting the ecosystem at different timescales and magnitudes 

(Hickey et al., 2003).   

The question driving this dissertation is how does the circulation in the Coos 

Estuary vary spatially and temporally, and how does it affect the ecosystem? Hence, 

Chapter 2 explores the spatial and temporal variability of wind effects on circulation and 

salinity of the Coos Estuary by looking at specific combinations of tides, river discharge 

and winds. Due to the U-shape of the Coos Estuary, observations and numerical model 

experiments show different impacts of winds on each side of the bend. These anomalies in 

salinity and velocity can affect exchange flow and salt content in the estuary which can 

modify transport of particles in the estuary. This Chapter has been submitted to the Journal 

of Estuarine, Coastal and Shelf Science - Elsevier. I am the lead author on the paper, 

developing the methodology, analyzing the data and writing the manuscript. David 

Sutherland (University of Oregon), served as advisor, aiding in data interpretation and 

manuscript editing. 

Though most of the density gradient in the Coos Estuary is driven by salinity, in the 

summer temperature gradients may enhance the advection of waters through the estuary. In 

Chapter 3 I use long-term observations, to evaluate the impact of the ambient ocean 

conditions, river discharge and atmospheric heat flux on the water temperature in the 
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estuary. This Chapter focuses on 2014-2017, which were characterized by strong 

interannual variability, and can be linked to an observed decrease in eelgrass (Zostera 

marina) abundance. This Chapter will be submitted to the Journal Frontier of Marine 

Sciences. I am the lead author on the paper, developing the methodology, analyzing the 

data and writing the manuscript. David Sutherland (University of Oregon), served as 

advisor, aiding in data interpretation and manuscript editing. Alicia Helms (South Slough 

National Estuarine Research Reserve) provided eelgrass data, feedback on manuscript 

drafts and aided in manuscript editing. 

The effect that water properties can have on an ecosystem also depends on the 

length of time it remains in the area. Hence, in Chapter 4 I use a numerical model to show 

the strong spatial variability of timescales in the estuary, related to the forcing as well as the 

geometry and bathymetry of the study area. These timescales can contribute to stress in 

areas of ecological importance and should be considered when developing restoration 

plans, for example, for the Olympia oyster (Ostrea lurida) larvae in the Coos Estuary. 
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CHAPTER II 

 

INFLUENCE OF WINDS ON THE CIRCULATION OF A SMALL ESTUARY 

WITH COMPLEX GEOMETRY 

This Chapter has been submitted to the Journal of Estuarine, Coastal and Shelf 

Science - Elsevier. I am the lead author on the paper, developing the methodology, 

analyzing the data and writing the manuscript. David Sutherland (University of Oregon), 

served as advisor, aiding in data interpretation and manuscript editing.  

 

1. Introduction 

Estuaries are the mixing zones between rivers and the coastal ocean, and are 

utilized for habitat and refuge by many organisms, such as oysters, crabs, fish, and 

phytoplankton (Garvine, 1991; Epifanio and Garvine, 2001; Janzen and Wong, 2002; 

Cloern et al., 2017; Sharples et al., 2017). Many species have adapted to the strong 

temporal and spatial gradients in salinity and temperature that exist within estuaries. The 

same drivers that set these hydrographic gradients can also directly affect a species’ 

transport and survival within an estuary. For example, during 1997-1998, the Willapa 

Bay, WA, estuary received an increased amount of green crab larvae that was correlated 

to high river discharge (Yamada et al., 2005). Once introduced, this green crab 

population could then self-sustain due to relatively long retention in parts of the estuary 

(>1 month timescales) caused by a combination of tidal and channel curvature effects 

(Banas et al., 2009).  
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Subtidal (i.e., low-pass filtered to remove tidal variability) estuarine circulation is 

traditionally viewed as a balance between the along-channel baroclinic pressure gradient 

and vertical mixing. The resulting steady flow is termed the gravitational circulation, or 

estuarine exchange flow, and sets the along-estuary gradients that dictate conditions felt 

by organisms on longer time-scales. Using certain assumptions, this exchange flow can 

be predicted for partially-mixed estuaries as a function of river discharge, tidal currents 

that act to mix the water column, and bathymetry (e.g., Hansen and Rattray, 1965; 

MacCready and Geyer, 2010). Many characteristics of real estuaries, however, 

complicate the simplified theory’s assumptions. These include channel curvature (Geyer, 

1993; Lacy and Monismith, 2001; Chant, 2002b; Kranenburg et al., 2019) and strong 

temporal forcing (i.e., unsteadiness) due to tides, winds, discharge, or other factors. 

Indeed, in small, strongly-forced estuaries, time dependence is an important factor, 

especially in estuaries where the discharge regime is on the same order as the estuarine 

response time (Banas et al., 2004; Bolaños et al., 2013; Conroy et al., 2020). Thus, 

understanding how variations in the estuarine circulation interact over a range of time 

scales is still needed, especially as applied to how estuarine flow influences biological 

patterns.  

Wind forcing occurs over a large range of distinct time and space scales, 

including local diurnal winds, passing storms, seasonally-varying offshore winds that 

drive upwelling/downwelling, and remote winds that create coastally-trapped waves that 

affect sea level (e.g., Geyer, 1997; Giddings and MacCready, 2017; Janzen and Wong, 

2002; Lai et al., 2018; Purkiani et al., 2016; Scully et al., 2005; Uncles and Stephens, 
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2011; Valle-Levinson et al., 2001). During storm events, wind stress mixes the water 

column and reduces stratification (Blumberg and Goodrich, 1990; Li and Li, 2011); 

however, the same wind stress can modulate the estuarine exchange flow through vertical 

shear wind straining (Scully et al., 2005; Chen and Sanford, 2009). Additionally, the 

response of exchange flow to wind depends on the lateral bathymetry, where downwind 

flow on the shoals is produced by wind-driven flow, while in the channel upwind flow is 

produced (Csanady, 1973; Lerczak and Geyer, 2004; Sanay and Valle-Levinson, 2005; 

Chen and Sanford, 2009). This lateral variability can feed into the barotropic flow by 

changing sea level gradients locally (Nidzieko and Monismith, 2013). Hence, wind 

complicates the estuarine exchange flow conceptual model by adding unsteadiness, 

influencing stratification, and inducing horizontal gradients (Xie and Eggleston, 1999; 

Xia et al., 2011; Pfeiffer-Herbert et al., 2015). Although research examining the 

interaction of wind and estuarine circulation is not new, previous numerical studies have 

primarily used idealized geometries that ignore the realistic shape of many estuaries that 

alters their response to wind  (e.g., Chen and Sanford, 2009;  Coogan and Dzwonkowski, 

2018; Purkiani et al., 2016). Here, we explore wind forcing on the observed circulation in 

the strongly-forced, geometrically-complex Coos Estuary, located in southern Oregon on 

the US West Coast, and expand our understanding across the entire estuary using a set of 

numerical model experiments.  

 

2. Background 

2.1 The Coos Estuary  



 

 

8 

Estuaries are found all over the coastal Pacific Northwest (PNW - Figure 1) and 

the Coos Estuary is the second largest in terms of surface area and volume. The Coos 

Estuary is located south of Heceta Bank (Figure 1a), inshore of a relatively narrow 

continental shelf (Hickey and Banas, 2003), and is home to ecologically important native 

species such as Olympia oysters (Ostrea lurida) and eelgrass (Zostera marina) 

(O’Higgins and Rumrill, 2007). The estuary shape is an inverted-U, due to a 4-km long 

bend centered around 15 km from the mouth. This torturous geometry is common among 

estuaries in the PNW. The main navigational channel is dredged annually from the mouth 

up to 24 km near the Coos River entrance to maintain 11 m of depth and 91 m of width 

(U.S. Army Corps of Engineers, 2015). Areas outside the channel consist primarily of 

tidal flats and subsidiary sloughs (Emmett et al., 2000; Groth and Rumrill, 2009). Tidal 

flats, with water depth ≤ 1.5 m, cover an area of approximately 15 km2 or 30% of the 

estuarine area (Eidam et al. 2020).  

Freshwater discharge into the estuary comes from numerous small creeks and 

rivers, with the largest flow from the South Fork Coos River that ranges from 2 to 800 

m3·s-1. Discharge peaks are associated with storms that bring strong and shifting winds 

(Figure 2). The lunar semidiurnal M2 tidal height amplitude is about 0.8 m, with mean 

tidal currents of 1.1 m·s-1 resulting in an average tidal excursion of 14 km (Baptista, 

1989).  

Previous observations show that the Coos Estuary salinity structure resembles a 

salt-wedge during high river discharge, a well-mixed estuary during low discharge, and a 

partially-mixed estuary during moderate discharge (Sutherland and O’Neill, 2016). Based 
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on a year-long realistic numerical hindcast model, Conroy et al., (2020) found the Coos 

Estuary to be time-dependent, with local geometry driving important dispersive processes 

such as tidal trapping and jet-sink flow. Additionally, the model showed that the Coos 

Estuary has a tidally-driven exchange flow and salt flux that persists year-round, despite 

the seasonal changes in river discharge (Conroy et al., 2020). Large winter discharge 

events drive a mean flow that pushes salt out estuary, while in the dry summer, 

adjustment times are longer than summer itself, resulting in oceanic salinities up to 20 km 

landward. However, the model neglected wind. 

 

Figure 1. a) Map of example PNW estuaries, indicating the Coos (model domain in black 

outline) and the location of the Stonewall buoy (red triangle). b) Zoom-in on the Coos 

Estuary, showing bathymetry (color) and the location of water quality monitoring stations 

(black triangles), meteorological station at the North Bend airport (red triangle), velocity 

stations (blue square), and tide gauge (blue circle). Black numbers refer to distance (in 

km) from the mouth along the thalweg. Blue numbers show distance (in km) from the 

intersection of South Slough with the main estuary. c) Wind stress direction and 

magnitude (N·m-2) during the summer (blue) and fall (red) at the North Bend airport 

station. d) The unstructured FVCOM model grid at the mouth of the estuary where 

average horizontal resolution is 30 m. 
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Winds in the PNW blow primarily southward in the summer months of May 

through September (Figure 1). These winds drive persistent summer upwelling along the 

coast, where surface waters move offshore and cold, salty, nutrient-rich waters move 

upwards and onshore towards the coast (Hickey and Banas, 2003). During the wet season 

(November to April) winds shift to northward on average, with the strongest winds 

associated with passing storms (Hickey and Banas, 2003). Additionally, during the 

summer a strong diurnal sea breeze blows eastward with wind stresses up to 0.3 N·m-2.   

 

2.2 Theoretical background 

We start with the momentum balance for a linear, quasi-steady, non-rotational and 

laterally invariant subtidal circulation (Hansen and Rattray, 1965; Geyer, 1997; Valle-

Levinson et al., 2019), which is given by 

𝐴𝑧
𝜕2 𝑢

𝜕𝑧2 = 𝑔
𝜕𝜂

𝜕𝑥
+

𝑔

𝜌0

𝜕𝜌

𝜕𝑥
𝐻,      (1) 

where, 𝐴𝑧 is the vertical eddy viscosity, 𝑢 is the along-estuary velocity at depth z, 

𝑔 is the gravitational acceleration, 𝜂 is the water elevation, 𝜌 is the density and H is the 

water depth. Despite the questionable validity of these assumptions for the complex Coos 

Estuary, Eq 1 can be used to examine the combined influence of horizontal density 

gradient and wind forcing in a qualitative sense. Eq 1 has a solution of the form (Hansen 

and Rattray, 1965)  
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𝑢(𝑧) =
3

2
𝑢𝑎 [1 −

𝑧2

𝐻2
] −  

𝑔𝐻3

48𝜌

𝜕𝜌 𝜕𝑥⁄

𝐴𝑧
[9 (1 −

𝑧2

𝐻2
) − 8 (1 +

𝑧3

𝐻3
)] +  

𝐻

4𝜌

𝜏𝑤𝑥

𝐴𝑧
[4 (1 +

𝑧

𝐻
) −

3 (1 +
𝑧2

𝐻2)]                (2) 

where 𝜏 is the wind stress, and 𝑢𝑎 is the depth-averaged velocity. The first term 

describes the barotropic component that is driven by river discharge and sea level. The 

second term, the baroclinic pressure, describes the flow driven by density gradients, is 

sensitive to the water depth, and depends inversely on 𝐴𝑧 (which depends on tidal forcing 

and stratification). The third term denotes the subtidal flow driven by wind stress and 

depends on depth and 𝐴𝑧. Using this solution, we can define the wind stress needed to 

balance the baroclinic pressure gradient force as the Wedderburn number (W), 

(Monismith, 1986; Geyer, 1997; Chen and Sanford, 2009): 

𝑊 =
𝜏𝑤𝑥𝐿

∆𝜌𝑔𝐻2,       (3) 

where L is the length of an estuary and Δρ is the horizontal density difference 

along the estuary.  

 

3. Methods 

3.1 Observations  

Water velocity time series were collected from late 2013 until early 2015 using a 

bottom-mounted, upward-looking SonTek 150 kHz Acoustic Doppler Current Profiler 

(ADCP) by South Slough National Estuarine Research Reserve (SSNERR). The ADCP 

was located in the main channel seaward of the North Bend, close to the northern shoals, 

at about 10 m depth, hence these data potentially miss the deepest landward flow in the 
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channel (Figure 1, Table 1). The top and bottom bins were excluded to eliminate surface 

and bottom effects. All velocity data were rotated to be oriented in the along-channel 

direction, corresponding to the principal component direction at each location. 

Hourly tidal height time series were obtained from a NOAA tide gauge at 

Charleston, OR (Figure 1). Subtidal variability was obtained using a low-pass Godin 

filter (consecutive 24-24-25 hour filters), and sea level anomalies were calculated as 

deviations from the subtidal signal. Tidal constituents from sea level were computed 

using the T-TIDE harmonic analysis software (Pawlowicz et al., 2002). 

Water property data were obtained from several monitoring stations located 

throughout the estuary (Figure 1b, Table 1). Salinity, along with other water quality 

parameters, is measured every 15 minutes at all stations. We only discuss salinity and 

water level records here. The Charleston Bridge and Valino stations are telemetered to 

provide near real-time data access by SSNERR, at 3.0 and 5.6 km from the mouth inside 

South Slough, respectively (Figure 1, Table 1). The Confederated Tribes of the Coos, 

Lower Umpqua and Siuslaw (CTCLUSI) monitor water quality at two additional stations: 

Bureau of Land Management (BLM) and Empire Docks (EMP), with data available from 

2011 to present at distances of 8.1 and 6.9 km from the mouth, respectively (Figure 1, 

Table 1). Beyond North Bend, the Coquille Indian Tribe monitor a station 18 km from 

the mouth (Coquille WQ). Finally, along-estuary hydrography in the estuary was 

described by Sutherland and O’Neill (2016), from conductivity-temperature-depth (CTD) 

profiles collected during 2012-2014.  
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Table 1. Oceanographic and meteorological stations analyzed in this study with locations 

shown in Fig. 1. Instrument height above bottom (HAB) is shown, along with mean water 

depth (m) and distance from the estuary mouth (km). 

Station Institution Time range 
Depth (m) / HAB 

(m) 

Distance 

(km) 

Water quality stations 

Valino Island SSNERR 1999– 2.4 / 0.5 5.6 

Charleston SSNERR 2002– 4.0 / 0.5 3.0 

EMP CTCLUSI 2011–2014 6.0 / 0.5 6.9 

BLM CTCLUSI 2011–2014 5.0 / 0.5 8.1 

Coquille Coquille 

Tribe 

2013–2017 11.9 / 0.5 18 

Water velocity data 

ADCP location SSNERR  2013–2015  10.5 / 9.5 10.0 

Sea level from tide gauge 

Charleston 

9432780 

NOAA 1991–  3.0 / -- 3.0 

River discharge 

South Fork at 

Coos river 

14323600 

CoosWa 2003– 44 (elev.) 49 

Meteorological stations (wind magnitude and direction) 

North Bend 

airport 

NOAA 

24284 

1949–  5.1 (elev.)  12.5 

Stonewall buoy NOAA 

46050 

1991– 3.8 (elev.) 147.5 

 

River discharge data from the South Fork Coos River gauge (Figure 1, Table 1) 

from 2003 to present was used as a proxy for the total freshwater input to the estuary 

(Baptista, 1989). Although there are more than 13 sources of freshwater input, the Coos 

River is the main source of freshwater to this system (~66% of total discharge), of which 

the South Fork is the main component (Conroy et al., 2020). 

Wind velocity data were extracted from a meteorological station at the North 

Bend Southwest Oregon Regional Airport (Figure 1, Table 1). We use oceanographic 
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wind convention. Importantly, northward winds correspond to up-estuary winds in Main 

Channel before the bend (Figure 1), yet, they are down-estuary in the East Bay Channel 

(beyond the bend). For comparison with the shelf, winds at the Stonewall Buoy (Figure 1, 

Table 1) are also obtained for the time span of the study. 

 

3.2 Numerical Simulations  

3.3 Model setup and validation 

We use the Finite Volume Coastal Ocean Model (FVCOM) to simulate the impact 

of winds on the circulation in the Coos Estuary. FVCOM is a prognostic, finite-volume, 

free-surface, three-dimensional primitive equation model with an unstructured grid (Chen 

et al., 2003, 2018; Huang et al., 2008; Qi et al., 2009). FVCOM was chosen because it 

resolves tidal elevations, water properties, and currents in areas with complex 

topographical features and has a robust wetting/drying scheme. The model domain covers 

the entire estuary with an open boundary well outside the mouth of the estuary (Figure 

1a). The horizontal grid has a spatial resolution that varies from ~30 m within the bay to 

~3 km at the outer boundary (other model parameters are specified in Sup. Table 1) The 

vertical coordinate has 20 levels in a uniform hybrid terrain-following grid. The model 

bathymetry within the estuary was interpolated from 2014 USGC Coastal LiDAR data 

and in-situ single-beam echosounder surveys (Conroy et al., 2020). Model boundary 

conditions include idealized tidal forcing at 52 open boundary nodes (Figure 1), using 

only the M2 semidiurnal tidal constituent extracted from the Charleston tide gauge. The 

simulations were initiated with a 1-month spin-up period for each forcing scenario, which 
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were then subsequently used as initial conditions for each wind-event case. For all runs, 

the initial salinity equaled 34, while a salinity of 0 was imposed at the river input 

locations. This set up is similar to previously validated realistic hindcast simulations 

Conroy et al., (2020); Eidam et al., 2020). However, to save computational time, we use a 

slightly coarser horizontal resolution (up to a factor of 2 inside the estuary), and conduct 

a qualitative validation (see results) to ensure the model reproduces the main estuarine 

characteristics.  

 

3.4 Model experiments 

To investigate the dependence of estuarine circulation on wind strength and 

direction, we designed a set of six baseline simulations in which tidal forcing and river 

discharge (Qr) are held steady for 30 days at representative magnitudes. Two fixed tidal 

amplitudes represent the fortnightly variability: an amplitude of 0.79 m for neap tides and 

1.17 m for spring tides. We vary Qr to mimic the seasonality: 1) High (rain event during 

the wet season), 2) Moderate (mean wet season), and 3) Low (mean dry season). The 

high discharge case uses a South Fork Coos River discharge of 187 m3·s-1, which is 

exceeded ~25% of the time during a typical year. We use 19 m3·s-1 for the moderate case, 

which occurs 45% of the time in an average year, and Qr = 1.5 m3·s-1 for the low 

discharge case, representing the remaining roughly 30% of time in a given year. 

Using Eq. 3, we calculate the wind stress needed to balance the baroclinic 

pressure gradient force, with a mean water depth H = 10 m. Based on hydrographic 

sections (Sutherland and O’Neill (2016), the estuary length L = 14 km, while the salinity 
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gradient varies from 5 psu·km-1 (rainy season) to 1 psu·km-1 (dry season). Using this 

relationship, we estimate that a τwx of 0.2 N·m-2, a typical storm-related magnitude, is 

comparable to the baroclinic pressure gradient. Hence, we develop experiments using two 

wind stress magnitudes, 0.2 N·m-2 and 0.1 N·m-2, and two spatially-uniform wind 

directions, northward and southward. Hence, we have 24 total wind simulations to test 

the effect of four distinct wind types (weak and strong northward winds, and weak and 

strong southward winds) across the typical seasonal span of tidal and river forcing 

represented by the base cases (Sup. Table 2).  

 

3.5 Data analysis 

We employ an along/across estuary coordinate system for both observations and 

model output based on the local orientation of the channel thalweg. In this coordinate 

system, the along-estuary component is positive landwards. In the first 15 km, the estuary 

is parallel to the coast (in what we will call Main Channel, km 4 to 15) at which point it 

reverses direction around a U-shaped bend (North Bend). We define two cross-sectional 

transects (Figure 1) to explore the circulation before the bend (Cross section A), and after 

the bend (Cross section B). The channel portion landward of the bend will be referred to 

as East Bay Channel (km 15 to 22).   

To explore the subtidal variability, we apply a 24-24-25 hour Godin filter to all 

the time series used. Hourly model outputs were further processed by averaging 2 days 

before the wind events, to obtain the “pre-event” values, and the 2 days during the wind 

forcing for the “event” analysis. Anomalies are calculated as event minus pre-event 
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values. We define the salinity gradient as the difference between the salinity at the mouth 

(Smouth) and any distance along the thalweg at distinct depths. Stratification (ΔS) is 

calculated by differencing the surface and bottom values of modeled salinity fields, 

which along with along-estuary gradients can be affected by the lateral structure of 

salinity (Geyer et al., 2020).   

 

4. Results  

4.1 Observed estuarine conditions  

We examine observed estuarine water properties, circulation, and forcing over 

two winter seasons and one summer season (Figure 2). The subtidal along-estuary 

velocity exhibits a clear two-layer pattern (Figure 2b), with down-estuary velocities at the 

surface and up-estuary velocities deeper than 7 m (Figure 3a). The upper several meters 

have velocities of -0.19 m·s-1, with faster speeds (-0.21 m·s-1) related to rain events in 

spring, summer and winter, at a lag of 31 hours from the peak discharge (Figure 2d, 

Figure 3a). The calculated barotropic component using Eq. 2 (Figure 2, 3), shows a 

unidirectional out-estuary flow, with stronger negative velocities at the surface during 

high discharge (R2=0.5). 

By subtracting the barotropic component from the ADCP measurements, the 

remaining field represents density-driven and wind-driven flow (Eq. 2; Figure 2b). 

Though the magnitude of the velocity of this residual depends on the choices made for 

the barotropic component (Eq. 2), the vertical distribution depends on the magnitude of 

horizontal pressure gradient and wind stress (Geyer, 1997). This residual field highlights 
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the bidirectional flow, with out-estuary velocities at the surface averaging -0.07 m·s-1 

(±0.04 m·s-1 standard deviation), and up-estuary flow at depth of 0.06 m·s-1 (±0.04 m·s-1 

standard deviation). During discharge events (Figure 3a), the whole water column moves 

in the out-estuary direction at the ADCP location. During the dry season (Figure 3a), 

surface layer along-estuary velocities decrease to their minimum values (-0.10 m·s-1, 

Figure 3a). A clear spring-neap modulation is also present in the subtidal flow (Figure 

2b). 

 

 

Figure 2. a) Sea level (m) at the Charleston tide station (Figure 1), (b) combined density 

plus wind-driven components of velocity calculated using Eq. 2, c) advective component 

of velocity calculated using Eq. 2, (d) river discharge at South Fork (left axis) and 

meridional wind stress at the North Bend airport (right axis), (e) salinity at water quality 

stations located throughout the estuary. Gray squares at the top of each panel represent 

times when subtidal near-surface velocities (<1.3 m of depth) are weaker than -0.1 m·s-1, 

while black squares are shown at times when northward wind stress exceeds 0.1 N·m-2.  
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Figure 3. a) Subtidal velocity profiles from the ADCP location during high discharge 

(blue), during the dry season (red), and time series mean (black). Time series’ barotropic 

component mean (broken line) and density + wind-driven component mean (dotted line) 

are also shown. b) Velocity profiles during northward wind events (thin gray lines), the 

wind-events mean profile (thick gray), and the overall time series mean (black). 

 

Salinity varies seasonally in the estuary (Figure 2e), with relatively large 

magnitude freshening events detected in Main Channel (Coquille, BLM, Charleston) that 

coincide with discharge events between November and May (Figure 2d). The highest 

salinity values (>30) occur from July to October as the estuary accumulates salt due to 

reduced freshwater input. Higher salinities are also related to coastal upwelling events, 

e.g., in June 2014. CTD profiles show the water column to be strongly stratified in 

salinity close to the ADCP location during the rainy months (Sutherland and O’Neill, 

2016), while during the drier months, stratification is reduced (Figure 4c). Based on the 
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CTD surveys, the observed along-estuary salinity gradient is positive in the rainy months 

(i.e., salt decreasing up estuary), while during the dry months these gradients are reduced 

and sometimes reversed, related to freshwater input from side channels (Figure 4a, 

Conroy et al., 2020).  

 

4.2 Simulated estuarine conditions 

We find a general agreement between observed and simulated estuarine 

dynamics, as evidenced by the behavior of the salt intrusion as a function of river flow 

(Figure 4b). Salinity gradients are relatively small across the low discharge cases, similar 

to the observed salt structure (Figure 4b). Observed and modeled stratification fall in a 

similar magnitude range, with increases in stratification related to increases in river 

discharge (Figure 4c). Under high discharge, stratification in Main Channel reaches 

maximum levels (1.5 psu·m-1), where salty water enters the estuary due to the density 

gradient. Both the stratification and salinity gradient as a function of river discharge agree 

with the observed power law variability found previously by Sutherland and O’Neill 

(2016) (Figure 4).  

The model matches observations of velocity and salinity at the ADCP location 

(Figure 5), and agrees with the previously validated, realistic simulations (Conroy et al. 

2020). The subtidal along-channel velocity has a two-layer structure throughout the 

simulated time periods (Figure 5b, d), showing stronger magnitudes during spring tides 

and high discharge forcing, similar to the high-resolution model (not shown). Though the 

model shows slightly higher velocity magnitude at depth, the general structure of a two-
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layer flow is observed throughout the time-series (Figure 5b, d). Similar to Conroy et al., 

(2020), the coarser resolution model also has a mean fresh bias during the dry season, 

though this does not significantly affect the along-estuary salinity gradient. Due to this 

fresh bias, the simulated salinity magnitudes do not match the observations (Figure 5), 

most likely due to the idealized nature of the model forcing. Despite these small 

differences, the model results give us confidence in using it to understand wind effects on 

the estuarine salinity fields and circulation.  

 

 
Figure 4. Base case, no-wind experiments (gray lines and symbols) vs. 2012-2014 

surveys (colored by discharge – see Figure 4b). a) Depth-averaged salinity (S) normalized 

by the observed salinity at the mouth (Smouth) as a function of along-estuary distance for 

the base cases and survey transects. b) Along-estuary salinity gradient for each base case 

(in gray crosses and asterisks) and observations as a function of river discharge, Qr. c) 

Vertical stratification as a function of along-estuary distance for Base Cases and surveys. 

(d) Vertical stratification as a function Qr. Black lines in b and d show a power law fit 

based on previous studies. 
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4.3 Observed wind events and estuary response 

We find that the seasonally changing N-S wind component at the offshore 

Stonewall buoy is significantly correlated to the sea level anomaly at the Charleston tide 

gauge (R2=0.45, at 18 hours of lag, with wind leading sea level), with positive anomalies 

during storms, and negative anomalies in the upwelling season during southward wind 

peaks (Sup. Fig. 1). Winds at the airport are also strongly correlated (R2=0.62 with a 7-

hour lead) to the offshore wind at Stonewall.  

Using the ADCP time series we find a total of 129 days when the subtidal out-

estuary upper layer flow in Main Channel was reduced to at least -0.15 m·s-1 (gray 

squares in Figure 2). About 1/3 of these events (44 out of 129) were preceded by a 

change in wind direction from southward to northward (highlighted with black squares in 

Figure 2). Correspondingly, subtidal salinities (Figure 2e) show a slight increase with the 

change in wind direction, followed by a strong decrease as Qr increases, since the storms 

also bring heavy precipitation. Velocity profiles during northward wind events (Figure 

3b) show a reduction in out-estuary speed in the upper 5 m of the water column. This 

depth-varying effect suggests the importance of the opposing wind stress, possibly 

modified by additional barotropic effects (sea level set-up). The duration of the 

northward wind events is approximately 1 to 2 days.  

We use an example northward wind event to show the effects of τwx on the 

circulation of the Coos Estuary (Figure 5). From 3 to 5-May-2014, τwx is mainly 

northwards and peaks near 0.15 N·m-2, while tides transition from spring to neap (Figure 

5). Qr is relatively constant at 10 m3·s-1, until 8-May when it increases to about 40 m3·s-1 
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at the same time a second wind event is observed. Surface subtidal velocity in Main 

Channel over this time period (Figure 5) varies between -0.3 and -0.1 m·s-1, with the 

weakest out-estuary velocities during the wind event. Subtidal salinity fluctuations also 

respond to the decrease in out-estuary velocities with a salinity increase of 0.3 in 

Charleston, 0.15 in EMP and 0.5 in Coquille Figure 5). During the second wind event, a 

0.1 salinity increase is registered in Charleston, 0.6 in EMP, and 1.9 in Coquille, until the 

discharge increases.  

The wind record shows 51 events in which wind direction is southward during at 

least one day (Figure 2d). Southward winds within the estuary act in the same direction as 

exchange flow in Main Channel and opposite to the exchange flow in East Bay Channel. 

Velocity profiles at the ADCP location during southward wind events (Figure 2b) show a 

stronger out-estuary speed in the upper 5 m and stronger up-estuary speed at depth.  

For the southward wind cases, we show an example from 18-May to 27-May 

(Figure 5). In this case, Qr does not drastically change during the selected period, while 

τwx transitions to upwelling-favorable (southward) starting on 20-May, albeit with a 

strong diurnal variability. Velocities in this period show an increase at depth in the up-

estuary direction with a peak of 0.05 m·s-1 on 21-May. At the surface, out-estuary 

velocities strengthen from -0.2 to -0.4 m·s-1. Salinity in the estuary (Figure 5k) initially 

decrease when winds change direction, but then increases steadily during the upwelling-

favorable conditions.  
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Figure 5. Comparison of observed and modeled conditions in the Coos Estuary during 

northward (1 to 10-May-2014) and southward (18 to 27-May-2014) wind events. (a) 

Observed subtidal along-estuary water velocity (m·s-1) at the ADCP location, from 

observations. (b) Same as in a, but from model output. (c) Same as in a, but observed 

during southward winds. (d) Same as in c, but from model output. (e) Observed South 

Fork discharge (black) and wind stress. (f) Same as in e, but from model input. (g) Same 

as in a, but observed during southward winds. (h) Same as in g, but from model input. (i) 

Observed salinity at three sites in Main Channel and South Slough. (j) Same as in i, but 

from model output. (k) Same as in i, but observed during southward winds. (l) Same as in 

k, but from model output. Notice the y-axis is different for all salinity plots. See Figure 1 

for location of stations.  

 

The magnitude of the wind’s effect on estuarine circulation is modulated by tidal 

cycle as reductions in surface velocity occur more frequently during neap tides and 

transitions (87% of all events, Figure 2). However, despite this qualitative indication that 

reversal events occur more often during neap tides, it is difficult to disentangle the 

separate effects of wind, tidal influence, and river discharge on the observed subtidal 

flow from one location. Thus, we turn to the numerical simulations to examine the spatio-

temporal influence of wind stress on the entire estuary.  
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4.4 Numerical simulations  

4.5 Base cases 

We use the no-wind base cases to characterize the circulation, salinity field, and 

stratification across the estuary over a range of tidal and discharge forcing. We find the 

strongest out-estuary velocities along the thalweg during high discharge conditions with 

an up-estuary flow only below 8 m depth (Figure 6a). During moderate and low 

discharge cases, velocities are in general smaller, with a shallower location at which 

velocities change direction (5 m, Figure 6d and g, Sup. Fig. 2). This response is similar to 

that observed at the ADCP location (Figure 3). In response to this velocity pattern, 

salinity varies significantly with river forcing, affecting both stratification and along-

estuary gradient (Figure 6). During high discharge, stratification is increased along the 

estuary (Figure 4c), with nearly fresh water reaching Marshfield Channel (S < 3, 23 km 

from the mouth). Higher stratification is observed in Main Channel (1.59 psu·m-1 during 

neap, 0.98 psu·m-1 during spring tide) while in East Bay Channel, stratification is reduced 

(0.31 psu·m-1 during neap, 0.24 psu·m-1 during spring tide). During moderate and low 

discharge, stratification decreases (0.22 and 0.25 psu·m-1 on average over the estuary, 

respectively, Figure 6).  

At the surface, subtidal flow under moderate discharge is directed along the 

thalweg, with stronger velocities under the neap tide conditions (Figure 7a) than during 

spring tides for the moderate discharge case (spring case not shown). The out-estuary 

flow curves around both North Bend and estuary mouth, converging towards the deeper 
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parts of the channel. During the moderate and low discharge cases, out-estuary velocity is 

weaker than the high discharge experiments, allowing for salinities of 30 to be registered 

at the surface further up the estuary (4 km in the moderate discharge case and 16 km in 

the low discharge case - Figure 6), and decreasing stratification.  

 

 

Figure 6. Salinity and along-estuary velocity distribution along the thalweg for the no-

wind base cases under neap amplitude forcing and the three river discharges. (a) Subtidal 

along-estuary water velocity (color) and salinity (contours) along the thalweg, under high 

discharge. (b, c) Subtidal along-estuary water velocity (color) and salinity (contours) at 

Cross sections A and B, under high discharge. (d) Same as a, but for moderate discharge. 

(e, f) Subtidal along-estuary water velocity (color) and salinity (contours) at Cross 

sections A and B, under moderate discharge. (g) Same as a, but for low discharge. (h, i) 

Subtidal along-estuary water velocity (color) and salinity (contours) at Cross sections A 

and B, under low discharge. Location of Cross sections are shown in Figure 1. 
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Figure 7. (a) Subtidal surface velocity (arrows) and surface salinity (contours) during 

neap tides and moderate discharge, averaged over 2 days for no winds (base case). (b) 

Subtidal surface salinity anomalies (event minus pre-event values in contours) and 

surface velocity anomalies (arrows) during weak northward wind event. (c) Same as b, 

but for the weak southward wind event. Location of the ADCP is marked with a yellow 

square. 
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The cross sections indicate that circulation in the estuary is more 3-D and 

complex than the typical 2-layer flow. For example, under high discharge, flow in Main 

Channel is laterally sheared (Figure 6b), while under lower discharge flow has a stronger 

vertical variability (Figure 6e, h). This produces salinity slightly enhanced on the eastern 

side, while the flow on the thalweg has lower salinities (Figure 7a). These differences are 

observed in East Bay Channel as well, where up-estuary velocity is observed in the 

thalweg and out estuary velocity is observed over the flats (Figure 6c, f, i). Lateral 

salinity gradients, induced by differential advection, can affect the along-estuary gradient 

and stratification, and in turn the effect that winds can have on estuarine circulation. 

 

4.6 Simulated wind events and estuarine response 

a) Northward wind events 

Wind stress towards the north produces increased surface flow in the same 

direction, which in Main Channel is up-estuary and in East Bay Channel and South 

Slough is out-estuary (Figure 7b). This anomalous flow pattern leads to accumulation of 

fresher waters in North Bend. Our observations at the ADCP location, just south of the 

bend, agree with the results of our idealized experiments: an average decrease in salinity 

and velocity is observed at a time related to the change from no-wind to increased wind 

(Figure 5).  

The full extent of our model allows us to explore the spatially-variable response 

to wind forcing of salinity and velocity, mainly due to the inverted U-shape of the Coos 

Estuary. We illustrate the overall estuarine response by focusing on the moderate 
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discharge case with neap tides, as many of the features are shared across all forcing 

ranges, and discuss the other cases where important differences emerge.  

In the first few kilometers of Main Channel, salinity at the surface increases along 

the southern edge up to 7.5 km from the mouth (Figure 7b) due to wind straining (1-6 m 

of depth). In this area, fresher water is observed along the northern side, where out-

estuary velocities are reduced (anomalies shown in black arrows in Figure 7b). In 

response to reduced velocities at the surface, exchange flow at depth is reduced as well 

(0.05 m·s-1 slower), producing fresher deep waters at the entrance of the estuary. In East 

Bay Channel, wind is in the same direction as exchange flow at the surface, and small 

positive anomalies are observed in the surface velocity field (northward arrows in Figure 

7b). The freshest waters at the surface (4.5 fresher than base case) are accumulated on the 

northern side of North Bend, due to the enhanced surface flow from both sides of the 

bend pushing the less-dense waters in this direction (average 0.8 cm under high 

discharge, 0.2 cm higher water levels under moderate discharge, and 0.1 cm under low 

discharge). The general distribution of surface salinity anomalies is similar between 

spring (not shown) and neap tides; however, salinity anomalies are greater during neap 

tides due to enhanced stratification (Figure 8a). 
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Figure 8. Stratification along the thalweg under neap tide for base cases (gray), northward 

winds (red) and southward winds (blue) for a) high, c) moderate and e) low discharge. 

Depth-averaged salinity (normalized by salinity at the mouth) under neap tide for base 

cases (gray), northward winds (red) and southward winds (blue) for b) high, d) moderate 

and f) low discharge. Width of lines dependent on strength of wind forcing. Note the 

range of stratification and salinity gradient is constrained to see variability landward of 

the mouth. Broken lines show Main Channel and East Bay Channel area. 

 

Cumulatively, the impact of winds on salinity and velocity in the Coos Estuary is 

fundamentally influenced by the estuarine geometry and bathymetry (Figure 8). Strong 

northward winds increase the along-estuary depth-averaged salinity gradient under all 

river discharge cases and neap tide conditions. In the high river discharge case, the 

salinity gradient decreases 0.25 and 0.14 psu·km-1 in Main Channel and East Bay 

Channel, respectively. This difference in ∂S 𝜕𝑥⁄  under high discharge is mostly driven by 

changes in the surface salinity (Figure 7b). In the moderate discharge case, salinity 
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gradient increases 0.18 psu·km-1 in Main Channel, while in East Bay Channel it increases 

0.07 psu·km-1 (Figure 8b). Finally, in the low discharge cases, a difference of 0.05 

psu·km-1 and 0.0009 psu·km-1 is observed in Main Channel and East Bay Channel, 

respectively.  

Stratification can be affected by winds via two methods: mixing and straining. 

Due to wind straining, northward winds accumulate fresher waters in North Bend, while 

at depth saltier waters are found close to the mouth and fresher waters in East Bay 

Channel (Figure 9a). This produces a slight increase in stratification in Main Channel of 

0.003 psu·m-1 (Figure 8c-d), while in East Bay Channel stratification decreases by 0.04 

psu·m-1, under moderate discharge. The strong stratification observed in the high 

discharge base case in Main Channel increases under wind forcing (0.03 psu·m-1), while 

in East Bay Channel winds produce a decrease of stratification of 0.13 psu·m-1 (Figure 

8a-b). The low discharge base cases have the highest salinities throughout the water 

column. When northward winds are applied to that same low discharge case, stratification 

increases a small amount (0.01 psu·m-1) in Main Channel and a negligible amount in East 

Bay Channel (Figure 8e-f). 

Cross sections in the estuary show that the impact of winds on the Coos Estuary is 

not symmetrical: at Cross section A (Figure 9b), slower out-estuary velocities are 

observed in the upper layer, while at depth up-estuary velocities are strengthened. 

Salinity is reduced at all levels, with greatest negative anomalies at the surface (-1.5). On 

the East Bay Channel Cross section (B - Figure 9c), out-estuary flow above the thalweg is 

enhanced at the surface due to winds forcing in the same direction as exchange flow. On 
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the flats, the out-estuary flow is slightly reduced producing the fresher water mass 

observed in Figure 7b.   

 

 

Figure 9. Velocity (color) and salinity (lines) anomalies under moderate discharge, neap 

tides, and weak northward winds (top panels) and for weak southward winds (lower 

panels). (a, d) show velocity and salinity in the thalweg and locations of Cross sections, 

(b, e) show velocity and salinity anomalies at Cross section A, and (c, f) at Cross section 

B. Location of Cross sections are shown in Fig. 1b. 

 

Temporal changes to salinity averaged over the whole estuary volume are shown 

in Figure 10. Before winds are applied, the estuary is losing salt under high and moderate 

discharge. As northward winds are applied, fresher water is accumulated around North 

Bend, which slightly increases salinity due to a reduced advective salt loss as winds are in 

opposite direction. This slight increase of salinity continues after the winds are turned off 

due to the remaining increase in salt at depth (Figure 9a). Increased salinity beyond North 

Bend (Figure 8d) allows the estuary to increase salinity after the winds are turned off in 

the low discharge cases (Figure 10c).   
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b) Southward wind events 

Our numerical model results show that southward winds produce an enhanced 

outflow of fresher water at the surface, creating significant lateral and temporal 

variability, similar to the observations. At the ADCP location (Main Channel), winds act 

in the same direction as surface flow, strengthening exchange flow at the surface, while at 

depth, velocities become more landward due to upwelling at the coast, again similar to 

observations (Figure 5).  

Southward winds move fresher waters away from North Bend and towards the 

southeastern side of Main Channel and western side of East Bay, where the thalweg is 

located (Figure 7c). The lateral gradient in velocity due to flow following the thalweg 

produces reduced salinity on the western side of Main Channel, observed at Cross 

Section A (Figure 9b). Increased out-estuary flow at the surface in Main Channel is 

accompanied by enhanced up-estuary velocity at depth, which produces higher salinities 

at depth in Main Channel. In East Bay thalweg, fresher waters are observed (1.5 fresher) 

due to reduced exchange flow which decreases the inflow of salty waters in the thalweg, 

while on the shallow flats the output of freshwater is moved towards Marshfield channel, 

producing slightly higher salinities (1.38,  Figure 9f). This transport of waters south from 

both sides of the Bend produce in the moderate discharge case, a set down of 1.4 cm in 

the area (1.2 cm under high discharge and 1.5 cm under low discharge forcing). 
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Figure 10. (a) Temporal variability of volume-averaged salinity over the whole estuary 

for the high discharge case. Different colors represent the direction of the wind forcing, 

while the line width depends on strength of wind forcing. Broken vertical black lines 

show when the winds are turned on and off. (b) Same as in a, but for moderate discharge. 

(c) Same as in a, but for low discharge. 

 

As the length of the estuary changes with river discharge (Figure 4), the effects of 

southward winds on stratification and salinity gradient along the thalweg also changes 

spatially, especially due to the presence of North Bend (Figure 8). When southward 

winds are applied, stratification near North Bend increases, similar to what is observed 

under northward winds (Figure 8a, c, e). The change in stratification is tied to an increase 

in salinity due to increased up-estuary flow at depth, which in turn also increases 𝜕𝑆 𝜕𝑥⁄  
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(Figure 8b, d, f). Estuary-averaged salt shows that salinity initially decreases under high 

discharge, as winds are in the same direction as advection in Main Channel (Figure 10a). 

After a day of wind influence, salinity begins to increase due to a strengthened exchange 

flow which brings saltier water at depth in most of the water column (not shown). Under 

moderate discharge, the accumulated fresher water in East Bay Channel (Figure 9) is 

slowly exported from the estuary until salinity reaches a stable value of 17.7.  

Interestingly, both wind directions increase the overall salinity of the estuary. 

However, the increase across the estuary is due to different processes: in the northward 

wind case, winds accumulate fresher waters in North Bend, due to reduced exchange 

flow in Main Channel and enhanced exchange flow in East Bay Channel, not allowing 

the fresher water out of the estuary. In the southward case, exchange flow is enhanced at 

the mouth due to wind straining at the surface and upwelling at depth, and secondary 

flow transports salt towards the shallow flats.    

 

5. Discussion    

Observations shown here indicate that despite the tidal dominance on setting the 

exchange flow magnitude in the Coos Estuary, strong winds can force reversals in surface 

velocities and influence the along-estuary salinity field (Figure 2, 5). Northward winds 

drive these reversal events in the Main Channel and occur more often under neap tide 

conditions (Figure 2). The numerical simulations support the observations, showing that 

northward wind stress weakens the out-estuary flow at the surface along the thalweg in 

Main Channel, while on the shallower portions flow is reduced or even reversed (Figure 
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9). Beyond the bend, the U-shaped geometry effectively reverses the direction of the 

wind’s effect. That is, in East Bay Channel, northward winds act in the same direction as 

exchange flow at the surface, enhancing the exit of fresher water, leading to a pile-up of 

fresher water between 12 and 16 km. In contrast, southward winds shove surface waters 

towards the south, increasing the inflow of saltier waters along the northern boundaries of 

the estuary.  

Our observations and modeling experiments show that despite the strong 

dependence of salinity gradient on river discharge and tidal forcing, winds can also affect 

the salinity gradient in the Coos Estuary (Figure 8). When wind forcing is turned on, the 

overall salinity increases under both northward and southward wind forcing, albeit with 

spatial and temporal variability (Figure 10): northward winds increase the salinity 

gradient in Main Channel due to a piling of fresher waters in North Bend, while 

southward winds increase it in East Bay Channel due to a transport of fresher waters 

south and upwelling at the mouth. Although high discharge events occur only 25% of the 

time, the estuary response to winds is amplified during those conditions due to an 

increased stratification and salinity gradient (Figure 8). Observations during northward 

winds (Figure 5) show that these changes to salinity and velocity seem to be transient, 

due to the onset of increasing river discharge that coincides with the storm event. Longer-

lasting winds occur as observed under upwelling-favorable southward winds.  

In Main Channel at depth, the exchange flow resembles the dynamics of a 

relatively simpler estuarine geometry (Monismith, 1986; Chen and Sanford, 2009; Li and 

Li, 2011). However, due to both the presence of a complicated channel curvature and the 
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abundant tidal flats, significant across-estuary variability develops in East Bay. These 

results emphasize the spatial variability that wind induces on estuaries with complex 

geometries (e.g., Coogan et al., 2020; Guo and Valle-Levinson, 2008; Purkiani et al., 

2016; Valle-Levinson et al., 2001), or ones with channel-flats geometries (Ralston and 

Stacey, 2005; Geyer et al., 2020), both of which are common in estuaries across the PNW 

and the globe.  

 

5.1 Wind-induced temporal variability of salinity 

The Coos Estuary was found to be unsteady due to both strong tidal forcing and 

short timescales of river discharge events (Conroy et al. 2020). By accounting for wind 

forcing, which was neglected previously but varies on even shorter time scales then the 

river discharge, the salinity and velocity that characterize the Coos Estuary are changed 

(Figure 5). This combination of strong tides, episodic river forcing, and winds makes the 

Coos Estuary comparable to numerous other small, strongly forced systems (Simpson et 

al., 2001; Banas et al., 2004; Lerczak et al., 2006; Ralston et al., 2010a). 

To explore the impacts of this unsteadiness, Chen and Sanford (2009) and Li and 

Li (2011) explored the impact of winds on the salt flux of an idealized, partially-mixed 

estuary, and illustrated an important temporal variability attributed to the adjustment of 

sea level due to a barotropic seiche (advective flux). Our results also show a barotropic 

sea level adjustment due to water piled in North Bend under northward winds (Figure 

7b), and may explain the temporal variability of salinity in our observations (Figure 5, 

Sup. Fig. 3). Additionally, Conroy et al., (2020) shows enhanced eulerian flux of salt in 
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Main Channel due to higher levels of discharge, which affects the eulerian flux of salt. 

Our results show that under wind influence the exchange flow is affected due to winds 

being in opposite or the same direction at the surface. This additional eulerian flux would 

also increase the salinity gradient and shift salt flux towards the tidal and eulerian fluxes 

(Sup. Fig. 3). 

 

5.2 Biological implications 

Linkages between the physical and biological components of an estuary can be 

direct (e.g., currents advecting larvae through certain parts of a system), or indirect (e.g., 

changes to estuarine circulation lead to changes in temperature or salinity levels that 

affect organisms differently). Changes in the overall salt content of an estuary, whether 

due to river discharge, tides and/or winds, can thereby reduce or expand areas where 

larvae or other organisms can survive (Childers et al., 1990; Peterson, 2003; Teodósio et 

al., 2016). At the same time, changes in water level, including wind-driven changes, can 

decrease access of organisms to specific areas of an estuary where they can find shelter 

(Minello et al., 2012). Our study shows that wind forcing influences salinity in the Coos 

Estuary, with long-lasting changes (i.e., persistent days beyond the wind event, Figure 5). 

Though in some cases the velocity returns to its original values after the winds have been 

turned off, the estuary-averaged salinity does not return to its pre-event values (Figure 

10). These significant changes occur especially when the river discharge falls within high 

(26% of the time) or moderate (45% of the time), accounting for >70% of each year. 

Additionally, there is enhanced salinity and velocity variability on tidal flats due to wind 
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forcing, related to processes such as lateral trapping  (Okubo, 1973; MacVean and 

Stacey, 2011; Conroy et al., 2020). Tidal flats in an estuary lead to ebb-tide dominance 

(Fortunato and Oliveira, 2005), and may be of much importance to the lateral salt flux in 

shallow, strongly stratified estuaries, such as the Coos or the San Francisco Bay (Ralston 

and Stacey, 2007; Ralston et al., 2010b), due to the abundant amount of shallow areas.  

The transport of less-mobile organisms, such as larvae, can be enhanced by 

winds. For example, in Chesapeake Bay, Hare et al. (2005) showed that the up-estuary 

flux of young fish larvae was dominated by a combination of tidal, wind, and residual 

bottom inflow. Our results also show wind-enhanced transport when winds are blowing 

northwards (Figure 10), with a stronger impact on the shallower parts of the estuary, e.g., 

stronger up-estuary flow on the eastern side of Main Channel (Figure 7). In the 

southward wind cases, the exchange flow is strengthened at the surface in the out-estuary 

direction, enhancing up-estuary velocities at depth. This deep pathway may be a channel 

for larvae, phytoplankton, contaminants and other buoyant particles, to access the 

estuary. Recently, during 2014, an increased population of green crab larvae was found in 

areas up to North Bend (Yamada et al., 2020), and latitudinally as far north as Puget 

Sound (Grason et al., 2018). This anomalous transport of green crab populations has been 

related to changes in basin scale patterns, such as marine heatwaves (Peterson et al., 

2017) and El Niños (Brasseale et al., 2019). Within an estuary, the effect of changes in 

climatological wind patterns could lead to up-estuary transport of organisms to outside 

their observed range. Indeed, many climate change scenarios predict intensified winds in 

the PNW (Bakun et al., 2015).  
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Roegner et al. (2007) also found a significant correlation between larval 

recruitment and tidal processes, showing that larvae entered South Slough during neap 

tides and not with spring tides, with slightly enhanced recruitment under upwelling 

(northward) winds. Our results show that during neap tides both stratification and salinity 

gradients increase during the majority of forcing conditions allowing for larvae that are 

transported at depth to move further up-estuary (Figure 4). Additionally, this increase in 

stratification and salinity gradient allows for a stronger susceptibility of the water column 

to winds (Chen and Sanford, 2009), in which the residence times of organisms may 

increase (Geyer, 1997).  

 

6. Conclusions 

Observations from a year-long velocity time-series in the Coos Estuary, OR, show 

that under northward wind stress, the normal out-estuary exchange-flow pattern is 

reversed at the surface. Salinity at nearby water quality stations in the estuary show a 

slight increase during the initial onset of these winds, before quickly freshening due to 

the increased river discharge brought by the storm. Winds play two additional roles in the 

estuary, acting as an extra source of mixing that affect stratification and by piling up 

water that creates barotropic pressure gradient forces. These wind-driven processes affect 

the mainly tidally-driven estuarine circulation. Importantly, they affect the estuarine 

circulation disparately based on the geometry of the estuary that is an inverted-U shape, 

producing contrasting effects of the wind on each side of the bend.  
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We conducted numerical experiments to investigate the spatial and temporal 

variability of wind effects on circulation and salinity of the Coos Estuary, by looking at 

specific combinations of tides, river discharge and winds, and their effects on salinity and 

velocity distributions throughout the estuary. Despite the idealized characteristic of our 

forcing, salinity gradients and stratification show good agreement with observational data 

in Main Channel. Stratification is inversely proportional to river discharge, and during 

high discharge we find the highest stratification levels under neap tide conditions. When 

winds blow northward, anomalies in salinity and velocity are created due to fresher water 

piling up on the north side of the estuary. Additionally, changes are related to the 

reduction of velocity in Main Channel, due to winds opposing the direction of exchange 

flow, while beyond North Bend, winds act to strengthen the out-estuary circulation at the 

surface. In the case of southward winds, salt is pushed out-estuary at the surface in Main 

Channel, increasing stratification in the thalweg, and accumulating fresher waters along 

the southern side. Beyond North Bend, southward winds act in the opposite direction as 

exchange flow, keeping the fresher waters accumulated in East Bay Channel close to the 

thalweg, while shallower waters grow slightly more saline.  

Changes to stratification and salinity gradient due to winds impact the flux of salt 

into and out of the estuary, which is not a transient effect and shows a strong dependence 

on the river discharge. Under high discharge, most of the impact of winds occurs in Main 

Channel, where winds exert opposite effects on the surface velocity: northward winds are 

in the opposite direction as exchange flow and the barotropic pressure gradient force for, 

while southward winds are in the same direction as both. After the winds have been 
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turned off, the accumulated fresh water exits the estuary at the surface while strengthened 

exchange flow at depth increases salinity slightly. Southward winds affect the lower part 

of the water column increasing salinity even after the winds have been turned off, due to 

upwelling at the mouth. Moderate and low discharge cases have a similar response to 

winds, however, due to reduced stratification and along-estuary salinity gradient, the 

effect on salt is smaller, producing the estuary to lose less salt and reaching a stable 

salinity after the winds have been turned off. Interestingly, in these lower discharge cases, 

due to reduced stratification, the effect of winds on circulation and salinity content is 

stronger on both sides of the estuary.  
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CHAPTER III 

 

WATER TEMPERATURE VARIABILITY IN THE COOS ESTUARY AND ITS 

POTENTIAL LINK TO EELGRASS LOSS 

This Chapter will be submitted to the Journal Frontier of Marine Sciences. I am 

the lead author on the paper, developing the methodology, analyzing the data and writing 

the manuscript. David Sutherland (University of Oregon), served as advisor, aiding in 

data interpretation and manuscript editing. Alicia Helms (South Slough National 

Estuarine Research Reserve) provided eelgrass data, feedback on manuscript drafts and 

aided in manuscript editing. 

 

1. Introduction 

Estuaries act as mixing zones between oceanic and riverine waters, providing 

many ecosystem and cultural services (Milcu et al., 2013; Sherman and DeBruyckere, 

2018; Zapata et al., 2018), and motivating numerous studies to examine the links between 

environmental conditions and ecosystem health (Costanza et al., 1997; Seppelt et al., 

2011). In the Pacific Northwest (PNW; Figure 1), estuaries are influenced on the ocean 

side by the primarily wind-driven California Current System (CCS; Hickey and Banas 

2003). These winds driving the CCS along the west coast of North America are forced by 

atmospheric circulation related to the North Pacific High and the Aleutian Low, which 

vary seasonally. In the winter the Aleutian Low migrates southward, producing 

downwelling-favorable winds along the PNW, while in summer the North Pacific High 
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migrates northward producing southward-directed upwelling-favorable winds (Huyer 

1983; Hickey and Banas 2003; Davis et al. 2014, and others). Upwelled waters on the 

PNW continental shelf are typically colder (Figure 1b), with higher salinity, higher 

nutrients and lower oxygen levels. During winter, storms produce episodic river 

discharge events that result in lower salinity, lower temperature and higher turbidity 

along the coast (Hickey and Banas, 2003; Huyer et al., 2007).  

The CCS has significant hydrographic interannual variability on top of its 

seasonality (Figure 1c). These interannual variations are dominated by the El Niño 

Southern Oscillation (ENSO), where positive values of the Ocean Niño Index (ONI) are 

related to higher temperatures and sea level at the mouth of PNW estuaries (Wyrtki, 

1984; Huyer et al., 2002). On decadal time scales, variations can be related to the Pacific 

Decadal Oscillation (PDO) and the North Pacific Gyre Oscillation (NPGO), which 

emerge as the first and second principal components of sea surface temperature and sea 

surface height, respectively (Di Lorenzo et al., 2008; Capotondi et al., 2019). The NPGO 

correlates with wind stress in the North Pacific, with weakened wind-driven upwelling 

occurring when the index is negative (Di Lorenzo et al., 2008). A positive PDO pattern, 

which is associated with a strengthened Alaskan gyre, is correlated to increased coastal 

upwelling between 38°N and 48°N (Chhak and Di Lorenzo, 2007; Di Lorenzo et al., 

2008). Marine heatwaves in the PNW are a result of decreased surface cooling in the Gulf 

of Alaska and decreased equatorward Ekman transport due to the atmospheric ridge (Di 

Lorenzo and Mantua, 2016; Capotondi et al., 2019). In addition, the anomalous high-

amplitude ridge system in the North Pacific that brought drought conditions to the PNW 
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exacerbated the increased water temperature caused by a marine heatwave. During the 

winter of 2013, a marine heatwave termed the “Blob” (Bond et al., 2015) was observed in 

the North Pacific and moved onto the shelf from Sep-2014 until Mar-2015, increasing 

SST more than 1.5ºC at the Stonewall buoy. Positive anomalies (>1.5ºC) were observed 

at Stonewall again from Jul-2015 to May-2016 related to another marine heatwave (Di 

Lorenzo and Mantua, 2016; Gentemann et al., 2017). During 2014–2016, when the Coos 

Estuary showed anomalously warm waters, the Equatorial Pacific was anomalously warm 

due to an El Niño event (Jacox et al., 2016). The triad of Sep-Oct-Nov 2014 ONI index 

registered SST anomalies greater than 0.5 ºC in the Niño 3.4 region (5ºN-5ºS, 120º-

170ºW), which led to an officially declared El Niño in the Equatorial Pacific 

(https://origin.cpc.ncep.noaa.gov/). Though this first El Niño warm pulse was weak (0.5 

ºC in May-2014), another El Niño event produced SST anomalies of 4 ºC in 2015, with 

maximum anomalies between Nov-2015 and Jan-2016. Positive anomalies were observed 

in this ENSO area until March-April-May 2016, with a peak of anomalies of 2.6 ºC at the 

end of 2015. 

Notably, anthropogenic global warming is resulting in increased temperatures as 

well, which are predicted to increase stratification and reduce availability of nutrients 

higher in the water column, akin to the variations observed during El Niño years 

(Schneider, 1993; Di Lorenzo et al., 2009; Barnard et al., 2017).  

The seasonal patterns in the continental shelf hydrodynamics influence the 

ecology of the PNW ocean and estuaries. For example, many local fish and invertebrates 

spawn in the winter to ensure the retention of pelagic eggs and larvae nearshore 

https://origin.cpc.ncep.noaa.gov/
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(Logerwell et al., 2003; Bi et al., 2011; Shanks et al., 2020). Plants are also influenced by 

the seasonal patterns in temperature. For example, eelgrass (Zostera marina) carries 

fewer leaves in the winter, while in the summer, they present a greater number of longer 

and thicker shoots (Phillips et al., 1983). This marine flowering plant forms broad 

meadows in intertidal and shallow subtidal flats, as well as fringe meadows on steeper 

shorelines, hence specific genotypes are selectively adapted to different habitats and 

environmental stressors (Phillips, 1984; Hessing-Lewis et al., 2011). Thom et al. (2003) 

showed the greatest densities of eelgrass in the Coos Estuary, OR, were found in the most 

marine-influenced sites. These sites had a smaller seasonal temperature range, while the 

stations further away from the mouth of the estuary were subjected to broader 

temperature ranges, higher turbidity, and lower salinity.  

Many environmental parameters, outside a specific species-dependent range, can 

cause stress on the fauna and flora of estuaries, including salinity, water temperature, 

turbidity, light availability, air temperature, water velocity, and nutrient levels (Thom et 

al., 2003; Echavarria-Heras et al., 2006; Lee et al., 2007; Nejrup and Pedersen, 2008; 

Kaldy, 2012, 2014; Salo and Pedersen, 2014; Basilio et al., 2017; Daly et al., 2017). For 

example, declines in eelgrass populations have been observed in the PNW and were 

related to increased water temperatures after the 1997-1998 El Niño event (Thom et al., 

2003). Water temperatures above 25°C can significantly reduce photosynthetic and 

respiration rates (Nejrup and Pedersen, 2008; Gao et al., 2017; Beca-Carretero et al., 

2018), inhibit leaf growth (Zimmerman et al., 1989), as well as increase susceptibility to 

eelgrass wasting disease (Kaldy, 2014; Groner et al., 2021). As a response to warm 
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seasons, Z. marina may respond by reproducing sexually through the production of 

flowers and seeds (Lee et al., 2007). These seeds can also be affected by temperature by 

changing the size and chemical composition (Jarvis et al., 2012; Delefosse et al., 2016), 

and if the temperature stress is perennial, the eelgrass beds may not be able to survive 

(Jarvis et al., 2012). 

 

 
Figure 1. a) Estuaries in the PNW where eelgrass (Zostera marina) is present, including 

our study area (Coos Bay), and the Stonewall buoy (black circle). b) Water temperature at 

the Stonewall buoy with the climatological mean calculated for 2004-2014 (black) and 

the daily averaged values with a 30-day low pass filter (blue). c) Basin scale indices 

(water temperature anomaly): Oceanic Niño Index (ONI; gray area), North Pacific Gyre 

Oscillation (NPGO; red line), Pacific Decadal Oscillation (PDO; blue line).  

 

Here, we study the seasonal and interannual variability of water temperature 

within the Coos Estuary to explore its links with a recently observed decrease in eelgrass 

abundance. Using long-term observations, we evaluate the impact of the ambient ocean 

conditions, river discharge and atmospheric heat flux on the water temperature in the 
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estuary. Our observations show that temperature varies locally and seasonally across 

specific regions of the estuary, much like the observed eelgrass declines, and is driven by 

a combination of basin scale variability and local forcing modulated by bathymetry.  

 

2. Study area 

The Coos Estuary is located inshore of a narrow continental shelf south of 

Stonewall Bank (Hickey and Banas, 2003) and is the second largest estuary in Oregon in 

terms of area and volume (Figure 1). Water temperatures inside the Coos Estuary are 

significantly correlated with continental shelf values as measured by the Stonewall buoy 

(Strub et al., 1987; Miller and Shanks, 2004; Huyer et al., 2007). At the Stonewall buoy, 

temperature shows seasonal variability related to the CCS circulation patterns: 

equatorward winds drive cold upwelled waters towards the coast during the summer, 

while during the winter southward winds produce downwelling accompanied with 

warmer waters. On top of the seasonal variability, several warm-water events have been 

registered at the Stonewall buoy, including El Niño events which produced 1-2°C 

anomalies (Huyer et al., 2002; Peterson et al., 2017). Other events include the marine 

heat waves related to atmospheric high-pressure ridges, which in 2014 produced an 

anomaly of 7°C in 1 hour at the Stonewall buoy (Gentemann et al., 2017; Shanks et al., 

2020). These ocean properties are then further transported towards the mouth of the 

estuaries in the PNW and can travel up-estuary at a rate on the order of 10km d-1, at least 

in the case of Willapa Bay (Hickey and Banas 2003).   
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Figure 2. The Coos Estuary, showing bathymetry in meters below mean sea level 

(colored contours) and the location of water quality monitoring stations (black triangles), 

meteorological stations (red triangle), tide gauge (blue circle), freshwater sources (green 

circles), and eelgrass stations (red diamonds). Black numbers refer to distance (in km) 

from the mouth along the thalweg; blue numbers show distance (in km) from the 

intersection of South Slough with the main estuary.  
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Figure 3. a) Eelgrass density at 4 stations in South Slough. The 2004-2014 climatology 

for Valino is shown in broken green line. (b) Long-term hydrographic characteristics at 4 

SSNERR stations, Charleston WQ (blue), Valino WQ (thick green), Winchester WQ 

(red) and the Stonewall buoy (black), showing low-pass filtered water temperature over 

2014–2018. (c) same as in (b) but for salinity. (d) Air temperature at the North Bend 

Airport meteorological station (black) and South Fork of the Coos River discharge (gray). 

For locations, see Figure 2.  

 

The propagation of oceanic signals into the estuary is produced by a combination 

of baroclinic, barotropic and diffusive processes, which are dependent on the geometry, 

depth, and forcing characteristics of each estuary. The main channel of the Coos Estuary 

(Figure 2) is annually dredged from the mouth to 24 km up-estuary near the Coos River 

entrance, to maintain 11 m of depth and 91 m of width (Eidam et al., 2020). Adjacent 
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tidal flats, inlets and sloughs branch out of the main channel; these shallow areas range 

between 0.5 m above MLLW to 1.0 bellow MLLW of depth, extend approximately 15 

km2 and provide the primary habitat for Zostera marina (Emmett et al., 2000; Groth and 

Rumrill, 2009; Eidam et al., 2020). The main source of freshwater is the South Fork Coos 

River in the eastern portion of the estuary (Figure 2), which has a total discharge that 

ranges from 2 to 800 m3 s-1, with maximum peaks related to wintertime storm events. 

Additionally, there are numerous other sources of freshwater, including the Winchester, 

Elliot and Joe Ney Creeks that feed into South Slough. South Slough is a shallow sub-

estuary that trends southward about 3 km from the mouth of the main estuary. South 

Slough has a natural depth of 5 m in its un-dredged sinuous channel. South Slough is 

home to the South Slough National Estuarine Research Reserve (SSNERR), which 

maintains the water quality stations and conducts eelgrass surveys throughout the main 

estuary and in South Slough.  

The subtidal estuarine exchange flow in the Coos Estuary is relatively constant 

throughout the year as it is dominated by tides, with a small secondary increase in winter 

as river discharge ramps up (Conroy et al., 2020). The main semidiurnal tidal constituent, 

M2, height amplitude is 0.8 m, with mean tidal currents of 1 m s-1 resulting in a tidal 

excursion of 14 km (Baptista, 1989). Sutherland and O’Neill (2016) showed that the 

Coos Estuary has characteristics of a salt-wedge during high river discharges, a well-

mixed estuary during low discharges, and a partially-mixed estuary during moderate 

discharge times. They also found that, as in other estuaries in the PNW, Ekman-driven 

upwelling moves high-salinity, low-temperature, high-nutrients, low-oxygen waters into 
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the estuary (Sutherland and O’Neill, 2016). Though estuaries are expected to be exporters 

of nutrients (e.g., Roegner et al., 2002, 2011), Roegner and Shanks (2001) found that the 

Coos Estuary, specifically the seaward portion of South Slough, is an importer of 

nutrients in the summer, due to the close proximity of the coastal ocean. 

 

3. Methods 

3.1 Environmental conditions 

Water properties, sea level, river discharge and meteorological conditions were 

assessed using data from several monitoring stations located throughout the estuary, with 

most data inside South Slough (Figure 2 and Table 1). Charleston Bridge, Valino Island 

and Winchester Arm stations are telemetered to provide near real-time data access by 

SSNERR (http://nvs.nanoos.org). Temperature, salinity and various other parameters, are 

measured automatically every 15 minutes at all stations (Figure 3). The instruments are 

maintained monthly to limit biofouling by SSNERR (NOAA National Estuarine Research 

Reserve System (NERRS), 2020).  

River discharge data from the South Fork Coos River gauge (Figure 2, Table 1) 

from 2003 to present were used as a proxy for the variation in freshwater input to the 

estuary. Additionally, there are river discharge and water temperature data at Winchester 

Creek, the main source of freshwater entering the landward end in South Slough, 

available from 2011 and 2013-2016 (Figure 2 and Table 1). Hourly tidal height time 

series were obtained from a NOAA tide gauge in Charleston (Figure 2 and Table 1).  

 

http://nvs.nanoos.orgg/
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Table 1. Information on oceanographic and meteorological stations analyzed in this 

study. Locations shown in Figure 1. Instrument height above bottom is shown, as depths 

change tidally. 

Station Institution Date range Water depth 

/ Sensor 

height (m) 

Distance 

from 

mouth 

(km) 

Eelgrass sampling stations 

Collver Point SSNERR 2004–present Intertidal 4.5 

Valino Island SSNERR 2004–present Intertidal  6.3 

Hidden Creek SSNERR 2010–present Intertidal  8.8 

Danger Point SSNERR 2004–present Intertidal 9.9 

Water quality stations (water temperature, salinity) 

Charleston Bridge (CH) SSNERR 2002–present 4.0 / 0.5 3.0 

Valino Island (VA) SSNERR 1999–present 2.4 / 0.5 5.6 

Winchester Creek (WI) SSNERR 1995–present 1.1 / 0.5 7.1 

Empire Docks (EMP) CTCLUSI 2011–2014 6.0 / 0.5 6.9 

North Spit BLM CTCLUSI 2008–2016 10.5/0.5 8.2 

KoKwel Wharf 

(Coquille) 

Coquille 

Indian Tribe 

2013–2017 19 18.6 

Sea level from tide gauge 

Charleston #9432780 NOAA 1991–present 3.0 / – 3.0 

Meteorological stations (wind, air temperature) 

North Bend airport 

WBAN #24284 

NOAA 1949–present 5.1 (elev.)  12.5 

Stonewall buoy 

NDBC #46050 

NOAA- 

NDBC 

1991–present 3.8 (elev.) 147.5 

Charleston Met. Station  SSNERR 2001–2015  9–11.4 m 

above ground 

5.2  

Tom’s Creek Met. 

Station 

SSNERR 2016–present 1.5–4.0 m 

above ground 

10.1 

River gauge station 

South Fork of Coos 

River. St.#14323600 

Coos 

Watershed 

Association 

2003–present 44 (elev.)  49 

Winchester Creek Coos 

Watershed 

Association 

2010–2011; 

2015–present 

3.5 m (depth 

of channel) 

 10.8 
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Meteorological data were obtained from stations both offshore and on land. 

Offshore wind data, taken to be representative of upwelling or downwelling conditions at 

the coast, were obtained from the NOAA Stonewall Bank buoy (Figure 1), approximately 

120 km north of the estuary. We use the hourly wind data to calculate the along-shore 

north-south component of wind stress (Large and Pond 1981). Surface water 

temperatures were also obtained from the Stonewall buoy at hourly intervals. On land, 

wind velocity data were extracted from a meteorological station at the North Bend 

Southwest Oregon Regional Airport (Table 1, location shown in Figure 2). Additionally, 

SSNERR maintained a time series of wind and other meteorological variables at 

Charleston from 2001-May 2015. This station was later moved to Tom’s Creek in 2016. 

Due to the lack of data during 2015, we use data from the airport location to characterize 

the wind forcing. The North Bend airport also provides air temperature, relative 

humidity, barometric pressure, total solar radiation and precipitation. 

 

3.2 Eelgrass (Zostera marina) in the Coos Estuary  

Changes in the environmental conditions of an estuary have been observed to 

modify the seasonal trends of Zostera marina (Table 2). Due to the observed response of 

Z. marina to temperature, salinity and turbidity (Table 2), we use eelgrass as a proxy of 

response to environmental stressors in the Coos Estuary. The availability of observations 

and the importance of eelgrass to the ecosystem here and worldwide (e.g., Short and 

Coles, 2001) makes it a relevant system to explore. Table 2 synthesizes the current 
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literature on temperature, salinity and turbidity on eelgrass density in estuaries in the 

PNW. Importantly, there is spatial and temporal variability amongst different areas.     

 

Table 2 Temperature, salinity and turbidity optimal physiological values and thresholds 

for the survival of Zostera marina in the Pacific Northwest. 

Parameter Optimal 

values 

Threshold Location Season/Month Source 

Temperature 10–20 

°C 

>18 °C Coos Bay, 

OR 

July-August 

(1998-2001) 

(Thom et 

al., 2003) 

  16–19.1 

°C 

>18 °C Willapa 

Bay, WA 

July-August 

(1998-2001) 

(Thom et 

al., 2003) 

  15–23 

°C 

>25 °C 

(stressful) 

>30 °C 

(lethal) 

Yaquina 

Bay, OR 

(collected) 

In lab (Kaldy, 

2014) 

  15.4–

24.2 °C 

>32 °C  Puget 

Sound, WA 

  (Phillips, 

1984; Thom 

et al., 2018; 

Thom & 

Albright, 

1990) 

    1.5 – 2.5 

°C above 

normal 

San Diego, 

CA 

  (Johnson et 

al., 2003) 

Salinity 24.5–

32.1 psu 

  Coos Bay, 

OR 

July-August 

(1998-2001) 

(Thom et 

al., 2003) 

  13.3–

29.2 psu 

  Willapa 

Bay, WA 

July-August 

(1998-2001) 

(Thom et 

al., 2003) 

Turbidity or 

Irradiance 

  limited to 

substrates 

where at 

least 1% of 

the incident 

light 

remains 

South 

Oyster Bay, 

Long Island 

Sound, New 

York 

   (Phillips, 

1984) 

 

SSNERR surveys eelgrass in the Coos Estuary, including quarterly to annual 

monitoring of percent cover, shoot density, canopy height and flowering shoot counts at 4 
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locations in South Slough (Table 1). Collver Point, Valino Island, Hidden Creek, and 

Danger Point, are sampled using SeagrassNet and NERRS biomonitoring protocols 

(Short et al., 2006). Eelgrass characteristics are sampled at 0.25 m2 quadrats along 

permanent transects during low tides (Sup. Fig. 1). From 2004 to 2015, Valino Island 

transects contained 12 plots, and from 2016 to present 6 plots were added to the low and 

mid transects for a total of 18 plots. The location of these transects allow to sample the 

variability of eelgrass in the intertidal zone.   

There are different ways of assessing eelgrass in an estuary using remotely-sensed 

techniques, such as airborne lidar or vessel-mounted sonar systems. In the Coos, estuary-

wide eelgrass presence was obtained through aerial photography and high density lidar 

intensity images in 2005 and 2016 with the aid of the US Environmental Protection 

Agency (EPA) and the Pacific Marine and Estuarine Fish Habitat Partnership (PMEP), 

respectively (Clinton et al., 2007; Sherman and DeBruyckere, 2018). In May 2005, false 

color, near-infrared aerial photography was used, with validation surveys done in situ to 

classify the number of pixels belonging to a given habitat (e.g., density of eelgrass) that is 

covered by the specific habitat (Sup. Fig. 2a). In July 2016, airborne, multispectral 

imagery was collected for Coos Bay which was used to develop a scheme that only 

determined the presence/absence of eelgrass beds (Sup. Fig. 2b).   

 

3.3  Climatology and statistics 

In order to compare the oceanographic and meteorological conditions of the Coos 

Estuary between 2014-2016 with the years before the observed eelgrass decline, we used 
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the available data from 2004-2014 to calculate daily averages and standard deviations. 

Once the daily climatology was calculated, event-driven variability was filtered out by 

using a low-pass 30-day filter. Correlations between time series were calculated at 

different time lags, with significance level of 95%, using the large N (number of 

observations) approximation 𝜌̂𝑐𝑟𝑖𝑡(𝛼, 𝑁) =
𝑞𝑡(

𝛼

2
,𝑁−2)

√𝑁
, where qt refers to the Student’s-t 

distribution with N-2 degrees of freedom, and 𝛼 is the lower-tail confidence region, in 

our case 0.05. The water-year climatological cumulative river discharge was calculated 

from October 1st to September 30th, from 2004 to 2014 We define dry conditions in the 

estuary to be values below 95% of the climatological cumulative discharge value. 

 

4. Results  

4.1 Climatological environmental conditions in the Coos Estuary 

Water temperature and salinity levels in the Coos Estuary are influenced by the 

atmosphere (wind and heat fluxes), ambient ocean conditions, and river discharge (Figure 

3). During the winter, storms produce enhanced northward winds locally over the estuary 

(Figure 4). These same storms bring rain, increasing river discharge into the estuary 

episodically (Figure 4). Over the climatological period examined here (2004-2014), river 

discharge between November and May reached an average of 32 m3 s-1 (although peaks 

in distinct years show much higher individual event magnitudes), after which is a dry 

period between June and October, where the average discharge decreased by an order of 

magnitude to 3.2 m3 s-1 (Figure 4d). The average water-year cumulative discharge 
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calculated for the South Fork Coos River is 6330 m3 s-1. In a typical year, 90% of this 

cumulative discharge is accumulated between November and April.  

 
 

Figure 4. Environmental conditions outside the estuary during 2013-2017. a) Daily 

averages with a 30-day low pass filter of North-South wind stress (N m-2) from the North 

Bend Airport meteorological station (red lines) showing 2004-2014 climatological mean 

calculated for 2004-2014 (thick black lines), thin black lines show ±1 standard deviation. 

Vertical red bands show periods in which water temperature at Charleston WQ is 1 

standard deviation above the 2004-2014 climatology (Figure 6d). Vertical gray bands 

show periods in which eelgrass density at Valino is at least 1 standard deviation below 

the 2004-2014 climatology. b) same as (a) but for surface water temperature (ºC) at the 

Stonewall buoy, c) same as (a) but for air temperature (ºC) at the North Bend Airport 

meteorological station, d) same as (a) but for South Fork Coos River discharge (m3 s-1).  

 

During the dry summer, air temperature reached maximum values of 13.5°C at 

the North Bend airport station, while in winter, values below 8 °C were recorded (Figure 

4c). Outside the estuary, water temperatures at the Stonewall buoy location (Figure 4b) 

showed a similar pattern of seasonal variability: during the summer, temperatures 
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increased (average 13 °C), albeit with event-driven decreases in temperature between 

July and September when upwelling brings colder waters to the coast. During the winter, 

colder water temperatures were observed at Stonewall (average 10 °C), related to 

wintertime atmospheric heat loss.  

Inside the estuary, the 2004-2014 climatology of water temperatures show 

maximum values between July and October (Figure 5), which coincides with the highest 

air temperature values (Figure 4c) and reduced freshwater input (Figure 4d). The highest 

water temperatures were observed in stations further away from the mouth (KoKwel and 

Winchester) during this season (Figure 5). Salinity was also high during the dry summer 

period with maximum values at the station closest to the mouth (Charleston, 29.2 psu). 

Winchester Creek data (Figure 6f) showed that river temperature increases yet remains 

~2 °C cooler than both the Valino and Winchester locations in the estuary. At the end of 

the dry period, before freshwater increases, Charleston WQ (station closest to the mouth 

of the estuary) registered temperatures up to 3.5 °C colder and 9.6 psu saltier than 

Winchester WQ (station furthest up-estuary in South Slough), due to the influence of 

upwelling on the coastal ocean (positive wind values in Figure 4a). Valino WQ (station 

located mid-estuary in South Slough) also registered the influence of cold salty upwelled 

waters, while Winchester WQ and Winchester Creek temperature continued to increase 

(Figure 5).  
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Figure 5. Spatial distribution of temperature (top plots) and salinity (bottom plots) 2004-

2014 climatology derived at stations inside the Coos Estuary during Winter (left), 

Summer (middle) and Upwelling (right) time periods. Blue numbers refer to distance 

(km) from the mouth along the thalweg in the main channel and along the channel in 

South Slough. 

 

The rainy period, from November to March, was characterized by colder waters in 

Winchester Creek (Figure 6f). During this season all stations had similar temperatures 

(Figure 5), with even lower peaks during increases in discharge related to storms (Figure 

4b). Due to the increase in freshwater input, salinity decreases, with lowest values in the 

stations closest to the river mouths (Winchester and KoKwel Wharf). Despite KoKwel 

Wharf being closer to the input of freshwater from Coos River, temperature is slightly 

higher (10.2 °C, Figure 5). Long time series for the EMP, BLM, and KoKwel Wharf WQ 

stations were not available, however, existing data from 2013-2016 (Figure 6a-c) shows 

the strong seasonal pattern of temperature and salinity in these stations within the main 

channel. Salinity is highest at EMP, the station closest to the mouth, while KoKwel 
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Wharf (closer to the main freshwater source) responds with greater amplitude variations 

to storm events (i.e., much fresher during February).  

 

 
Figure 6. Coos Estuary water temperature during 2013-2017, thick black lines show 

2004-2014 climatological mean, thin black lines show +/- 1 standard deviation, thin red 

line shows daily averages with a 30-day low pass filter. Red bands show periods in which 

water temperature at Charleston WQ is 1 standard deviation above the 2004-2014 

climatology (Figure 6d). Gray bands show periods in which eelgrass density at Valino is 

below the 2004-2014 climatology by one standard deviation. Correlation between 

Charleston WQ and the Stonewall buoy shown in text (significance level = 0.04). a) 

KoKwel Wharf, b) EMP, c) BLM, d) Charleston, e) Valino and f) Winchester WQ and 

Winchester Creek (blue). 18 °C eelgrass temperature threshold in broken black line for 

reference.  

 

4.2 A few stressful years 

A combination of anomalous atmospheric and oceanic processes occurred in the 

PNW from late 2013 until 2017: during the winter of 2013, “The Blob” was observed in 
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the North Pacific due to a high-pressure system, moving into the shelf from Sep-2014 

until Mar-2015, increasing sea surface temperature more than 1.5 ºC (the eelgrass 

threshold, Figure 1b). At the end of 2014, a strong El Niño event was registered in the 

Equatorial Pacific (up to 2.6 ºC anomalies by the end of 2015, Figure 1c), influencing the 

PNW with warm anomalies of more than 1.5ºC from Jul-2015 to May-2016, with 

additional input of heat due to another marine heatwave (Figure 1b). These anomalies 

would exceed the temperature threshold for eelgrass in the PNW (Table 2).   

 
Figure 7. Coos Estuary salinity during 2013-2017, thick black lines show 2004-2014 

climatological mean, thin black lines show ±1 standard deviation, thin red line shows 

daily averages with a 30-day low pass filter. Red bands show periods in which water 

temperature at Charleston WQ is 1 standard deviation above the 2004-2014 climatology 

(Figure 6d). Gray bands show periods in which eelgrass density at Valino is below the 

2004-2014 climatology by one standard deviation. Correlation between Charleston WQ 

and the Stonewall buoy shown in text. a) KoKwel Wharf, b) EMP, c) BLM, d) 

Charleston, e) Valino and f) Winchester WQ. 
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The persistent high-pressure also impeded the arrival of winter storms in 2013-

2014, reducing river discharge and increasing air temperature at the estuaries in the PNW 

(Wang et al., 2014). During the winter of 2013-2014, the PNW experienced drought 

conditions reflected in the below-average water-year cumulative discharge at the South 

Fork Coos River location: 3240 m3 s-1 during 2013, and 4750 m3 s-1 during 2014, only 

50% and 71% of the 2004-2014 climatological cumulative of 6330 m3 s-1, respectively 

(Figure 4d). Lower river discharge is also related to the higher-than-average salinity 

during 2013 and 2014 (Figure 7). During this warm period, the Coos Estuary experienced 

extended time periods with water temperature 1.5ºC than the mean: Charleston WQ 

registered 107 of the anomalously warm days during 2014, 116 days in 2015 and 146 

days in 2016 (Sup. Fig. 3, calculated using the low-pass filtered data). The intrusion of 

anomalously warmer water in the Coos Estuary is especially noticeable during the Fall 

and Winter of 2014–2016 (Figure 6). In fact, of the days 1.5 ºC the mean, 80% occurred 

during the winter months of October to December. In Oct-2014, water temperature 

registered 1 standard deviation above the mean at KoKwel Wharf, Charleston, Valino and 

Winchester, until the following Apr-2015. From Jul-2015 until May-2016, anomalously 

warm waters were again observed, with short periods within 1 standard deviation of the 

mean. Despite the proximity of Valino WQ and Winchester WQ to the ocean boundary 

(5.6 and 7.1 km respectively, Figure 2), these stations showed a greater number of days 

with temperature anomalies above 1.5 °C in 2013-2016 compared to other water quality 

stations at similar or greater distance (Sup. Fig. 3). Winchester Creek also showed waters 

2°C warmer than its 2004-2014 climatology in 2015, when discharge values were close 
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to normal (Figure 6f). These temperatures were close to the estuarine water quality 

station at Winchester, during the rainy winter season of 2015 (Figure 6f). 

 

 

5. Discussion  

Water quality, river discharge, air temperature, and wind stress data all 

demonstrate the strong seasonality in the Coos Estuary that mimics the larger scale CCS 

patterns (Figure 3). Warmer, saltier estuarine characteristics are observed between April 

and June, after which upwelling-favorable conditions produce cold, saltier waters at the 

ocean boundary, which finally transition to rainy, fresher and colder conditions in the 

estuary due to increased precipitation and reduced solar input. This seasonality is affected 

by interannual variations of the surrounding atmosphere and ocean, which modulate the 

estuary on all its boundaries, i.e., from the ambient ocean waters at its mouth, the river 

discharge input, and the atmospheric heat fluxes on its surface. However, the results do 

indicate that there is significant spatial variability in how the estuary responds to these 

larger-scale interannual variations due to local bathymetry and geometry constraints. For 

example, during the warmer years of 2014-2016, Valino WQ and Winchester WQ are 

relatively warmer for extended periods of time than stations that are further away from 

the mouth (e.g., BLM, KoKwel). This disparate response to environmental forcing may 

stress species, such as eelgrass, which occupy distinct regions of the estuary. By 

disentangling the impact of the temporal variations in estuarine water forcing with spatial 

factors (e.g., depth and distance from the mouth), we provide a framework to discuss how 
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changing estuarine conditions might stress organisms differentially. We start by 1) 

examining changes outside the estuary at the basin scale, then move into 2) along-estuary 

gradients and spatial variability in hydrographic conditions before considering 3) long-

term temporal variability due to the expected future warming under anthropogenic 

climate change. Finally, we examine the dramatic eelgrass decrease observed within the 

Coos Estuary in the context of the temperature variability described above.  

 

5.1 Basin scale variability 

Though many organisms grow in wide temperature ranges, a persistent anomaly 

may stress organisms such as eelgrass beyond recovery (e.g., >1.5 ºC above normal, 

Table 2). During the winter of 2013–2014, the PNW experienced drought conditions, 

related to a persistent atmospheric high-pressure ridge linked to variability in the North 

Pacific Oscillation (Figure 1), a known precursor of El Niño conditions (Wang et al., 

2014; Di Lorenzo and Mantua, 2016). The high-pressure also affected the arrival of 

winter storms in the PNW, resulting in the below-average water-year cumulative 

discharge in the Coos River (Figure 4d) and increased air temperature in the Coos 

Estuary (Figure 4c). This combination produced anomalously warm water temperatures 

during 2014 in the Coos Estuary. During the winter of 2013, the “Blob” was observed in 

the North Pacific and moved onto the shelf from Sep-2014 until Mar-2015, increasing 

SST more than 1.5ºC at the Stonewall buoy. Positive anomalies (>1.5ºC, Figure 1b) were 

observed at Stonewall again from Jul-2015 to May-2016 related to another marine 

heatwave (Di Lorenzo and Mantua, 2016). During the El Niño event in 2015 SST 
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anomalies of 4 ºC where registered at the Stonewall buoy, with maximum anomalies 

between Nov-2015 and Jan-2016. This El Niño event increased the likelihood of storms 

and precipitation in the PNW, increasing river discharge at the Coos River, as registered 

during 2015-2016 (Alexander et al., 2002; Goodman et al., 2018). This atmospheric 

connection also reduces upwelling-favorable winds which would normally bring colder 

waters during the late summer to the Coos Estuary (Capotondi et al., 2019). 

Though the El Niño conditions can have a strong impact on the PNW, 

observational and modelling efforts (Jacox et al., 2016) indicate that the temperature 

anomalies observed on the continental shelf (Figure 1b) were mostly related to the marine 

heatwave. At the Stonewall buoy, the combination of these basin-scale processes 

produced enhanced water temperature (>1.5ºC warmer than the 2004-2014 climatology) 

during the fall and winter of 2014, 2015 and slightly during 2016 (Figure 4b). The warm 

anomalies were slightly reduced during the upwelling seasons of each year but picked up 

again after the winds started to relax (Figure 4a). These anomalies were observed in 

estuaries from San Francisco Bay (up to 3ºC, Cloern et al. 2017), to Puget Sound (up to 1 

ºC, Jackson et al. 2018). In the Coos Estuary, anomalies up to 2ºC, where observed in 

Charleston, 3 km from the mouth in March-2015. Increased water temperature at the 

ocean boundary will increase the heat that can be advected into the estuary and alter the 

along-estuary temperature gradient.  

 

5.2 Along-estuary differences in temperature 
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Water temperature and salinity levels in estuaries are controlled by the interaction 

of advective fluxes, atmospheric fluxes and exchanges with the ocean boundary at the 

estuary mouth and the river boundaries at each freshwater input (Smith, 1983; Stevenson 

and Niiler, 1983). Our subtidal data show that estuarine temperature is strongly correlated 

to the temperature variability on the nearby continental shelf, but the correlation weakens 

with distance from the mouth (Sup. Fig. 4). Additional spatial variability is induced by 

the heterogenous input of freshwater: the main estuary receives the input of the largest 

magnitude sources of river water (>10 freshwater sources) while South Slough has fewer 

sources with relatively smaller magnitudes (374 m3 s-1 for the entire estuary, 8.8 m3 s-1 

for South Slough). The differential discharge will affect the advection of heat throughout 

the sub-estuaries, as well as the retention time of heat, salinity or any particulates within 

an area. Though tidal advection is a major factor in the estuary (Conroy et al., 2020), 

South Slough shows greater temporal temperature variability than the main channel, most 

likely due to a combination of shallower channels and increased areas of tidal flats 

(Sutherland and O’Neill, 2016).  

A qualitative approach to the heat budget in the Coos Estuary allows one to 

spatially and temporally fingerprint the anomalously warm water in the estuary during 

2014–2016. The heat budget for an estuarine volume is determined by advective fluxes, 

atmospheric fluxes and exchanges with the boundaries (Smith, 1983; Stevenson and 

Niiler, 1983). Here, we define a simplified heat budget for a shallow and vertically well 

mixed estuary as  
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𝜕𝑇𝑎𝑣

𝜕𝑡
+ 𝑢𝑎𝑣

𝜕𝑇𝑎𝑣

𝜕𝑥
+ 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 =

𝑄0

𝜌𝐶𝑝ℎ
 

 (1) 

where 𝑇𝑎𝑣, 𝑣𝑎𝑣 and 𝑢𝑎𝑣 are depth-averaged temperature and horizontal current 

(along-estuary and across-estuary), respectively. We neglect several terms in the full heat 

budget, which are contained in the “Residual” term in Eq. 1 and are described next. Since 

surface to bottom differences in temperature in the Coos Estuary are out of phase with 

sea level differences, as well as with velocity (Roegner and Shanks, 2001; Conroy et al., 

2020), we assume heat divergence and entrainment are small. We also neglect the vertical 

heat flux through the sediment at the bottom, given the turbidity in the estuary as well as 

the amount of vegetation that both reduce the exchange of heat between the sediment and 

the water (Evans et al., 1998; McKay and Iorio, 2008). The first term in Eq. 1 represents 

the storage of heat in the water column, and is a partially measurable variable, since the 

measurements are only obtained at a single depth (0.5 m). Sutherland and O’Neill (2016) 

show that in most of the profiles along the estuary, temperature isolines are nearly 

vertical, indicating well-mixed conditions. Hence, we assume that the point 

measurements represent the water column, though this assumption is most uncertain 

during high discharge (Sutherland and O’Neill, 2016). In the Coos Estuary, heat storage 

at Valino WQ and EMP WQ (Figure 8a) is very small and does not show a clear seasonal 

pattern. The second term in Eq. 1 represents the horizontal advective flux divergence of 

heat past a point in the along-estuary direction. The across-estuary advective heat flux 

divergence is also ignored as we can assume that the across-channel velocity is 2 

magnitudes smaller than the along-estuary component. The term on the RHS expresses 

the atmospheric heat flux, where 𝑄0 is the net surface heat flux, 𝜌 is density averaged 
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over the water column and 𝐶𝑝 is the specific heat of sea water, both calculated as a 

function of temperature and salinity, and ℎ is the time-varying (𝑡) water depth. Given that 

the atmospheric heat flux is inversely proportional to depth, enhanced heat flux is 

expected in shallower areas, on average, such as South Slough.  

The surface heat flux, 𝑄0, may be decomposed into the incoming solar short-wave 

radiation, outgoing longwave radiation, latent heat exchange due to evaporation or 

condensation, sensible heat exchange at the surface and heat exchange due to 

precipitation (assumed here to be negligible). Shortwave and longwave radiation, 

obtained from the NCEP-NCAR Reanalysis (Kalnay et al., 1996) at the land location 

closest to the Coos Estuary (123.75ºW, 44.7611ºN) have the greatest magnitudes, with 

values that fluctuate seasonally between 250 and 50 W m-2 (shortwave) and -90 and -50 

W m-2 (longwave) similar to other studies in the PNW (OSU, 1971; Yang et al., 2011; 

Rinehimer and Thomson, 2014). Sensible and latent heat fluxes are estimated using bulk 

formulae from the MATLAB Air-Sea toolbox (https://github.com/sea-mat/air-sea), using 

the water quality parameters at Valino WQ and the meteorological observations at the 

North Bend airport. Sensible and latent heat, though smaller, also show a seasonal pattern 

with positive values in July and August, related to wind and the air-sea temperature 

difference. Sensible heat flux releases heat from the sea surface to the atmosphere when 

the water is warmer (most of the year except between July and September), while latent 

heat releases heat due to evaporation, though it can be suppressed during upwelling-

favorable wind conditions (May to September). Figure 8b shows that 𝑄0 is highest in the 

summer and lowest in the winter. Compared to the 2004-2014 climatology, 𝑄0 during 

https://github.com/sea-mat/air-sea
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2014–2016 was anomalously positive (when data are available), mainly due to the 

shortwave radiation from March to July in those years, and parallels the anomalously 

high air temperature (Figure 4c). In the Coos Estuary, as in other estuaries in the PNW, 

depth is modified heavily by humans: dredging in the main channel occurs once a year 

along the main channel, while in South Slough no dredging occurs and the channel sits at 

a more natural depth (~5m). Hence, more temperature variability due to atmospheric heat 

flux is expected in South Slough than in the main channel.  

 

Figure 8. Heat budget components in the Coos Estuary during 2013-2017. (a) Heat 

storage in South Slough (blue) and the main channel (red). (b) Atmospheric heat flux 

using data from the Valino water quality station. (c) Residual + Advective heat flux (Heat 

storage minus Atmospheric heat flux), and (d) Along-estuary temperature gradient in 

South Slough (Charleston to Winchester) in blue and in the main channel (Charleston to 

KoKwel Wharf) in red. Positive ∂Tav/∂x indicates that the station closest to the ocean is 

warmer than the station furthest up-estuary. Red bands show periods in which water 

temperature at Charleston WQ is above the 2004-2014 climatology +1 standard deviation 

(Figure 6d). Gray bands show periods in which eelgrass density at Valino is below the 

2004-2014 climatology by one standard deviation. 
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The last component of the heat budget is the advective heat flux, which contains 

the along channel advective heat transport (second term in Eq. 1). Though we do not have 

velocity measurements in the estuary, we calculate the advective component by assuming 

that the heat storage minus atmospheric heat flux (Figure 8), is dominated by the 

horizontal (along and across) advective heat fluxes. These horizontal heat flux 

divergences depend on the temperature gradient and velocity. The temperature gradient is 

dependent on the ocean end-member and river end-member (Figure 8d). The 2004-2014 

climatology of temperature gradient in South Slough (between Charleston and 

Winchester WQ stations, 4.1 km apart) shows a strong seasonal pattern, while the main 

channel (between Charleston and BLM WQ stations, 7.3 km apart) shows a smaller 

seasonal gradient. Stronger differences between Charleston and Winchester are observed 

during the dry season (up to -7 ºC in late July), due to minimal river discharge and cooler 

upwelled waters of the oceanic site. In the winter, positive values of 
𝜕𝑇𝑎𝑣

𝜕𝑥
, are observed in 

South Slough, when cooler river discharge closer to Winchester WQ reduces temperature 

(Figure 6d) there while the oceanic values do not vary much relatively. Water 

temperature at Valino WQ is significantly correlated (r2 = 0.62) to the along-estuary 

temperature gradient calculated here, with a change in sign of 
𝜕𝑇𝑎𝑣

𝜕𝑥
 at 11.6 °C. A simple 

back-of-the-envelope calculation of the second term in Eq. 1 using 
𝜕𝑇𝑎𝑣

𝜕𝑥
 requires 

velocities of 0.01 m s-1 in South Slough, which can be roughly estimated from 

observations by dividing the river discharge by the estuarine cross-sectional area of 

interest. We used available data from water-penetrating airborne lidar survey (Conroy et 

al., 2020), to calculate the area for a cross section near Valino, and a scaled river for the 
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watershed area in Winchester, Joe Ney Creek, Elliot Creek and John B. Creek (Figure 2), 

This produces maximum velocities of 0.014 m s-1 in the winter, confirming our 

Advective flux calculations.  

On top of the anomalous atmospheric heat flux during 2014–2016 shown above, 

the advective heat flux shows changes due to variability of the along-estuary temperature 

gradient as well as changes to river discharge. Our data show that during the dry seasons 

of 2014–2016 (Figure 8d), the temperature gradient was stronger (more negative, 

especially in 2015–2016), due to warmer waters in the oceanic end member. This is 

observed in the shallow South Slough (r2=0.6, Stonewall warmer 43 days before South 

Slough 
𝜕𝑇𝑎𝑣

𝜕𝑥
), as well as in the main channel. During the rainy season, the temperature 

gradient is usually driven by increased discharge due to storm events (Menniti et al., 

2020). In the Coos Estuary, discharge from the Coos River increases 18 days before the 

along-estuary temperature gradient changes sign to positive values at South Slough (
𝜕𝑇𝑎𝑣

𝜕𝑥
 

r2=0.6; Figure 4d). In 2013-2014, drought-induced reduced river discharge (Figure 4) 

would have decreased the advective export of water, while in 2014–2016 closer-to-

normal river discharge would have exported anomalously warm waters (from 

atmospheric heat flux) from upriver toward the mouth of the estuary (see winter of 2015 

in Figure 6). 

 

5.3 Long term variability 

The combination of anomalously warm water in the PNW with anomalously 

warm air temperature and advection of riverine waters, produced anomalously warm 
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estuarine waters, with a greater impact in the shallow South Slough during 2014–2016. 

These potentially stressful years motivate the question if we can expect this combination 

to occur more or less often in a warming climate. Observations along the PNW coast 

(including the ones presented here) show responses related to the large-scale climatic 

patterns (e.g., ENSO, PDO and NPGO), where positive basin-scale temperature 

anomalies led to increased temperature and salinity inside estuarine systems (Johnson et 

al., 2003; Cloern et al., 2017; Jackson et al., 2018). Climate model simulations suggest 

that in the future, an increased variance of the North Pacific Oscillation (NPO) can be 

expected (Wang et al., 2014; Black et al., 2018; Capotondi et al., 2019), which was the 

leading cause of the marine heatwave (the Blob) and also connected to the drought 

conditions in the PNW. El Niño events, correlated to higher temperature and sea level in 

the PNW are expected to occur more often in the future (Wang et al., 2014; Di Lorenzo 

and Mantua, 2016). El Niño events have also been correlated to a more intense 

downwelling and later onset of summer upwelling in the PNW both of which would 

produce warmer temperatures in the ocean end-member (Frischknecht et al., 2015). 

Additionally, though it is still unclear whether river discharge will increase or decrease 

with climate change in the PNW, most models agree that in South Slough, Yaquina, 

Willapa and Coquille estuary, higher discharge is expected in October and November, 

while lower discharge is expected in July and August (Steele et al., 2012), moving the 

warm dry period in these estuaries earlier in the year, similar to that observed in 2014–

2016.  
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In a warming climate, when large-scale oscillations are predicted to occur more 

frequently (Di Lorenzo and Mantua, 2016), we expect an increase in the temperature of 

PNW estuaries, as well as an extended dry, warm season. This extended dry season can 

affect the ecosystem by changing the range of temperature, salinity, and stratification 

(which affects mixing). Changes in stratification can lead to hypoxia (Officer et al., 1984) 

and affect organisms such as eelgrass or oysters (Borde et al., 2003; Thom et al., 2003; 

Black et al., 2014). Finally, these changes to temperature may affect the baroclinic 

circulation in estuaries, by intensifying or weakening the along-channel density 

differences (Hickey et al., 2003; Raimonet and Cloern, 2017).  

 

5.4 Effects on eelgrass (Zostera marina) 

In response to thermal change, different species may migrate, decline or die, with 

a differential response due to local species adaptations (Walther et al., 2002; Parmesan 

and Yohe, 2003; Kaldy, 2012, 2014; Poloczanska et al., 2013; Sawall et al., 2021). 

Eelgrass, which plays a key role in the coastal zone worldwide (Phillips, 1984; Hosack et 

al., 2006; Lee II and Brown, 2009), has decreased in abundance in the Coos Estuary with 

significant spatial and temporal variability associated to the water characteristics in the 

area (Figure 3a). In 2005, aerial photography data revealed high eelgrass density in the 

Coos Estuary covering 24x106 m2 of total area (Sup. Fig. 2a). Higher density is observed 

in locations closer to the mouth of the estuary, where colder more saline oceanic waters 

flood the tidal flats. In 2016, Lidar survey reveals a decrease of eelgrass-covered area in 

the Coos Estuary, with higher presence in the main channel than in South Slough (Sup. 
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Fig. 2b), despite the proximity of the sub-estuary to the mouth of the estuary and 

influence of coastal waters (Raimonet and Cloern, 2017). Previously, Thom et al. (2003) 

showed that stations in the Coos Estuary closer to the mouth had higher values of 

eelgrass density (100–200 shoots per m2) related to the influence of oceanic, low-

turbidity waters, while stations farther away from the mouth of the estuary had smaller 

density, related to increased turbidity due to the input of freshwater. Thom et al. (2003) 

also showed that eelgrass decline was associated to anomalously warm waters during the 

1997–1998 El Niño, which were again observed in the estuary between 2014 and 2016 

(Figure 1). Though the whole estuary showed the impact of higher temperature (Figure 

6), a stronger decline of eelgrass was registered in stations within the southern section of 

South Slough (Figure 3). In these stations, water temperature was above 1.5 ºC of the 

2004-2014 climatology during more days than at stations in the main channel (Sup. Fig. 

3a) and greater than 18 ºC during more days than normal (Sup. Fig. 3b).  

The quarterly eelgrass surveys of Valino Island since 2004 give an unprecedented 

long-term view of eelgrass health in South Slough (Figure 2, Sup. Fig. 2c). Valino Island 

showed mean () densities of 50 shoots per m2 (with standard deviations,  = 31). Data 

from the Danger Point site, south of Valino Island and surveyed much less frequently, 

showed similar values ( = 54,  = 43). Two other sites at Collver Point and Hidden 

Creek, showed lower eelgrass densities (= 32, = 14; = 11, = 17) throughout the 

available years. Due to the timing of sampling only once per quarter, assessing the 

seasonal trend is statistically challenging, as we cannot resolve frequencies greater than 6 

months. Nonetheless, eelgrass in South Slough, as represented by the Valino Island site, 
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showed a robust seasonal pattern in mean shoot density that typically increases in 

summer, and declines in the fall/winter (Figure 3). Canopy height, number of flowering 

shoots and percent cover displayed a similar seasonality (not shown). Other eelgrass data 

collected by the Oregon Department of Fish and Wildlife (ODFW SEACOR) and Oregon 

State University, provide assessment of eelgrass in the Coos Estuary in scattered 

locations throughout other parts of the estuary during 2015–2018. These stations show 

higher values of eelgrass density (60-326 eelgrass shoots per m2) compared to the South 

Slough stations (Sup. Fig. 2c), through most of the surveys. These ocean-dominated 

stations do not show a strong decline in eelgrass density during the anomalous years, as 

that observed in the more estuarine-dominated South Slough.  

During 2013–2014, Z. marina phenology at Valino followed the expected 

seasonal pattern (Figure 3a): low percent cover and density in the winter months, with 

density of 54 shoots per m2 during the Nov-2013 survey. In summer 2014, high 

productivity was registered at Valino, with a value of 78 shoots per m2. By Apr-2015, 

however, eelgrass density decreased to significantly lower than the long-term mean (33 

shoots per m2), after the warming of estuaries waters during the previous fall and winter. 

Beyond the seasonal high of Jul-2015 (44 shoots per m2), density remained very low with 

values around 5 shoots per m2 through to present day. This decay was not only observed 

in the density, but in the height of the canopy and the total percent cover. The other 

eelgrass survey sites at Collver Point, Danger Point, and Hidden Creek, also show low 

density, canopy height, number of flowering shoots and percent cover in the annual 

survey during this period (June-July 2016). Of these stations, only Collver, the most 
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marine station, seems to recover with densities of 20 shoots per m2 (Jun-2021). Surveys 

from stations outside of South Slough, show a small decrease yet not as large in 

magnitude or as long-lasting as at Valino Island, where a decay from 170 to 90 eelgrass 

shoots per m2 was observed from Feb-2015 to Jul-2016 (Sup. Fig. 2c).  

Since eelgrass is sensitive to temperature stress, as it can increase the 

photosynthetic and respiration rates (Beca-Carretero et al., 2018), and lead to higher 

susceptibility to wasting disease (Kaldy, 2014), our results suggest that the marine 

heatwaves and increased air temperatures contributed to the eelgrass density decline in 

2015 (Figure 4). Despite the short seasonal increase in eelgrass cover, the density of 

eelgrass at Valino Island declined again in 2016 when anomalously warm waters related 

to the El Niño event were again observed. Eelgrass at Valine has not fully recovered 

since (Figure 3). Stronger declines in eelgrass density were registered in the stations in 

South Slough compared to stations in the main channel (Sup. Fig. 2c) which are warmer 

for extended periods of time, especially during 2014-2016 (Sup. Fig. 3). This temperature 

anomaly can be attributed not only to the distance from the oceanic end-member and the 

river end-member, but also to storage of heat in shallower areas, such as those where 

eelgrass is found (0.5–1.0 m MLLW).  

 

6. Conclusions  

In the Pacific Northwest, long-term and large spatial-scale processes, such as El 

Niño and marine heatwaves, imprint interannual variability on top of typical seasonal 

trends. Here we used 14 years of data from the Coos Estuary, in southwestern Oregon, to 
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quantify the effects of anomalous oceanic and atmospheric conditions on the estuary, 

which includes a dramatic die-off in eelgrass.  

Superimposed on the interannual and long-term trends, PNW estuaries have a 

strong seasonal variability in temperature, in which lower water temperatures occur 

between November and March due to increased river discharge and wintertime 

atmospheric heat loss, producing a negative along-estuary temperature gradient. During 

the dry season, warmer air temperature and reduced river discharge increase water 

temperature, increasing the along-estuary temperature gradient. Between July and 

October, equatorward winds at the coast produce the upwelling of cold, saline, nutrient 

rich waters, increasing the temperature gradient further, which impacts the presence of 

organisms throughout the estuary. 

The combination of drought in 2013–2014, El Niño in 2014, Blob in 2014–2015, 

and El Niño in 2016, produced anomalously warm waters in the coastal ocean outside of 

the estuary, along with hotter air temperatures and increased river discharge during the El 

Niño events. Inside the estuary, the warming was recorded in all the available water 

quality observations, with higher anomalies found in the shallower locations and those 

located further away from the estuary mouth. Water temperature increased landward, 

suggesting that river input and atmospheric heat flux may be important contributors to the 

anomalous conditions observed. These relatively higher temperatures found landward 

changed the overall along-estuary temperature gradient in the estuary with higher values 

in the beginning of the dry season before upwelling at the coast begins. These enhanced 

temperature gradients, along with relatively higher absolute temperatures in the upper 
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estuary can cause stress on organisms, such as eelgrass, potentially explaining at least 

part of the die-off observed.  

Though time series available in the PNW are relatively short to assess long-term 

trends, the observations analyzed here show a) a shift to a later, shorter rainy season; and 

2) an increased synchrony of decadal and interannual processes. As global temperatures 

warm due to climate change, we can expect an increased number of marine heatwaves 

and El Niño events, which will increase the temperature in Pacific Northwest estuaries, 

leading to changes in seasonal timing and potentially shifting the habitat areas in estuary 

ecosystems. 
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CHAPTER IV 

 

SPATIAL VARIABILITY OF RESIDENCE TIME IN THE COOS ESTUARY 

AND ITS IMPACT ON THE ECOLOGY OF THE REGION  

Maria Jose Marin Jarrin, David A. Sutherland 

 

1. Introduction 

In aquatic systems, the transport of biological species depends on the 

hydrodynamic processes that transport water and its contents, as well as species-specific 

behaviors of organisms. A first-order approach to describe this transport is to quantify the 

characteristic timescales of a particular water parcel within an estuary, such as residence 

or flushing time. Residence or flushing time can be broadly defined as the amount of time 

a water parcel or a particle within the water parcel, takes to leave a specified volume, 

such as an estuary (Wang et al., 2004; Meyers and Luther, 2008; Ascione Kenov et al., 

2012; Geyer and Ralston, 2018). These water parcels or particles, are subject to transport 

and mixing processes that are spatially heterogeneous (Lemagie and Lerczak, 2015). In 

an estuary setting, depending on the research focus, a relatively long or short residence 

time can be harmful or beneficial for the environment. For example, microplastics in 

areas with short residence times will quickly leave an estuary, with very few numbers of 

particles settling at depth (van Sebille et al., 2019). Residence time is not only used for 

particles, but also for neutrally buoyant or passive organisms and dissolved materials, 

enhancing the usefulness of this timescale for understanding the import and export of 
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nutrients (Ralston et al., 2015), chlorophyll (Lucas et al., 2009; Qin and Shen, 2019), and 

contaminants (Pecly and Roldão, 2013; Geyer and Ralston, 2018). Residence time for 

some larval organisms can be modified by additional vertical or horizontal swimming 

behaviors, such as a constant sinking or migration at several speeds (for example, Peteiro 

and Shanks, 2015).  

Residence time is modulated by the timescale of physical transport processes that 

determine the circulation in an estuary, which can change in time and space (Lemagie 

and Lerczak, 2015). Estuarine circulation is a function of river discharge, tidal currents 

that act to mix the water column, and bathymetry (e.g., Hansen & Rattray, 1965; 

MacCready & Geyer, 2010). Storm events can increase river discharge on the time scale 

of several days, flushing an estuary and fully replacing the volume of water (Gong et al, 

2007). Bathymetry also affects residence time, e.g., when water parcels in shallow areas 

are flushed out quickly during a tidal cycle, but can be pushed back into the estuary on 

the next flood tide (Banas and Hickey, 2005; Wheat et al., 2019). In some numerical 

simulations, particles can be trapped or grounded in areas of strong current shear (REF: 

maybe a Banas paper?); observationally, floats and drifters have also been seen to ground 

on broad intertidal areas and later refloat, though this is likely due to their physical size 

(Brink et al., 2000; Kimbro et al., 2009; Pawlowicz et al., 2019).  

Another important timescale for characterizing estuarine transport processes is 

exposure time. While residence time stops once the particle exits the area of interest, 

exposure time includes particles re-entering the area over the length of the modeling runs 

(de Brauwere et al., 2011). Exposure time may result in different values when applied to 
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tidal systems, where water leaves and returns several times through tidal pumping at the 

estuary mouth (Stommel and Farmer, 1952; Chen et al., 2011b). By comparing the 

residence and exposure time scale one can calculate the return coefficient, which is 

related to the fraction of water leaving during ebb that returns during flood. The return 

coefficient can also be used to assess the impact on an organism when they are exposed 

to the open ocean (Arega et al., 2008).  

The concept of connectivity is defined by quantifying the amount of particles 

found in an area from different regions, and the flux or transport between those regions 

(Monsen et al., 2002; Cowen and Sponaugle, 2009). Connectivity, therefore, can be used 

to explore where particles released in specific areas ultimately end up or if they stay 

within their source region. Connectivity matrices can be developed to highlight areas 

where high retention of particles or self-seeding occurs (Haase et al., 2012; Defne and 

Ganju, 2015; Wheat et al., 2019). Connectivity can also help visualize how different 

subregions act as sources or sinks of important biological species, such as sources of low-

oxygen waters (e.g., Wild-Allen and Andrewartha 2016) or the fate of phytoplanktonic 

organisms (e.g., George et al. 2011). Hence, by examining the temporal and spatial 

variability of connectivity (such as larvae, phytoplankton, upwelled oceanic waters), we 

may estimate the magnitude of potential ecological stress of residence times within 

certain regions for particles of interest.  

Here we study the Coos Estuary, which is a strongly forced, geometrically 

complex estuary where many organisms and their habitats exist in both spatially and 

hydrodynamically distinct areas. The main channel of the Coos Estuary, which is dredged 
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once a year, has a stronger estuarine circulation flow that drives exchange, while 

shallower areas, like South Slough, see exchange occur through stronger tidal dispersion 

effects (Sutherland and O’Neill, 2016; Conroy et al., 2020). Lateral circulation with 

midchannel convergence creates lateral salinity gradients, especially in areas further 

away from the mouth (Conroy et al., 2020). We use a numerical model to show that 

residence times and exposure times vary along- and across-estuary, influencing the 

distribution of species. Our results also show that limited connectivity between regions 

inside the estuary and a relatively high amount of returning particles both lead to 

increased residence times in the estuary overall. Estuarine time scales, like residence and 

exposure time, can serve as proxies for certain ecological stressors and should be 

considered when developing restoration plans for spawning organisms that need to self-

recruit. Specifically, we ask three questions: 1) What determines residence time in the 

Coos Estuary? 2) How does residence time vary in space? 3) How does the return 

coefficient and connectivity contribute to residence time? We end by illustrating the 

impact of residence time and connectivity on the transport of Olympia oyster (Ostrea 

lurida) larvae in the Coos Estuary.  

 

2. The Coos Estuary 

The Coos Estuary, south of Heceta Bank (Figure 1b), is located inshore of a 

relatively narrow continental shelf (Hickey and Banas, 2003). It is the second largest 

estuary in Oregon, in terms of area and volume, after the Columbia River estuary (Figure 

1a), and is shaped like an inverted U. The main channel is annually dredged from the 
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mouth of the estuary to 24 km near the Coos River entrance to maintain 11 m of depth 

and 91 m of width (Engineers, 2015). Shallow areas outside the channel cover an area of 

approximately 15 km2 and consist primarily of tidal flats, subsidiary inlets and sloughs 

(Emmett et al., 2000; Groth and Rumrill, 2009; Eidam et al., 2020). The main source of 

freshwater is the South Fork of the Coos river in the eastern portion of the estuary, with a 

total mean discharge that ranges from 2 to 800 m3 s-1, with storm-related peaks (Figure 

1b).  

Notably, the South Slough National Estuarine Research Reserve (SSNERR) is a 

shallow section (~5 m deep) within the southern part of the Coos Estuary, that branches 

out 2.5 km from the estuary mouth (Figure 1b). Contrary to the typical nutrient export 

common for estuarine systems (Largier, 2020), South Slough routinely imports nutrient-

rich ocean water (Roegner and Shanks, 2001), due to its proximity to the estuary mouth 

and relatively short dynamical length that means ocean influence reaches much of the 

SSNERR (Rumrill, 2007).  

Using a 3D numerical model of the Coos Estuary, Conroy et al., (2020) showed 

that tides drive most of the exchange flow, and tidal amplitude increases from the mouth 

until its maximum value at Ishtmus Slough. By examination of surface velocity and 

divergence in Conroy (2018), the circulation in the Coos Estuary is not a simple function 

of distance to channel or mouth of the estuary. Velocity gradients developed on wide 

tidal flats (see figure 7d in Conroy, 2018), while heterogeneity appeared in model results 

at smaller scales (like the sloughs). They also used the model to estimate an adjustment 

time based on the Total Exchange Flow method (MacCready, 2011), defined as the 
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amount of time for the depth-averaged flow to erode the length of the salinity intrusion. 

Using this approach, estuary-averaged adjustment time was found to be around 15 days in 

the winter, which is longer than the duration of individual storm events (~1-5 days), and 

was found to vary with tidal forcing. In the summer, adjustment times were found to be 

up to 900 days, much longer than the entire season, and thus not allowing the system to 

approach steady state. The model also shows enhanced dispersion in the subestuaries 

related to tidal trapping due to the tides being slightly out of phase. Tidal trapping occurs 

when maximum salinity is not reached at the end of flood tide, when maximum velocity 

is reached (MacVean and Stacey, 2011). This creates zones that trap flooding waters 

which are released on the ebb out of phase, and can produce landward salt flux (Garcia et 

al., 2021).   

Hyde (2007) used a 3-D model of the estuary to calculate flushing times. Flushing 

time is a volume-averaged approach that assumes complete mixing of the estuarine 

volume, and omits any knowledge of the dominant circulation processes (Lemagie and 

Lerczak, 2015). Nevertheless, their flushing time results show a strong dependency on 

river discharge, with longer flushing times (80-150 days) during the summer due to lower 

river discharge, and the opposite during winter (10-60 days; Hyde, 2007). Their results 

also show that water parcels remain in South Slough for longer periods than in the main 

estuary, which they attribute to shallower depths and lower tidal exchange.  

In estuaries with large intertidal areas, particles in a water parcel (e.g., planktonic 

larvae) can remain in an area for extended amounts of time, which can aid in the survival 

of a species. In the Coos Estuary, Ostrea lurida (Olympia oysters) spawn in the summer 
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in synchrony with high temperature (13–16 ºC), low stratification and extended residence 

time (Pritchard et al., 2015, 2016). For the species to survive, the larvae must remain in 

the estuary between 7 to 20 days, after which the larvae settle onto hard substrate 

(Pritchard et al., 2015). In the Coos Estuary, adult oysters are more abundant in East Bay 

(Cooston and Ishtmus Slough) and in Haynes Inlet on the northern side of the estuary 

(Figure 1b), in part due to the presence of hard substrate (i.e., sandstone, shell, bark, 

basalt, and gravel). No life stages of oysters are present at the airport or Empire in the 

main channel, which is thought to be related to areas with salinities above 20 psu, an 

indication of significant tidal influence and proximity to the estuary mouth (Baker, 1995; 

Peteiro and Shanks, 2015). In South Slough, Olympia oysters were reintroduced in 2008, 

yet their adult density is far below the density observed in the main estuary at present. It 

is hypothesized that increased sedimentation in South Slough may limit the retention 

ability of the area, and larvae cannot settle properly (Wasson et al., 2015). Volume-

averaged approaches to flushing time were used to compare the larval stage success in the 

estuary, however spatial variability of success may be related to specific hydrodynamic 

conditions, which has not been fully addressed.  
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Figure 1. a) Regional Pacific Northwest map showing the model domain in black outline 

and the location of the CB-06 buoy (red triangle). b) The unstructured FVCOM model 

grid at the mouth of the estuary. c) Zoom-in on the Coos Estuary, showing bathymetry 

(colored contours) and the location of water quality monitoring stations (black triangles), 

meteorological station at the North Bend airport (red triangle), tide gauge (blue circle), 

and oyster habitats (red triangles). Black numbers refer to distance (in km) from the 

mouth along the thalweg. Blue numbers show distance (in km) from the intersection of 

South Slough with the main estuary.  

 

3. Methods 

3.1 Flushing time: the freshwater method 

Numerical methods for determining residence time can have high computational 

requirements, so other methods may be preferable for a preliminary estimate. These 

methods may be based on observational data, such as the freshwater method to calculate 

flushing time. Flushing time refers to the exchange characteristics of a water body, 



 

 

88 

regardless of the actual physical processes at play (Monsen et al., 2002). The method 

estimates the flushing time as the timescale where the difference between the average 

estuarine salinity and oceanic salinity is significant (Ferguson et al., 2004). This ratio can 

be predicted by relating the fraction of volume of freshwater in the estuary to the 

freshwater input (𝑄𝑟):  

𝜏𝐹𝑊 =
𝑉 𝑅𝐹𝑊

𝑄𝑟
 

[3] 

where  

𝑅𝐹𝑊 =
𝑆0 − 𝑆𝑎𝑣𝑒𝑟𝑎𝑔𝑒

𝑆0
 

[4] 

This method has been previously applied to the Coos Estuary by Arneson, (1976) 

showing a range from 1 to 49 days due to variability in river discharge and the volume of 

fraction that is flushed.  

We use the freshwater method here to validate the modeling results (described 

below) and compare the usefulness of the Lagrangian method. We assess hydrographic 

conditions using data from several monitoring stations located throughout the estuary, 

with most data focused inside South Slough, where most data are obtained from (Figure 1 

and Table 1). Salinity is measured automatically every 15 minutes at all stations. 

Charleston Bridge (2002-present), Valino Island (1999- present) and Winchester Arm 

(1995-present) stations are telemetered to provide near real-time data access by SSNERR 

(NOAA National Estuarine Research Reserve System (NERRS), 2020). Two additional 

stations are monitored by the Confederated Tribes of the Coos, Lower Umpqua and 

Siuslaw (CTCLUSI): Bureau of Land Management (BLM) and Empire Docks (EMP), 
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with data available from 2011 to present (Figure 1, Table 1). The KoKwel Indian Tribe 

monitor a station 18 km from the mouth (KoKwel WQ), beyond the bend.  

 

Table 1 Information on oceanographic and meteorological stations analyzed in this study 

(locations in Figure 1c). Instrument height above bottom is shown, as depths change 

tidally. 

Station Institution Date range Water depth / 

Sensor height 

(m) 

Distance 

from mouth 

(km) 

Water quality stations (water temperature, salinity) 

Charleston Bridge 

(CH) 

SSNERR 2002–

present 

4.0 / 0.5 3.0 

Valino Island 

(VA) 

SSNERR 1999–

present 

2.4 / 0.5 5.6 

Winchester Creek 

(WI) 

SSNERR 1995–

present 

1.1 / 0.5 7.1 

Empire Docks 

(EMP) 

CTCLUSI 2011–2014 6.0 / 0.5 6.9 

North Spit BLM CTCLUSI 2008–2016 10.5/0.5 8.2 

KoKwel Wharf 

(Coquille) 

KoKwel 

Indian Tribe 

2013–2017 19 18.6 

Sea level from tide gauge 

Charleston 

#9432780 

NOAA 1991–

present 

3.0 / – 3.0 

River gauge station 

South Fork of 

Coos River. 

St.#14323600 

Coos 

Watershed 

Association 

2003–

present 

44 (elev.)  49 

 

We calculate the tidally averaged salinity ratio as the difference in salinity 

between the Charleston water quality station and the average salinity between all the 

stations available (Table 1), using Eq. 3. Model outputs are compared to the salinity ratio 

for validation, as well as to calculate the total volume used in Eq. 3. River discharge for 

the observations and modeled flushing time calculation uses the modeled discharge, since 
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our observations only include the South Fork River discharge, which is ~50% of the total 

freshwater modeled volume.  

 

3.2 Numerical modeling 

We use hydrodynamic numerical simulations to explore the impact of circulation, 

geometry, bathymetry and connectivity on residence times in the Coos Estuary (Figure 

1). The Finite Volume Coastal Ocean Model (FVCOM) is a prognostic, finite-volume, 

free-surface, three-dimensional primitive equation model with unstructured grids (Chen 

et al., 2003, 2018; Huang et al., 2008; Qi et al., 2009). FVCOM can resolve tidal 

elevations, water properties, and currents in areas with complex topographical features, 

such as intertidal regions in estuaries. Unstructured triangular cells, as well as the wetting 

and drying capability of FVCOM are important features for modeling the inverted-U 

shape of the Coos Estuary. The model domain covers the entire Coos Estuary with a 

western open boundary located in the ambient Northern Pacific Ocean. The horizontal 

grid has spatial resolution that varies from 15 m within the bay to 3 km at the outer 

boundary. The vertical coordinate has 20 levels in uniform hybrid terrain-following grids. 

The model bathymetry within the estuary was developed by Conroy et al., (2020), 

interpolated from 2014 Lidar data and in-situ surveys (echo-sounders and GPS).  

Boundary conditions for the model include offshore tidal forcing (at 52 open 

boundary nodes) and freshwater discharge input at 15 nodes using the values from a river 

gauge at South Fork (Figure 1c). The model was initiated with a salinity of 34 psu, 

applied to the entire domain, which estimates the mean salinity offshore from the Coos 
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Estuary buoy (CB-06 -Figure 1a), while a salinity of 0 psu was imposed at freshwater 

inputs. We ran the model for a one-month spin-up period, and these results were used as 

initial conditions for subsequent seasonal simulations. One-month long circulation 

outputs were created for the two distinct seasons observed in the Coos Estuary, as well as 

other estuaries in the Pacific Northwest: the low-discharge summer and the storm-driven 

winter (Figure 2a). Both runs include the subtidal forcing (spring-neap cycle) which is the 

main component of variability in the estuary, as well as an increase in river discharge 

during the winter.  

 

 
Figure 2. a) Time series of sea level at the Charleston tide gauge (left axis in black line) 

and river discharge at the South Fork of Coos River gauge (right axis in blue) during 

2014. Red boxes show the numerical modeling periods for winter and summer. b) Zoom-

in of winter showing drop dates for experiments (red circles) on sea level (left axis in 

black). River discharge at the South Fork of Coos River is shown in blue on the right 

axis, notice the different ranges in the subplots. c) Same as (b) but for summer. 

 

3.3 Residence time: Particle tracking experiments  
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Several methods for calculating estuarine timescales have been developed that 

incorporate the hydrodynamics and geometry of an area (Monsen et al., 2002). Residence 

time calculations may be based on observational data or numerical modeling, and usually 

come with tradeoffs between ease of use with sparse observations. While numerical 

models can resolve spatial variability for example when using particle tracking methods 

(Lemagie and Lerczak, 2015), the temporal scales are constrained by computational 

resources. On the other hand, observational studies can inform on longer temporal scales, 

although high spatial resolution is not achievable (Largier, 2003). Here we focus on 

particle tracking results from the hydrodynamic model described above, in a varied 

combination of tidal stage and river discharge conditions. The MATLAB Lagrangian 

Tracker (MALT) particle tracking module of FVCOM was used to obtain trajectories 

from the model velocity fields (Figure 1). MALT is a Lagrangian particle tracking 

module that solves a nonlinear system of ordinary differential equations (Chen et al., 

2011a). In order to solve these equations, we chose to use the explicit Runge-Kutta 

(ERK) in time with a 4-Stage RK4 scheme, which allows one to solve the ordinary 

differential equation in the 3 dimensions. The velocity fields were interpolated using an 

FVCOM-based linear interpolation of fields, with a time step of 60 seconds. We defined 

an additional turbulent variability by adding a vertical and random-walk value of 

horizontal diffusion (Liu et al., 2011). The particles were initialized in a grid of 100 m x 

100 m horizontal squares across the whole estuary (Figure 3-5). At each location particles 

were dropped at the surface, bottom and mid-column on the original sigma layer FVCOM 
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vertical grid, to determine if there is significant vertical variability in residence time. At 

the open boundary, particles were allowed to exit the domain.  

Residence time and connectivity were calculated based on the results of 26 

numerical experiments in the summer and 51 in the winter. Both seasons included a 

spring and a neap tide, and the winter season includes a neap tide in which river 

discharge increased due to a storm event (called winter event). Particles were dropped at 

hourly intervals from high to low tide and tracked for 20 days. Here, residence time was 

calculated as rate of change of the amount of tracer in the estuary defined as 

𝑑𝐶

𝑑𝑡
= −

𝑄𝑜𝑢𝑡

𝑉
𝐶 = −

𝑄𝑟

𝑉

𝑆0

𝑆0 − 𝑆𝑎𝑣𝑔
𝐶 = −

𝐶

𝜏𝑓
 

[1] 

 

Thomann & Mueller (1987), defined an exponential decay (e-folding timescale, or 

about 37% of the initial quantity of particles) as the solution to this equation. For each 

model step, the percentage of particles that remain in the estuary is determined. 

Residence time for the whole estuary was calculated as the time it takes to reach 37% of 

the initial particles remaining. Spatially-varying residence time was determined in the 

same way, but using the starting position locations in 300 m x 300 m squares, i.e., 9 

particles are dropped within each square. These 9 particles were followed until only 37% 

of them remained in the estuary, similar to the method used in the Yaquina estuary, OR, 

USA Lemagie & Lerczak (2015).  

Exposure time is calculated similarly to residence time, yet explicitly includes 

particles that exit and re-enter the estuary (de Brauwere et al., 2011). Exposure time is 
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then used to calculate the return coefficient (r), as the difference between exposure time 

(E) and residence time (𝜏𝑓): 

𝑟 =
𝐸 − 𝜏𝑓

𝜏𝑓
 

[2] 

If no water returns into the estuary then E = 𝜏𝑓 and r = 0, i.e., all the water is 

flushed out and none of the particles are returned. When r = 1, water quickly leaves the 

domain but reenters many times or stays within the estuary for a long time. The return 

coefficient has also been related to the “return flow factor”, used in other methods of 

residence time calculations, such as the Tidal Prism method (Arega et al., 2008) yet it 

cannot be estimated simply from basin geometry. Thus, the r-value can be used to place 

simpler methods in context, and in comparing observations with model outputs. 

Connectivity matrices were determined as the proportion of the initial particles in 

one region that ended up in a different region after a set amount of time. Here we use a 

timescale of 20 days, due to that timescale’s relevant for Olympia oyster spawning 

(Pritchard et al., 2015). These regions were initially considered in a grid of 300 m x 300 

m squares, as I used for residence time. However, preliminary connectivity results in 

these 300 m grids showed most variability within broad regions of ecological importance: 

South Slough, Main Channel, Cooston and Isthmus Slough (Figure 1c), and the adjacent 

continental shelf. We only show results in these summarized areas here.  
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Figure 3. a) Particle releases during neap ebbing tide at t = 0 hours in East Bay. The 

300m x 300m grid for residence time calculation is shown in red, as well as the sea level 

at which each subplot is shown. b) same as (a) but for location where particles end up at t 

= 3 hours. c) same as (a) but for location where particles end up at t = 6 hours. d) same as 

(a) but for location where particles start at t = 0 hours during a neap flooding tide. e) 

same as (d) but for location where particles end up at t = 3 hours. f) same as (d) but for 

location where particles end up at t = 6 hours. 
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Figure 4. a) Particle releases during neap ebbing tide at t = 0 hours in the main channel. 

The 300m x 300m grid for residence time calculation is shown in red, as well as the sea 

level at which each subplot is shown. b) same as (a) but for location where particles end 

up at t = 3 hours. c) same as (a) but for location where particles end up at t = 6 hours. d) 

same as (a) but for location where particles start at t = 0 hours during a neap flooding 

tide. e) same as (d) but for location where particles end up at t = 3 hours. f) same as (d) 

but for location where particles end up at t = 6 hours. 
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Figure 5. a) Particle releases during neap ebbing tide at t = 0 hours in South Slough. The 

300m x 300m grid for residence time calculation is shown in red, as well as the sea level 

at which each subplot is shown. b) same as (a) but for location where particles end up at t 

= 3 hours. c) same as (a) but for location where particles end up at t = 6 hours. d) same as 

(a) but for location where particles start at t = 0 hours during a neap flooding tide. e) 

same as (d) but for location where particles end up at t = 3 hours. f) same as (d) but for 

location where particles end up at t = 6 hours. 
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Due to the potential effect of residence time on the successful spawning of 

Olympia oysters (Groth and Rumrill, 2009; Pritchard et al., 2015; Wasson et al., 2015), 

we also ran summertime experiments by dropping particles at locations where Olympia 

oysters are currently found (locations in Figure 1). Though Olympia oysters are capable 

of controlling their depth through vertical swimming, horizontal currents are usually 10-

100 times stronger than their average swimming speeds (Peteiro and Shanks, 2015; 

McIntyre et al., 2020). Hence, we assume oyster particles act as passive particles. 

Environmental parameters such as temperature, salinity and velocity may affect the 

survival of larvae, as well as the retention in settlement-appropriate locations. In species 

like Ostrea lurida, survival to adult stage is linked to retention within the estuary. For 

Olympia oysters, this ecological survival rate from recruitment to 6 months is about 1% 

(Baker, 1995; Peteiro and Shanks, 2015). Thus, for these oyster experiments, we 

determine the time at which only 1% of the particles initially dropped are observed 

remaining inside the estuary (Peteiro and Shanks, 2015).  

 

4. Results 

Our observations and numerical simulations show that the characteristic estuarine 

timescales (freshwater flushing time, residence time and exposure time) have a strong 

tidal dependance, a secondary river discharge dependance and an influence of both 

distance from the mouth and depth.  

 

4.1 Total volume residence time 
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4.1.1 Freshwater method  

River discharge in the Coos Estuary has a strong seasonal signal, which is the 

main driver of variation in the freshwater method calculation of flushing time (Figure 

6b). The observational salinity ratio (𝑅𝐹𝑊, Eq. 4) is 0.1 units lower than the model 

outputs in both seasons, partially due to the spatial locations (Figure 1, depths shown in 

Table 1) at which each time series was obtained (Figure 6c-d). Despite the difference 

between observations and model outputs, a similar trend is observed: as river discharge 

increases, the salinity ratio doubles in magnitude. 𝜏𝐹𝑊 using observational time series 12 

days on average during winter and even shorter during storm events (e.g., 𝜏𝐹𝑊 = 4 days, 

between Jan-7 to 14th, Figure 6e). During the drier summer, 𝜏𝐹𝑊 increases to an average 

of 80 days in the observations, when freshwater discharge is close to its minimum (Figure 

6f). The model output shows an order of magnitude difference between winter and 

summer flushing times (20 and 207 days, respectively), and reproduces the decreases in 

𝜏𝐹𝑊 due to increases in river discharge.  
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Figure 6. Tidally filtered freshwater flushing time and associated features in the Coos 

Estuary during the 2012-2014 calculated using Eq. 3. a) River discharge model input total 

river discharge (sum of 15 freshwater sources in black line) on the left axis. Salinity ratio 

from Eq. 3 on the right axis calculated using observations shown in Table 1. b) Salinity 

ratio calculated using observations (blue) and model outputs (black line) during the 

winter, using data shown in (a) in red box. c) same as (b) but for summer. d) Freshwater 

flushing time calculated using observations (purple) during the winter and model outputs 

(black line). e) same as (d) but for summer.  

 

4.1.2 Whole-estuary residence time 

The particle tracking analyses using MALT showed that over all the experiments, 

more than 65% of the particles on average were flushed out of the Coos Estuary by the 

20-day mark. Around 13% of particles exit the estuary during the first ebbing tide of each 

experiment, while during a flood tide experiments the particles are moved up-estuary 2 

km on average over all the experiments (see for example Figure 3-5). On the ebb tide, 
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particles are moved towards deeper channels in each region, while during the flood tide 

particles move through channels but also re-enter areas outside of the channels (Figure 5). 

Of the particles that do not exit the estuary, about 86% of them are grounded inside the 

estuary by the end of the 20-day simulations.  

 

 

Figure 7. a) Flushing time in relation to tidal cycle (change in sea level in time), from 

particle tracking experiments in the winter, colored by subtidal cycle. Symbols 

correspond to initial depth location (circle at the surface, triangle in the middle of the 

water column, square at the bottom). b) same as (a) but for summer.  

 

Residence time calculated over the whole estuary shows a strong temporal pattern 

related to the tidal forcing. Figure 7 shows the e-folding time as a function of tidal stage. 

The residence time varies between 17 (average spring tide) and 18 days (average neap 

tide) in the summer to 18 (average spring tide) and 17 (average neap tide) days in the 
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winter. The winter-event experiment residence time was lower than the neap winter, with 

an e-folding flushing time of 17 days, and a strong tidal influence (Figure 7). A sharp 

initial decrease in concentration is observed in the spring tide cases in both seasons, 

related to increased water velocities. No significant difference is observed between 

surface, bottom and mid-column experiments (R2 = 0.7), however bottom particles are in 

general more correlated to tidal stage (R2 = 0.8) than surface particles (R2 = 0.6) in both 

seasons (Figure 7). During ebbing tides, surface particles (circles in Figure 7) remain in 

the estuary for slightly extended residence time than during flood (slope = -0.5). Bottom 

particles tides (squares in Figure 7) show a stronger influence of tides between ebbing 

and flooding (slope = -0.7).  

 

4.2 Spatial variability of residence time 

The spatially-variable residence times show the importance of distance from the 

mouth, with longer residence times in areas further away from the mouth (East Bay) and 

in South Slough (Figure 8). On top of the along-estuary differences in residence time, 

there are across-channel gradients, with shorter residence times in the thalweg than on the 

estuary sides, where particles remain in dry cells for extended periods of time. 

The three main areas of ecological importance (Figure 1c) have distinct residence 

times. In winter, residence time averaged over the main channel was 8 days, while 

beyond the bend in the estuary (at x = 15 km) residence time increased to >19 days. 

Residence time averaged over South Slough was 15 days, despite being closer to the 

mouth (x = 3-10 km). These differences are related to velocity, with velocities 2 times 
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stronger in the main channel than in the East Bay channel, and 1.5 times stronger than in 

South Slough. During the summer, residence time also increased with distance (Figure 8), 

with shorter residence times in the main channel (9 days) than those further away, such as 

the East Bay channel (>19 days), or South Slough (>15 days, at x = 3-10km). Within 

each area, there is also important variability (Figure 9c-d), for example within the East 

Bay region there is a similar probability of residence time to be 1 - 5,7, or 10 days long, 

in both the winter and the summer. A similar probability distribution is observed for 

South Slough, while in the main channel, the highest probability is of residence time to 

be between 0 and 0.5 days. This probability distribution is related to the inclusion of flats 

and sloughs in the area-averaged calculations.  

 

Figure 8. a) Spatial variability of residence time during the winter averaged over the 13 

experiments during the spring tide. Location of 30 psu isoline in red. b) same as (a) but 

for neap tide. c) same as (a) but for the storm event during neap tide. d) Spatial variability 

of residence time during the summer averaged over the 13 experiments during the spring 

tide. e) same as (d) but for neap tide.  
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Figure 9. a) Example spatial variability of residence time during the spring high tide 

experiment over the winter (Figure 2). Averaged residence time in Main Channel, South 

Slough and East Bay shown in text. b) Same as (a) but for summer. c) Spatially-varying 

normalized probability of residence time (colored according to a) during the winter. d) 

same as (c) but for the summer. 

 

In South Slough, the longest residence times are observed during neap tides 

(Figure 8), especially under the smaller high tides in the summer, that are due to the semi-

diurnal M2 tidal constituent. In addition, there is some dependence on bathymetry as the 

flats get flushed out fastest, particularly evident after 6 hours of run time (Figure 5). 

Similar variability is observed in the winter, with residence time increasing with distance 

from the mouth. A sharp decline in particle concentration is observed during the largest 

spring falling tides in both seasons and particularly within the main channel (Figure 4). 

This strong tidal dependence is also observed in the winter event case, related to extended 

residence times in South Slough and East Bay (Figure 3).  
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Across-channel gradients of residence time vary between areas, with a common 

low residence time portion in the deepest part of the section (Figure 8). East Bay in 

general has high residence time throughout the width of the channel (17-20 days). In 

South Slough the thalweg has very short residence time of 4-6 days, while on of the sides 

of the cross section, residence times of 20 days are found. In the main channel, the 

average residence time in the spring and neap tide is between 7 and 20 days, with the 

strongest across-channel differences during the neap tide. These sections are found in a 

similar distribution to salinity isolines, hence, related to across-channel distribution of 

velocity (see red lines in Figure 8).  

 

4.3 Return coefficient 

The return coefficient (Eq. 3) allows us to compare how much water exits the 

estuary with how much of it returns in a later time. This coefficient is of interest due to 

the possibility of water parcels (or particles) reentering the estuary with characteristics 

mixed between estuarine and oceanic waters. The average return coefficient in the winter 

is 0.1 after the 20 day runs (Figure 10). This means that about 10% of the estuarine water 

that has been ejected during the 20-day time period to Coos Bay at some point. The 

average return coefficient in the summer is twice as big, as expected from a smaller river 

plume, hence more particles have an opportunity to return. Additionally, return 

coefficient under neap tide forcing is higher than during spring tide conditions, unlike 

residence time. During spring tides, increased velocities export particles further away 

from the estuary than during neap tide due to jet-sink dynamics (Conroy et al., 2020). 
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The across-channel averaged, along-estuary return coefficient is highest in areas 

closest to the mouth during both seasons (Figure 9). Most of these particles are sourced 

along the channel thalweg. Compared to the residence times, there is an increased return 

coefficient in areas where the residence time is relatively short. By definition, residence 

time does not include returning particles. Hence, despite particles in the main channel 

leaving quickly once dropped, between 10 and 20% of them return to the estuary.  

Our results of return coefficient can be compared to the salinity ratio calculated 

by the freshwater method (described above). Salinity ratio compares oceanic salinity 

(here calculated at Charleston) with the average salinity inside the estuary, although the 

freshwater method does not consider any estuarine mixing processes. Salinity ratio 

calculations showed higher values for higher discharge, which produced lower flushing 

times, while the opposite was observed for the lower discharge ranges. Our return 

coefficient calculations show that during the winter a smaller volume of water returns to 

the estuary, which would increase the difference between Charleston and the estuary-

averaged salinity. In the summer, our return coefficient shows slightly higher percentages 

of particles returning into the estuary, which would reflect in a higher estuarine salinity, 

reducing the salinity ratio.    
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Figure 10. a) Along-estuary variability of Residence time (left axis) and return coefficient 

(right axis, Eq. 3) during the winter for the spring tide (line) and neap tide (broken line), 

averaged across the width of the channel at 1000m grids. Areas where Olympia oysters 

have been found (Figure 1) shown in gray. b) same as (a) but for summer.  

 

4.4 Connectivity  

Our summarized connectivity matrix (Figure 11) shows the proportion of particles 

that are transported amongst the Shelf, South Slough, main channel, and two portions of 

the East Bay Channel: Cooston and Isthmus Slough (Figure 1b). Our results show that the 

bend separates the estuary in two portions: particles dropped seaward of the bend exit the 

estuary, or stay in main channel or South Slough, while particles that are dropped 



 

 

108 

landward of the bend stay in their source region or move further up-estuary (Figure 11). 

In the summer there is a slight increased connectivity of the two areas (Figure 11d-e). 

 

 

Figure 11. (a) Connectivity matrices for the winter spring tide case representing the 

relative time spent within the Shelf, South Slough, Main Channel, Cooston and Isthmus 

Slough regions. The x-axis indicates the ending region, while the y-axis indicates the 

source region. The color shows the % of particles averaged over the 13 experiments. b) 

same as (a) but for neap tide. c) same as (a) but for the storm event during neap tide. d) 

same as (a) but for the summer. e) same as (b) but for the summer.  

 

For both seasons, about 25% of the initial particles exit South Slough and remain 

in the main estuary after a tidal cycle (Figure 11). In the winter, when freshwater 

discharge is increased, particles that are dropped in South Slough preferentially leave the 
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estuary, exiting onto the shelf (55%). In these experiments, only 15% return to the Slough 

or are retained within it. During the summer, the proportions of particles that remain in 

each area after a tidal cycle are almost evenly divided. Additionally, more particles are 

retained in South Slough during neap than during spring tides. 

 

4.5 Oyster larvae experiments 

Transport of Olympia oyster larvae between different areas in the Coos Estuary 

was estimated using the hydrodynamic characteristics of the summer season. The oyster 

larvae experiments are focused on areas of importance for oyster habitat (Figure 1), 

where particles are dropped in observed oyster locations and tracked for 20 days, the 

length of the larval period. The oyster experiments show that particles dropped in the 

Coos Estuary are flushed quickly out of the estuary, reaching 1% of availability after 6 

days in areas where oyster habitats are observed (colored pixels in Figure 12a and b). 

Particles dropped during the spring tide get flushed out faster (Figure 12b), reaching 1% 

after 4.5 days, than the neap tide (1% of particles found after 6.6 days; Figure 12a). 

Particles dropped at the bottom of the water column take 2 more extra days to reach 1% 

of concentration in the estuary in the spring tide (not shown). Bottom particles dropped 

during the neap tide in the summer take half a day less to reach the 1% threshold for the 

oyster population to survive. Hence, the oyster population would have a greater chance of 

survival if they are dropped during the neap tide at the surface, or during the spring tide at 

depth from their habitats. 
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As observed in the Connectivity experiments, the oyster experiments also show 

that particles move within different areas, increasing the concentration of particles. In the 

neap tide experiments, the oyster larvae particles that are dropped in East Bay stay within 

the area (red area in Figure 12c), while a small percentage move towards main channel 

and are eventually exported out of the estuary (purple area in Figure 12c). Particles that 

are dropped initially in South Slough are quickly moved towards the main channel and 

exit the estuary (blue and purple areas in Figure 12g). About 1% of the particles stay in 

South Slough after 7 days in areas close to its main channel (Figure 12d), the minimum 

time threshold for oyster larvae to grow enough to settle at depth. During the spring tide, 

a similar, yet slightly faster behavior is observed, with particles exiting the estuary 

quickly once the tidal cycle has reached the maximum spring amplitude (on Sept-11, 

Figure 2c). Due to the larger tidal amplitude, most of the particles from South Slough exit 

the estuary within the first tidal cycle and 1% of larvae particles is reached earlier (4.6 

days) than the other regions (7.7 days in East Bay, Figure 12d).  

Connectivity between different areas, which is important for larvae to find hard 

substrate and the hydrographic characteristics needed for survival (see Coos Bay area 

section) is also shown in Figure 12. At least 50% of the particles that are released from 

the South Slough area exit the estuary through the mouth for each tidal forcing. The East 

Bay area, on the other hand, retains a greater proportion of its particles. A very small 

percentage of particles (2%; Figure 12c, d) move from East Bay to South Slough, and 

similarly from South Slough to East Bay (Figure 12g, h). There is a reduced percentage 
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of particles that start in the main channel that end in East Bay or South Slough (red and 

blue areas in Figure 12e and Figure 12f, respectively). 

 

 

Figure 12. a) Number of oyster larvae particles in each grid (distance 500m) remaining 

after 20 day run during summer neap tide. Dropping location shown in black circles, 

where adult oysters are found. Areas of interest in outlined colors: East Bay in red, Main 

Channel in blue, South Slough in green. b) same as (a) but for spring tide in the summer. 

c) Temporal variability of percentage of particles that are found in East Bay during the 

summer neap tide. The colors identify the area where they are from: green from South 

Slough, blue from Main Channel red from East Bay, purple from the Shelf. d) same as (c) 

but for spring tide. e) same as (c) but particles found in Main Channel. f) same as (e) but 

for spring tide. g) same as (c) but particles found in South Slough. h) same as (g) but for 

spring tide.  
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5. Discussion 

Estuarine timescales (i.e. residence, exposure times) in geometrically complex 

estuaries, like the Coos Bay Estuary, are further complicated if the strong tidal forcing 

and episodic discharge events influence the overall estuarine circulation. This complexity 

leads to physical processes that are not accounted for in the typical freshwater method 

approach, or even the estuary-averaged approach due to the vast number of shallow areas 

and a deep, dredged thalweg. Using the freshwater method in the Coos Estuary results in 

flushing times between 20 and 200 days (from winter and summer, respectively), while 

the particle tracking experiments show values between 15 and 20 days depending on the 

tidal stage (Figure 7). These order of magnitude differences between methods were also 

observed in Yaquina Bay, another tidally-forced estuary in Oregon (Lemagie and 

Lerczak, 2015).  

The spatially variable residence time calculations (Figure 8) additionally show a 

dependence on distance from the mouth, across-channel bathymetry, velocity and 

geometry. One primary result we find is that residence time heterogeneity is determined 

by storage mechanisms in shallower areas, like the numerous sloughs, as well as the 

estuarine geometry (Figure 8). The shortest residence times are found closer to the mouth 

in the main channel during the summer neap tide experiments. Areas furthest away from 

the mouth, in East Bay channel, are found closest to our run-time (20 days) in most of the 

experiments. Within each region, particles closest to the thalweg exit the estuary fastest, 

while particles on the sides have longer residence times.  
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Connectivity analysis for East Bay channel also shows self-seeding, which 

suggests water parcels landward of the bend reside there for extended periods of time 

(Figure 11). South Slough, despite being less than 10 km away from the mouth, shows 

higher residence times than the main channel over its first 15 km. This difference is 

related to tidal trapping in the subestuary: tides in South Slough, which are 20º out of 

phase, produce flooding velocities in the area, when the main channel is ebbing (Conroy 

et al., 2020). These up-estuary velocities in South Slough would store particles for 

extended periods of time increasing residence time (Garcia et al., 2018).  

Our choice of 20-day runs was based on the length of time oyster larvae spend in 

the water column before settling (Pritchard et al., 2015), as well as computational 

constraints. As seen above, some of our particles need more time to exit the estuary, 

especially during the dry summer (Figure 8). However, the tides in the Coos Estuary are 

mixed semi-diurnal with a spring-neap cycle that can rapidly flush out most of the 

particles that are available to do so, similar to Yaquina Bay (Lemagie and Lerczak, 

2015). The extended length of residence time is mostly due to particles found in shallow 

areas, where they can temporarily become inactive (due to being in a dry node). We 

address the impact of grounded and “stuck” particles due to modeling artifacts in the next 

section.  

 

5.1 Grounded particles 

The MALT numerical code allows particles to exit the open boundary at the 

ocean side and not return. Within the estuary, however, particles can become inactive 
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when they are found in a dry node. We allow particles to become active again if these 

nodes become wet again. Hence, we can define two types of inactive particles: those that 

exit the open boundary and those that are grounded within the estuary. Particles that get 

stuck in the model boundary inside the estuary are a critical part of the natural behavior 

of particles floating in an estuary, for non-biological particles such as logs, plastic, etc. 

These particles can momentarily encounter a dry node during an ebb tide, but become 

active again during a flood tide. This active-inactive-active behavior may not be relevant 

for biological particles, as larvae will swim with the water parcels towards wet areas. 

Hence the residence time for particles found in dry nodes may be under estimated.  

Despite the constraints of dry nodes and inactive particles, our experiments show 

that about 60% of the particles that get stuck in the model experiments are grounded 

within the edges of the estuary, while the rest are stuck next to the jetties (Figure 1b) or 

are found in the open ocean. The Oregon Department of Fish and Wildlife has sampled 

the edges of the estuary and found them populated by clams (Butter, Cockle, Gaper, 

Native Littleneck clams), crabs (Dungeness and red crab), and other organisms 

(https://www.dfw.state.or.us/mrp/shellfish/Seacor/findings_coos_bay.asp). Similar to our 

results of particles stuck near the jetties, Peteiro & Shanks (2015) found viable oyster 

larvae at the mouth. However, due to high velocity in the area, larvae found in this area 

may not be able to reenter the estuary and settle (Pritchard et al., 2015).  

 

5.2 Impact of South Slough on residence time 

https://www.dfw.state.or.us/mrp/shellfish/Seacor/findings_coos_bay.asp
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The simulations show that under different tidal and river forcing, residence time 

in the estuary varies spatially with higher residence time in three important areas: the 

edges of the estuary, shallow areas where lower velocities are expected, and in areas up-

estuary of the large channel bend roughly 15 km from the mouth (Figure 1). Conroy 

(2018) shows convergence in the fast-flowing thalweg, where Lagrangian particles 

accumulate and exit the estuary within the first tidal cycle. They also show divergence 

towards the edges of the estuary, where particles would accumulate in areas of lower 

velocity, increasing residence time.  

The naturally shallow South Slough has longer residence times overall than the 

main channel (Figure 9), like the more distant East Bay channel (starting around x = 15 

km). These differences arise due to lower along-estuary velocity (1.5x slower than the 

main channel), which in turn, affect the transport of particles through the subestuary. In 

South Slough, particles move in average 2 km over a tidal cycle (1.5 km in summer and 3 

km in the winter, Figure 5), while in the main channel they move 3 km (2.5 km in 

summer and 3.5 km in the winter, Figure 4). Additionally, velocity in South Slough is 

slightly out of phase with velocity in the main channel, producing tidal trapping (lateral 

exchange with shoals and side channels; Okubo, 1973). As water from main channel exits 

the estuary in the ebbing tide, part of it enters South Slough, increasing the concentration 

of particles in the slough (see for example particle tracks in Figure 5). In a similar way, 

tidal trapping occurs in smaller sloughs within South Slough providing storage area for 

particles which are out of phase with the main branch (Garcia et al., 2018). This 

phenomenon was observed in South Slough where chlorophyll values were recorded 
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slightly out of phase with sea level (Roegner and Shanks, 2001). The authors related this 

to the entrance of additional waters from the Joe Ney Creek, a small slough on the 

northeastern side of South Slough.  

Finally, channel curvature is common, yet its effect on estuarine circulation is 

much more complex than river bends due to the potential asymmetries between ebb and 

flood and within subtidal and seasonal variability (Kranenburg et al., 2019). The 

geometry of the Coos Estuary helps to reduce the along-estuary velocity, shown in areas 

of convergence, especially in East Bay channel (Conroy et al., 2020). Reduced velocity 

up-estuary of the North Bend (2x slower than in the main channel), increases the number 

of particles that remain in the area, hence increasing residence time. These differences in 

velocity along the thalweg produce areas that are tidally restricted,  producing a “null 

zone” (Pritchard et al., 2016), where the barotropic forcing are in balance, and there is 

little out-estuary transport from the East Bay area. Due to the strong tidal forcing in the 

estuary, particles will eventually exit the estuary, however the presence of the “null zone” 

extends the temporary availability of particles in the area.  

 

5.3 Ecological implications: the Olympia oyster 

Residence time gradients across the full estuarine system have significant 

implications for the ecology of the region. Organisms on tidal flats depend on the tidal 

delivery of nutrients and prey: water parcels and particles are drained on every ebb and 

transported to the deeper thalweg, while new, mixed or old water returns to and interacts 

with the sediment and benthic organisms during the flood (Banas et al., 2007). If the 
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water parcels and particles remain on the flats longer than a tidal cycle, organisms may be 

able to encounter food (or not) for longer periods of time (Defne and Ganju, 2015). Also, 

larval stages of benthic organisms are subject to the physical characteristics of the water 

column (Pritchard et al., 2015). For example, in Tomales Bay, CA, recruitment of 

Olympia oyster larvae was correlated to residence time that varied from the intertidal to 

subtidal habitats (Kimbro et al., 2009). This spatial gradient was related to upwelled 

waters and residence times that increased phytoplankton abundance and changed the 

growth and size of juvenile oysters in the estuary. 

Our oyster larvae experiments show that 1% of the particles that originate in East 

Bay, remain in this area after 20 days, where most of the Olympia oyster habitat at 

present is found (Pritchard et al., 2015, 2016). 60% of these remaining particles are found 

in the same area (Figure 12), especially along the sides of East Bay. Particles available 

for settling are found as far up-estuary as Isthmus Slough. The retention in this area is 

aided by the location of the “null zone” described above which helps to retain the 

particles (Pritchard et al., 2016). Longer residence times are observed during neap tides 

than during spring, where oysters preferentially spawn in Isthmus Slough (Oates, 2013). 

Similar preference for neap tide spawning is observed in Puget Sound (Hopkins, 1937) 

These results are relevant to a wide range of applications requiring analysis of 

residence time and connectivity in the estuaries’ perimeter, including the transport of 

oyster larvae in the context of habitat restoration. The success of restoration projects 

within the Coos Estuary depends on the knowledge of hydrodynamic transport, which 

will determine the effectiveness of processes such as larvae propagation in established 
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oyster habitats. Our results highlight that Olympia oyster restoration efforts in the East 

Bay Channel (Figure 1) are successful, as release larvae that can travel through the 

estuary and settle in the same locations after 20 days, during the dry summer season. 

South Slough shows a similar amount of particle retention as East Bay (Figure 12). 

Interestingly, however, South Slough has not had successful oyster restoration projects 

(Wasson et al., 2015). Thus, the lack of viable oyster populations may be due to other 

stressors, such as non-optimal hydrographic conditions (e.g., temperature, salinity, 

turbidity) or high sedimentation rates that bury the oysters. Due to the small scale 

bathymetric gradients and relative proximity to unconstrained boundary conditions, our 

model validation in South Slough is not as good as in the main channel (see extended 

validation in Conroy, Sutherland, and Ralston 2020). Future work should target a robust 

sampling (in space and time) of South Slough to better model the spatial patterns of tidal 

amplitude within this subestuary. We believe that clearer spatial and temporal patterns of 

residence time may aid decision-making on future restoration projects. 

 

6. Conclusions 

Residence time, broadly defined as the amount of time a newly dropped particle 

takes to leave an area, is related to the timescale of physical transport processes that 

determine the circulation in the estuary and the geomorphology of the area, which can 

change in time and space. Depending on the focus of the research, a long or short 

residence time can be harmful or beneficial to the organisms in an estuary. The Coos 

Estuary is a strongly tidally forced estuary, with additional seasonal forcing due to 
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freshwater input. Previous efforts to determine timescales in estuaries using volume-

averaged methods do not include all the mixing processes that occur, especially in 

geometrically complex estuaries such as those found in the Pacific Northwest. These 

calculations find most of the dependency of timescales on river discharge, with residence 

times that range from 48 to 1 days. However, recent modeling efforts determined that 

most of the circulation in the estuary is driven by tidal forcing, instead of river forcing. 

Here we used a 3-D model to understand the variability of residence time in the estuary in 

the two main seasons, over a variety of tidal magnitudes.  

Our spatially variable residence time calculations show the strong tidal 

dependence of residence time, with longer residence times during spring tides in areas 

further away from the estuary mouth, as expected. However, there is an additional 

contribution to particle transport due to across-channel bathymetry, velocity and 

geometry. Particles closest to the thalweg exit the estuary fastest, while particles on the 

sides have longer residence times. High heterogeneity in residence time is also observed 

in shallower areas due to tidal trapping mechanisms, as that produced by the numerous 

sloughs which export water parcels out of phase with the main channel. Areas beyond the 

bend, i.e. East Bay, also store particles for extended periods, which confirms the presence 

of the “null zone”, beyond which Olympia oyster (Ostrea lurida) larvae are less likely to 

be transported out of the estuary and could successfully settle. South Slough, is located 2 

km from the mouth and extends ~10km, which if compared to the main channel would 

have similar residence times. However, due to tidal trapping mechanisms in the main 

channel, residence times in the northern part of this slough are short, while the southern 
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part of the subestuary has residence times between 15-20 days. Despite extended 

residence times, Olympia oyster population in this part of the estuary are not observed, 

hence there may be an additional stressor (temperature, salinity, nutrients, substrate, etc.) 

which may explain the lack of a self-sustaining O. lurida population. Connectivity 

additionally shows exchange of particles between areas of ecological importance, which 

must be considered when preparing restoration projects.  Our work here highlights the 

importance of spatially variable timescales in estuaries with complex geometries and 

extensive flats.  
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CHAPTER V 

CONCLUSIONS 

 

How does the circulation in the Coos Estuary vary spatially and temporally, and 

how does it affect the ecosystem?  

This work highlights how local geometry and bathymetry set bounds on how 

estuarine circulation and salinity fields respond to river and tidal forcing at different 

spatial and temporal scales. I used observations and numerical simulations to look at the 

effect of winds and temperature on estuarine dynamics in the Coos Estuary, which like 

many small, strongly-forced estuaries in the Pacific Northwest, does not conform to the 

traditional funnel-shaped estuary. These changes to circulation can affect the timescales 

of particles in the estuary and in turn affect the organisms critical to the functioning of the 

Coos Estuary ecosystem.  

Although often considered secondary, wind can drive significant variations in the 

salinity field, as well as inducing locally strong along and across-estuary gradients. The 

numerical simulations developed in Chapter 2 used idealized forcing to separate the 

contribution of tides, river discharge, and winds, on subtidal salinity and velocity fields. 

We find that wind can lead to reversals in the out-estuary surface flow despite the tidal 

dominance on subtidal circulation, in accordance with the limited available observations. 

Northward winds pile fresher waters in the north side of the estuary, and decrease 

exchange flow due to the winds opposing the main channel surface outflow, which may 

ultimately enhance the transport of particles along estuary. Southward winds pile fresher 
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waters on the southern sides of the estuary, where most of the flats are found, and act to 

enhance the loss of salt. These transient winds drive non-transient changes to salt content 

in the estuary: high discharge cases show a general increase of salt, while low and 

moderate discharge show a reduced loss of salt in the estuary after the winds are turned 

off. The wind-driven spatial and temporal variability quantified here in the salinity and 

velocity distribution underscores the importance of local geometry constraints on 

estuarine dynamics, especially as many estuaries continue to evolve either due to natural 

environmental changes or to anthropogenic impacts.  

In Chapter 3, the spatial and temporal variability of subtidal water temperatures in 

the Coos Estuary is analyzed. Water temperature dictate where organisms can survive 

and is determined by oceanic, atmospheric and riverine heat fluxes, modulated by the 

distinct geometry and bathymetry of the system. Using observations, I explore the impact 

of anomalously warm oceanic and atmospheric conditions during 2014-2016 on the 

estuarine temperature. The arrival of a marine heatwave in September 2014 increased 

water temperature in the greater Pacific Northwest region by more than 1.5°C until 

March 2015, and again from July to August 2015. Additionally, in 2014-2016, the 

Equatorial Pacific showed increased temperatures due to El Niño events. Inside the Coos 

Estuary, the warming was recorded in all the available water quality observations, with 

higher anomalies found in the shallower locations and those located further away from 

the estuary mouth. Water temperature increased landward, suggesting that river input and 

atmospheric heat flux may be important contributors to the anomalous conditions 

observed. These relatively higher temperatures found landward changed the overall 
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along-estuary temperature gradient in the estuary with higher values in the beginning of 

the dry season before upwelling at the coast begins. These enhanced temperature 

gradients, along with relatively higher absolute temperatures in the upper estuary can 

cause stress on organisms, such as eelgrass, which declined sharply, but only in certain 

locations within the estuary. As global temperatures continue rising due to climate 

change, increased numbers of marine heatwaves and El Niño events are expected, leading 

to higher temperature stress on the marine ecosystem within estuaries.  

Together Chapters 2 and 3 show the impact of secondary forcing on the 

circulation of the estuary. However, the effect of winds and temperature are in a shorter 

timescale than the tidal forcing in this estuary. Hence in Chapter 4 I used the validated 

numerical model for the Coos Estuary to understand the variability of timescales in the 

estuary. Volume-averaged values have been shown to not represent mixing processes in 

estuaries, which are of high importance to the Coos Estuary. The Lagrangian particle 

tracking method used here showed that particles exit the estuary preferentially if located 

closer to the mouth and in the deeper channel. Areas further away from the estuary, such 

as East Bay Channel, have a longer residence time additionally due to the geometry of the 

estuary (curvature at about 15km from the mouth). Because of this extended residence 

time, oyster larvae can settle in the hard substrate found in the area and repopulate.  
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APPENDIX A: SUPPLEMENTAL INFORMATION FOR CHAPTER 2 

 
Sup. Fig. 1: a) Sea level at the Charleston tide gauge (gray on left axis), and wind stress 

(right axis) at the North Bend Airport (blue line) and Stonewall buoy (red line – for 

comparison). b) Correlation between subtidal sea level (Charleston tide gauge) and wind 

stress (at North Bend Airport).  

 

 
Sup. Fig. 2: Modeled along-estuary velocity (m·s-1) in a location close to the ADCP, 

separated by discharge (columns) and tidal range (rows). In each panel, we show the pre-

wind event along-estuary velocity profile (black), the velocity profile during strong 

northward winds (blue), and during strong southward winds (red).  
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Sup. Fig. 3: Temporal variability of salt flux components (eulerian, tidal and advective) at 

Main Channel (Cross section A) and East Bay Channel (Cross section B) shown 

separately in each column for the neap tide cases, northward winds (red lines), and 

southward winds (blue lines). (a-b) High discharge conditions. (c-d) Same as a-b, for 

moderate discharge. (e-f) Same as a-b, but for low discharge. Broken lines show the time 

when winds are applied. 

 

 

 

Sup. Table 1. Model setup parameters. 

Parameter Values 

Number of cells/nodes 65799/35691 

Time step for the external mode  0.1 s 

Ratio of internal time step to external time step 10 

Minimum water depth used for the wet/dry cells 0.5 m 

Background eddy viscosity  

Background eddy diffusivity 

1. e-4 m2 s-1 

1. e-5 m2 s-1 

Minimum eddy diffusivity (constant) 5. e-4 
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Sup. Table 2. Forcing values in each model experiment, including the no-wind Base 

cases (1-6) and the wind perturbation cases (7-30). River discharge (input at South Fork 

Coos River), tidal range applied at boundary, and wind speed for model experiments. 

Positive is northward wind. 

Case River forcing Tidal forcing Wind forcing (stress) 

BASE CASES 

1 High – 187 m3·s-1 Neap – 0.79 m - 

2 High – 187 m3·s-1 Spring – 1.17 m - 

3 Moderate – 19 m3·s-1 Neap – 0.79 m - 

4 Moderate – 19 m3·s-1 Spring – 1.17 m - 

5 Low – 1.5 m3·s-1 Neap – 0.79 m - 

6 Low – 1.5 m3·s-1 Spring – 1.17 m - 

WIND PERTURBATION CASES 

7 High – 187 m3·s-1 Neap – 0.79 m Strong northward (+0.2 N·m-2) 

8 High – 187 m3·s-1 Neap – 0.79 m Weak northward (+0.1 N·m-2) 

9 High – 187 m3·s-1 Neap – 0.79 m Weak southward (-0.1 N·m-2) 

10 High – 187 m3·s-1 Neap – 0.79 m Strong southward (-0.2 N·m-2) 
    

11 Moderate – 19 m3·s-1 Neap – 0.79 m Strong northward (+0.2 N·m-2) 

12 Moderate – 19 m3·s-1 Neap – 0.79 m Weak northward (+0.1 N·m-2) 

13 Moderate – 19 m3·s-1 Neap – 0.79 m Weak southward (-0.1 N·m-2) 

14 Moderate – 19 m3·s-1 Neap – 0.79 m Strong southward (-0.2 N·m-2) 
    

15 Low – 1.5 m3·s-1 Neap – 0.79 m Strong northward (+0.2 N·m-2) 

16 Low – 1.5 m3·s-1 Neap – 0.79 m Weak northward (+0.1 N·m-2) 

17 Low – 1.5 m3·s-1 Neap – 0.79 m Weak southward (-0.1 N·m-2) 

18 Low – 1.5 m3·s-1 Neap – 0.79 m Strong southward (-0.2 N·m-2) 
    

19 High – 187 m3·s-1 Spring – 1.17 m Strong northward (+0.2 N·m-2) 

20 High – 187 m3·s-1 Spring – 1.17 m Weak northward (+0.1 N·m-2) 

21 High – 187 m3·s-1 Spring – 1.17 m Weak southward (-0.1 N·m-2) 

22 High – 187 m3·s-1 Spring – 1.17 m Strong southward (-0.2 N·m-2) 
    

23 Moderate – 19 m3·s-1 Spring – 1.17 m Strong northward (+0.2 N·m-2) 

24 Moderate – 19 m3·s-1 Spring – 1.17 m Weak northward (+0.1 N·m-2) 

25 Moderate – 19 m3·s-1 Spring – 1.17 m Weak southward (-0.1 N·m-2) 

26 Moderate – 19 m3·s-1 Spring – 1.17 m Strong southward (-0.2 N·m-2) 
    

27 Low – 1.5 m3·s-1 Spring – 1.17 m Strong northward (+0.2 N·m-2) 

28 Low – 1.5 m3·s-1 Spring – 1.17 m Weak northward (+0.1 N·m-2) 

29 Low – 1.5 m3·s-1 Spring – 1.17 m Weak southward (-0.1 N·m-2) 

30 Low – 1.5 m3·s-1 Spring – 1.17 m Strong southward (-0.2 N·m-2) 
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APPENDIX B: SUPPLEMENTAL INFORMATION FOR CHAPTER IV 

   

 

Jan, 2011 April, 2011 July, 2011  

 

 

  
Jan, 2014  July, 2014 Oct, 2014 

    
Feb, 2015 Apr, 2015 July, 2015 Oct, 2015 

   
 

Jan, 2016 Apr,2016 July, 2016 Oct, 2016 (station 

B26) 

Sup. Fig. 1. Eelgrass sampling in South Slough. Photographic record of eelgrass cover at 

the Valino Island mid elevation transect (quadrat B02 or B26 during Oct-2016) during 

2011, and 2014-2016. 
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Sup. Fig. 2. Stressful number of days for eelgrass (Zostera marina) according to previous 

research (Table 2) using the low-pass filtered data (30-day filter). a) Number of days with 

temperatures 1.5 ºC above climatology. b) Number of days with temperature above 18 ºC 

at the water quality stations and Stonewall buoy (Table 1). 
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Sup. Fig. 3. a) Eelgrass absence/presence in the Coos Estuary from 2005 Lidar data. b) 

Eelgrass density in the Coos Estuary from 2016 Lidar data. Location of in-situ sampling 

performed by SSNERR, ODFW SEACOR and OSU is also shown. c) Density of eelgrass 

(number of shoots m-2) until present for all eelgrass measurements from stations shown 

in (b). Stations not sampled by SSNERR are colored by distance from the mouth. 

SSNERR stations in the same color as Figure 3). 
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Sup. Fig. 4. Time series correlation between a) Stonewall water temperature (ocean end-

member), b) North Bend airport air temperature (atmosphere end-member) and c) South 

Fork river discharge, and water quality station temperature. Maximum correlation is 

highlighted with black dots in each correlation line.  
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