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DISSERTATION ABSTRACT

Melissa Wilson

Doctor of Economics

Department of Economics

June 2022

Title: ESSAYS ON RACIAL DISPARITIES IN LAW ENFORCEMENT

Based on recent news and social media discussions, racial bias in police action

is currently at the forefront of public interest in the U.S. Whether police operate

outside of what is considered fair under our justice system can be challenging to

estimate.

I first analyze the incidence of racial bias in traffic stops by city police depart-

ments in 9 cities across the country using the “veil of darkness” hypothesis developed

in Grogger and Ridgeway (2012). Utilizing SOPP data, I employ a regression dis-

continuity design around the start of daylight savings time to make an accurate

comparison between daylight and nighttime stops drawn from the same distribution

of drivers in order to address seasonality bias in their model. I find little evidence

of racial disparities in police stops with no significance for minority drivers. This

indicates that daylight times do not affect proportion of stops of minority drivers

and racial disparities are not affected by visible lighting.

Stanford Open Policing Project
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Next, I test the effect of marijuana decriminalization in Illinois on racial dispar-

ities in arrests for marijuana possession in Chicago and provide evidence to support

that the disparity is driven by racial prejudice. I use amount in possession to de-

termine if racial discrimination affects police decision-making at varying severity

levels differentially. I then conduct an Interrupted Time Series estimation to show

that marijuana decriminalization led to a substantial drop in the racial disparity for

marijuana-related arrests in Chicago. Additionally, the slope changes slightly pos-

itive, driven by arrests of black individuals over the decriminalized amount. This

implies a shift in resources to target higher severity drug crime activity, but still

disproportionately affects black individuals.

Almost universally, drug crimes carry sanctions which vary across weight. A

Beckerian model of crime has sharp predictions that those carrying drugs should

attempt to sort in response to these crimes. However, police discretion can also

vary how the actual weights are recorded. We investigate these competing factors

using administrative records from marijuana possession arrests in Chicago. Using a

bunching approach, changes in sanction thresholds, and variation in officer-suspect

race matches, we test both how decriminalization and officer-race matching affect

bunching.

This dissertation includes unpublished co-authored material with Benjamin

Hansen.
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I. Introduction

Research in economics 1 has provided a profound volume of literature provid-

ing evidence of racial disparities throughout the criminal justice system in the U.S.

These differences can stem from a multitude of underlying factors, such as social

differences, income level, gender, etc. Therefore, policymakers across the U.S. have

long tried to adjust laws to ensure equitable and just practices are incorporated.

Unfortunately, research shows this has been largely ineffective. Research in this field

aims to determine the origins of these disparities as well as the extent to which they

affect the effectiveness of resources in order for proper solutions to be developed and

implemented and for resource reallocation when it is beneficial. Discrimination in

the U.S. justice system weakens its effectiveness and fails to remain impartial and

apply equal rights and punishments to citizens.

I first investigate the issue of racial prejudice by examining police stop data

using a regression discontinuity approach. I base my premise on the Grogger and

Ridgeway (2006) hypothesis, which they dubbed “the veil of darkness,” wherein they

posit that police officer cannot see the race of a driver when it is dark outside and,

therefore, do not take race into account when pulling drivers over at night. They

do not find evidence of a racial disparity due to discrimination. However, there are

several shortcomings of this method. The first is that there is no way to be certain

that officers do observe driver race during the day, but not at not. If this hypothesis

1Anwar and Fang (2006), Donohue and Levitt (2001), Abrams et al. (2012), Mustard (2001); Arnold
(2018); Arvanites and Asher (2006); Rehavi and Starr (2014); West (2018); Abrams, Bertrand,
and Mullainathan 2012
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fails, then the test is invalidated. Assuming that their hypothesis is valid, there is still

a second issue. This is an issue with the setup of their model. In order to compare

arrest rates between light and darkness at the same time of day, they match time of

day across months. For example, they compare arrest rates at 5pm in the summer

(light out) to 5pm in the winter (dark out) and determine if the arrest rates varied

in a way that implies racial discrimination. By doing so, they introduce seasonality

into their model where it did not exist before. Given there is research that shows

some minority groups work seasonal jobs, it is likely that the underlying distribution

of drivers varies by season in a systematic way, as well.

By using a regression discontinuity approach around daylight savings time, I

am able to omit any bias in the results caused by seasonal trends in the distribution

of drivers. I can compare the hours just before dark prior to DST starting to those

just after it starts so as to isolate the disparity around this discrete one hour jump in

sunset (and thus daylight hours). I find a lack of evidence of racial discrimination, as

well, though this could be due to one of two things. The first may be that the “veil

of darkness” hypothesis does not hold true. However, Pierson et al. (2019) retest

the Grogger and Ridgeway (2006) model and find significant, though small results

which an extremely large dataset. The alternative reason for this could be that I

aggregated my data too much, thereby reducing the size of my dataset to a much

smaller one compared with Pierson et al. (2019). This is issue can be dealt with by

revisiting the data and re-estimating the model with a higher frequency arrest rate

to regain some identifying variation, which I intend to do.
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Next, I choose to look at different facet of law enforcement, arrests, to estimate

the racial disparities here, as well. I have obtained through a FOIA request a dataset

of arrests from the Chicago Police Department that allows me to take a new approach

to estimate the disparity in arrest rates. I apply my own hypothesis that officer

leniency, when applied systematically by race, leads to biased hit rates. This is

because there will be a zero reported if leniency is shown and no citation or arrest

is made, even if contraband is found. This likely occurs more frequently for less

severe offenses; whereas, officers are less likely to show leniency for any reason for

more severe offenses. The purpose of this approach is to determine if the relaxation

of legality in lower severity crimes leads to a decrease in the racial disparity. If it

does, analyzing the effects for different legal severities of crimes can help inform law

makers what this change is driven by and help to target particular types of arrests

that will have the largest impact with future policy decisions.

To lend credibility to this hypothesis, I run a Kolmogorov-Smirnov test to

determine if the density functions arrest rates for marijuana possession differ for

white and black arrests more at lower severities than at higher severities.2 The results

of this are consistent with my hypothesis. I then run a linear regression to estimate

the per capita racial disparity at lower vs higher severities. The results of this test

imply that racial prejudice accounts for twice as much of the disparity as statistical

discrimination can account for. Last, I run an interrupted time series to estimate the

effect of marijuana decriminalization in Illinois in 2016 differentially for higher and

2My data has grams of marijuana which I use to calculate severity; cutoffs are endogenously defined
by IL state laws.
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lower quantities of marijuana. The results of this show that decriminalization can

lead to a lower disparity in arrest rates due to a large decrease in arrests at lower

quantities. However, it may lead to a positive in the slope due mostly to the increase

in the arrest rate disparity in the higher quantities over time, following the change. I

posit the the positive slope change is due to an increase of police resources allocated

to arresting individuals who commit more severe offenses.

Finally, along with my coauthor, Benjamin Hansen, we investigate the incidence

of bunching around the various legal thresholds in each of the legality regimes for

marijuana possession using the aforementioned Chicago PD dataset. We do this

for black and white individuals to determine whether there is evidence of differential

behavior following a similar approach to Tuttle (2019). Additionally, we estimate how

these same bunching outcomes are affected when officer and subject races match or

differ.

13



II. Racial Disparities in Police Stops: A

Regression Discontinuity Approach

1 Introduction

After decades of research, it is generally accepted that there are racial dis-

parities in the criminal justice system in the U.S. These disparities might occur in

many facets of the justice system, including, but not limited to police stops, sen-

tencing, bail, and parole. These differences can stem from a multitude of underlying

factors, such as social differences, income level, gender, etc. It is important for re-

searchers to determine the origins of these disparities in order for effective solutions

to be developed and implemented. The U.S. justice system consistently fights to

remain impartial and apply equal rights and punishments to citizens, but underlying

discrimination can threaten this goal.

If the only difference causing racial disparities within different aspects of the

justice system is the individual’s race, then the only plausible explanation is under-

lying racial prejudices. This is because race itself is not a characteristic that should

factor into arrests, sentencing, parole, etc., but is often an observable characteristic

that officers and judges might unintentionally or otherwise take into account at the

time a decision is made. Thus, we must first determine if there is an alternative

cause for these racial disparities and narrow down our causal factors to only racial

differences. Once we know the incidence of racial disparities due only to race, we

14



can isolate the instances where this occurs and resolve the disparities by targeting

those particular points in the system where racial prejudice affects law enforcement

decisions.

Mustard (2001) investigates the differences in sentencing that occur based

on race to determine both the size and the cause of these disparities. He finds that

blacks, males, and offenders with low levels of education and income receive notably

longer sentences. Additionally, those disparities are primarily due to departures

from sentencing guidelines, rather than differential sentencing within the guidelines.

The paper provides evidence that large differences in the length of sentence exist

on the basis of race, gender, education, income, and citizenship–in spite of explicit

statements in the guidelines that these characteristics should not affect the sentence

length. These racial disparities are likely caused by racial discrimination of the

sentencing judges since the authors control for a wide range of alternative explanatory

variables. Legal sentencing is likely not the only place where racial discrimination

leads to disparities, as further research shows it exists in law enforcement, bail setting,

and elsewhere.

For example, Norris et al. (1992) analyze data gathered during routine relief

and home beat patrolling with police officers. Their data confirm that black people

are more likely to be stopped by the police than whites, though, on average, they

are stopped for the same types of offenses. Their analysis also suggests black people

are stopped on more speculative grounds than white people. This indicates racial

profiling may occur when the home beat officer makes a decision to approach a po-
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tential suspect. The authors note that the data suggest that, in routine patrolling by

relief and home beat officers, prejudice does not significantly lead to differential or

discriminatory police action once a stop is underway. Arnold et al. (2018) find evi-

dence that there is substantial bias against black defendants, and rule out statistical

discrimination as the sole explanation for the racial disparities in bail. Additionally,

other more recent papers find that blacks are more likely to be searched for con-

traband (Antonovics and Knight 2009), experience more police force (Fryer 2016),

have higher chances of being charged with a more serious offense (Rehavi and Starr

2014) or convicted (Anwar, Bayer, and Hjalmarrson 2012), and to be incarcerated

at higher rates (Abrams, Bertrand, and Mullainathan 2012).

The research thus far is aimed at determining instances within the justice

system where racial prejudice may occur. It is also important to find the original

stage(s) at which racial discrimination enters into the criminal justice system. This

will allow us to address racial disparities where they initially enter into the system,

whether they start from differences in shooting rates, seizures, search rates, or police

stops. Police are the first line of law enforcement in the criminal justice system. If

racial disparities begin with law enforcement, any racial prejudice that enters into the

system at a later stage, such as bail, sentencing, and parole, will be magnified due to

the individuals receiving these prejudiced outcomes being minorities at detrimentally

higher rates. Thus, we need to determine at what point we first see racial prejudices

enter the system and the size of these prejudices.

Millions of people are stopped by police in a given year for various traffic

16



violations. The reasons for these stops are often left up to the discretion of individual

traffic cops with limited oversight and accountability. Traffic stops are one of the

numerous ways in which the public believes racial bias by law enforcement occurs

without consequence. Racial profiling is an issue that the U.S. public are concerned

with, due to the difficulty in limiting it and the perpetuation of racial tension by

officers. Knowing the extent of racial profiling by traffic cops can help government

officials and administrators to target racial sensitivity training to them in an efficient

and effective manner. Additionally, it may give insight into the extent of racial

profiling across law enforcement positions and other police divisions.

The racial disparity in traffic stop incidence has been measured by Grogger

and Ridgeway (2006) using a technique they developed called the “veil of darkness.”

This method allows us to compare stop distributions when officers can see the race of

drivers versus the distribution after dark, when it is difficult or impossible to know

the race of a driver prior to stopping them. Ultimately, this gives us the ability

to test the difference in these distributions and determine if they change when race

is visible prior to a traffic stop. If there is a significant difference, then there is

evidence in police bias prior to pulling drivers over. The authors of this paper use

variation in daylight times throughout the year, as well as a small window during

the intertwilight period to compare the daytime and nighttime stops. They conclude

that there is little evidence of racial profiling based on 7,607 stops in 2003.

One issue with the approach used in their paper is that there are no quan-

titative measures of racial disparities, only qualitative, meaning their approach is

17



centered around finding the sign of the effect of daylight, rather than the magnitude

of the effect. Additionally, one assumption used in this paper is that using variation

in daylight times from summer to winter, they control for the difference in time of

employment, which varies by race. I would argue that this does not account for

seasonality of jobs worked by minorities. Timing of jobs differs by race in the time of

day and the time of year. This is not addressed by the Grogger and Ridgeway (2006)

approach. Another limitation is the scope of the data, which is quite small–only one

city for about 6 months.

Pierson et al. (2019, working paper) use a new dataset, the Stanford Open

Policing project, in which data from dozens of city police and state trooper depart-

ments are being compiled into one location, easily accessed by the public. This

allows them to look into multiple questions about police stops, including the “veil

of darkness” approach with data from 100 million traffic stops across 29 municipal

police departments, limited to those cities which provide the necessary variable for

the test. They do so using a quantitative approach that identifies the magnitude

as well, thereby addressing two of the issues presented by Grogger and Ridgeway

(2006). They receive a strongly significant estimate, due in part to the size of the

dataset, that is indicative of racial profiling. This result may still be biased.

In this paper, I develop a method to address the final aforementioned issue,

differences in driving times due to employment times throughout the year. It is

necessary to be sure the data are being drawn from the same underlying distribution

of drivers when comparing daylight to nighttime stops. If there is a higher fraction
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of minority drivers at night, we would expect the fraction of stops of minorities to

be higher at night when compared to daytime stops. Thus, the results will be biased

toward no racial profiling. In the case of time-of-year differences, we may see, for

example, that the distribution of drivers in winter has a smaller fraction of minority

drivers. Additionally, the time of sunset is earlier in the evening. Therefore, the

estimate may be biased toward racial profiling, as there are fewer minorities being

stopped in the darkness-heavy set of the sample where minorities are not on the

road at rush hour. This means the result in Pierson et al. (2019) may be still biased

toward racial profiling.

The data used in this paper are extracted from the Stanford Open Policing

project and include data from city police, all of which include the necessary variables

to run our analysis. Those individual observations which do not include all of the

variables necessary are then dropped from the set, leaving me with just over 6.3

million individual observations across 10 cities–San Francisco, CA, San Diego, CA,

Bakersfield, CA, Aurora, CO, San Antonio, TX, Oklahoma City, OK, New Orleans,

LA, Owensboro, KY, Philadelphia, PA, and Hartford, CT. The dataset includes

observations from January 1, 2012 through December 31, 2016 at all times of the

day, making a much larger panel of data than are used in Gogger and Ridgeway

(2006).

To account for changes in driver distributions throughout the year, I utilize a

regression discontinuity approach based on daylight savings changes. Suppose sunset

begins at 7:00pm prior to the start of daylight savings time. Then the daylight savings
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time change takes effect. The following day, sunset occurs at 8:00pm. Thus, from

7-8pm the day before, it was dark out, but 7-8pm the day after it is light out. Using

this discrete jump in time of sunset, we can compare the data pulled from the same

distribution of drivers between one day and the next, but can still implement the

veil-of-darkness technique. This allows us to find an estimate for the incidence of

racial prejudice in police stops that is unbiased–or at least less biased than those of

Grogger and Ridgeway (2006) or Pierson et al. (2019).

The results I find provide little evidence of racial prejudice in police stops.

The main estimated change in stops, -1.8 percent, is not statistically significant for

black drivers. Additionally, this result is not robust to all functional forms and, in

fact, changes signs for two specifications. For Hispanic drivers, the main result, -5.2

percent, is also not statistically significant at any level and this magnitude, sign, and

lack of significance is robust to multiple sensitivity checks. Therefore, I conclude

that the results in this analysis do not provide evidence of racial prejudice in the

stop decision by police officers and, if anything, provides evidence of the disparity

being the opposite of what is expected.

In the next section, I discuss the analysis of police stop bias conducted in

the literature thus far. In Section 3, I discuss the data used for this research, and

in Section 4, I detail the analytical approach used here. In Section 5, I discuss the

empirical results the data yield. I then conduct a sensitivity analysis and discuss

shortfalls in the estimation approach used herein. Section 7 concludes the paper and

discusses the implications and future avenues for research to build on the information
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presented.

2 Literature Review

Becker (1993) gives a lecture describing how he conducts his research as an

analysis that assumes individuals maximize welfare as “they conceive it,” regardless

of whether they are selfish, altruistic, loyal, spiteful, etc. Treating these preferences

as a constant over time, individuals try to anticipate the consequences of their be-

havior. To understand discrimination against minorities, he widens preferences to

accommodate prejudice and hatred of particular groups. This allows them to exam-

ine behavior while allowing for preferences based on personal biases in a theoretical

framework. Using a theoretical framework that builds off of this and takes the appli-

cations a step further, Grogger and Ridgeway (2006) develop an approach utilizing

what they call the “veil of darkness.” The authors hypothesize that, under the “veil

of darkness,” i.e. after dark, it is difficult or impossible for traffic cops to determine

the race of a driver prior to pulling them over. This means that the decision to stop

a driver cannot be influenced by the driver’s race after dark. They are able to apply

this to their research as a sort of control for racial prejudice in stop decisions. They

compare the likelihood of nighttime stops to those during the daytime in order to

show whether there is a significant difference in stops of black drivers during the

daytime versus nighttime. A significant difference would indicate that visibility of a

driver’s race changes the stop decision of police officers, providing evidence of racial

bias in police stops. The results of their method, based on a dataset from Oakland,
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CA in 2004, provide little evidence on police stops on a larger scale, as it is a small

sample from only one city. The standard errors of their estimates are all relatively

large. This is likely due to instances of biased estimates along with having a dataset

of only one city in one year.

Further research has looked into post-stop behavior to determine if racial

disparities are present here. Anwar and Fang (2006) use a model developed by

Knowles et al. (2001) that allows motorists to differ by multiple characteristics

observed by the officer that may or may not be recorded in the data. The authors

alter this model that allows officers to use information they gather about motorists

during traffic stops when they make their search decisions as well as allowing police

behavior to vary by their racial group. They fail to reject the hypothesis that troopers

of different races do not exhibit relative racial prejudice. However, Antonovics and

Knight (2009) investigate the reasons behind racial differences in the rate at which

the vehicles of black, Hispanic, and white motorists are searched during traffic stops.

They use the idea that, in absence of preferential bias, search decisions should be

independent of the race of the police officer that stops a driver. They argue that there

is evidence of racial discrimination if searches are more likely to occur when the race

of the driver differs from the race of the police officer. They use a dataset containing

race of drivers and officer that stopped them from the Boston Police Department

spanning 2 years to show that the search likelihood differs based on whether the

race of the officer and driver differ and whether these patterns differ by race. Their

results provide evidence that the search decision at traffic stops likely is influenced

by preferential bias by race. Thus, there is evidence indicating that racial prejudice
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might influence individual officers to perform stops on a driver of a different race.

Depending on the racial distribution of officers and drivers, this may balance out

when there are some white officers stopping black drivers and some black officers

stopping white drivers. This could explain the difference between their results and

Anwar and Fang (2006). This might be an important distinction to keep in mind for

further research into police stops as it could be the same mechanism is at work when

police stop drivers to begin with. This would require data on the police officer’s race

as well as the stopped driver’s race on an individual level.

In addition to searches during traffic stops, there is research measuring the

incidence of racial disparities in frisks at traffic stops. Ryan (2015) measures the

individual’s probability of receiving a frisk. By exploiting a traffic stop-level dataset

from the Pittsburgh Police Department, Ryan estimates the marginal effects of as-

sorted driver characteristics. He shows black drivers are more likely to receive a frisk,

as well as identifying several related factors. The results indicate that the interaction

of the driver’s gender, the time of day, and the existence of passengers with the race

of the driver all impact the probability of being stopped. These results alone do not

indicate that police are stopping black drivers with the intent to frisk them, or that

there is an intention to frisk black drivers. It could be that the police officers tend

to feel more threatened when there is a black male driver or when more passengers

are present, for example. This may not be intentional, but is still indicative of at

least a subconscious racial prejudice when the decision to frisk is made. It also in-

dicates that determining whether the drivers are stopped because they are black or

not is a crucial part of finding a solution to this occurrence. Adding to this research,
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West (2018) shows that officers tend to cite drivers of a different race from their

own more frequently. This indicates that police officers show higher tolerance of law

breaking towards drivers of their own race, regardless of age, gender, vehicle value,

or characteristics of the local community. The author uses data on automobile crash

investigations. He then shows that the match of officer and driver is exogenous of

race or prejudice because officers are dispatched to the scene of the accident by a

remote dispatcher that knows little about the driver or officer who meet at the scene

of the accident. Thus, the results are a causal interpretation of how officer behavior

differs given the racial combination of officer and driver.

Goel and Shroff (2016) examine New York City’s stop-and-frisk program.

They show that risk assessment tools can help police officers make considerably

better real-time stop decisions. The authors then show that risk assessment tools

can also be used to audit past actions. They argue that a significant fraction of New

York City police stops were conducted on the basis of relatively weak evidence, in

possible violation of constitutional protections. This paper supports the idea that

statistical tools can help improve and evaluate decisions throughout the criminal

justice system, and, therefore, can reduce the incidence of racial profiling in stops.

At the least, they could be used to hold officers accountable when a low level of

risk is assigned, yet a stop is still made. This tool could be useful to implement

where racial prejudices exist within the criminal justice system, including traffic

stops, house stops, sentencing, bail decisions, etc. If racial disparities exist due to

prejudice, then it may be worth the cost to implement risk assessment tools. This is

both so there is a decrease in the disparity of frisks, stops, etc. and so the laws that
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officers are employed to uphold are more likely to be upheld because punishment can

be enforced more easily when they are not when using these tools.

This research indicates that the answer to the question, “Where does racial

prejudice first present itself in the criminal justice system?” is as of yet unclear.

Grogger and Ridgeway (2006) do not find evidence of racial disparities, yet many

papers following this show disparities in personal interactions, such as frisks and

searches. Pierson et al. (2019) assess racial disparities in police interactions with

the public, including in police stops, using a dataset they compiled with nearly 100

million traffic stops recorded by 21 state patrol and 29 municipal police departments.

They first measure potential disparities in police stops by examining whether black

drivers are less likely to be stopped after dark during the “veil of darkness.” The

authors find evidence of bias against black drivers both in highway patrol and in

municipal police stops. This contradicts the results found in Grogger and Ridgeway

(2006), but is not surprising because they use a much larger dataset spanning nu-

merous cities over several years. It is important to note that their main outcome

shows a -0.012 effect of darkness on the change in probability of being stopped for a

black driver after dark compared to during daylight times. This is significant, but is

a relatively small effect. It is important to determine if this effect is truly occurring

in the data or if there is a bias due to the seasonal work schedules of minorities or

other seasonal factors before taking this as an indication of what types of policy to

implement and what officers should be trained for.
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3 Data

For traffic stop data, I used the Stanford Open Policing Project data. The

Stanford Open Policing Project (SOPP) is collecting and standardizing data on ve-

hicle and pedestrian stops from law enforcement departments across the country.

They have collected over 200 million records from dozens of state and local police

departments across the country. The SOPP is composed of an interdisciplinary team

of researchers and journalists at Stanford University. I have accessed data from a

total of 10 U.S. cities, each of which contains the necessary information to run this

analysis. The cities included are San Francisco, CA, San Diego, CA, Bakersfield, CA,

Aurora, CO, San Antonio, TX, Oklahoma City, OK, New Orleans, LA, Owensboro,

KY, Philadelphia, PA, and Hartford, CT. The dataset includes observations from

January 1, 2012 through December 31, 2016 at all times of the day, combining to a

much larger panel of data than are used in Gogger and Ridgeway (2006).

I aggregate the data to the city-day level for the outcome variable in the

model, proportion of stops for which drivers are black or Hispanic. This is because

I need observations of the same unit before and after the day DST begins. Thus,

our model relies on aggregated observations, rather than at the individual level.

After aggregating, we must also exclude those observations that do not occur in a

window around sunset so as to only look at those observations that are affected by

Daylight Savings Time within the bandwidth, rather than observations that occur,

say at 12:00pm, when it is daylight all the time and does not provide us with any

information about racial disparities. Gogger and Ridgeway (2006) use the window of
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4pm to 9pm and show that this is a reasonable window of time to use. Thus, I will

use this same window of time. Once I limit the aggregated sample to this window of

time, I am left with approximately 10,543 observations.

Each city’s population for each year is needed. to estimate the stop rate.

I access this data through the U.S. Census Bureau. Additionally, I need data on

Daylight Savings Time start dates for each year, which I have collected from the

NASA database. Although I employ a fixed effect to account for the demographic

makeup of each city in each year, it is still informative to see this visually, so I have

included them here. This data was collected from the DATA USA database. These

all span the years and cities in the dataset I have used from the SOPP database.

Figure 1 shows the percentage of black residents in each city in the dataset.

Here, it is easy to see that New Orleans and Philadelphia are predominantly black,

whereas San Francisco and San Antonio have much smaller black populations relative

to white, Hispanic, etc. It is unlikely that San Francisco and San Antonio have

the same population demographics, so it is helpful to look at the fraction of the

population that is Hispanic, as well. This is shown in Figure 2. San Francisco

is approximately one-third white black and Hispanic, whereas San Antonio has a

much larger fraction of the population that is Hispanic. Note that the shading key is

slightly different for Figure 2 since there are smaller fractions of Hispanic populations

black and the key is split into 5 shades for both figures.

These figures give a better understanding of the underlying distribution of
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demographics within each city of the dataset. These show that each city has a

different proportion of minority populations. Therefore, there is a diverse set of cities

with varying characteristics within the dataset. I do not want city characteristics

to drive the results, so I use a city-year fixed effect in order to estimate the model.

More model specifications are discussed in detail in the following section.

The full dataset includes race, gender, age, city, longitude and latitude, time

of stop to the second, date, and population, which are all used for my estimates. The

data also have officer I.D.’s, division and department names, reason for stop, whether

a search was conducted or citation issued, along with vehicle and plate information,

all of which will be useful for further research on traffic stops.

In Figure 3, the stop rate frequency distributions are shown for the full

dataset, the restricted sample of black drivers, and the restricted sample of Hispanic

drivers, respectively. Here we can see that there is a large incidence of days where

the stop rate of minorities is close to or equal to zero, meaning those drivers were

often white. Keep in mind that the scale is not uniform for all three plots due to

the frequency of each rate for each demographic. Since I do not include other races,

such as Asian or Pacific/Islander, this is a reasonable incidence of zero stop rates for

all drivers, as well in panel a. There is also a larger incidence of zero or close-to-zero

rates for Hispanic drivers than black drivers. This is reasonable as there are nearly

twice as many observations in the full dataset where the driver is black than that of

Hispanics.
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There are 2.2 million observations of black drivers and 1.2 million observa-

tions of Hispanic drivers. There are over 2.4 millon observations of white drivers

with only 0.5 million observations of Asian, Pacific Island, or other race drivers. Of

the black driver observations, 1.6 million are male and of the Hispanic drivers 0.8

million are male. I run the regressions on each of these demographics separately in

the following sections.

4 Analysis

To consider the effect of the “veil of darkness” by exploiting the discontinuity

in time of sunset caused by daylight savings time, I use a regression discontinuity

design. The baseline model is

log(proportionstops)cd
race = β0 + β1daycd + β2DST cd + β3(day × DST )cd +

city × year + dayofweek (1)

where race = black, Hispanic and day is the running variable such that 0 is

the cutoff for the day daylight savings time begins for city c on day d. Thus, for

the baseline model negative running values indicate days prior to DST and positive

running values indicate days during DST. To determine if there is an effect on police

stops after DST begins, I need to look at the coefficient on DST , β2. I control
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for the running variable using a varied slope on either side of the cutoff as per the

standard for regression discontinuity. Doleac and Sanders (2015) notes that DST

always begins on a Sunday, which has different driving patterns and crime patterns

than other days of the week. To control for these differences, I include day-of-week

fixed effects. As I previously mentioned, city-year fixed effects are included to account

for those city and year specific characteristics that might affect the outcome variable,

such as the demographic makeup of each city in each year. Additionally, all estimates

use standard errors clustered by city and year.

The model is expanded to include the squared, cubed, and quartic terms

because the RD model function rdplot selects it. I conduct a robustness check to

show alternative functional forms do not give different results in section 6, so I keep

the global fourth-order polynomial form. Although the window used in this analysis

is typically restricted to 4pm to 9pm, it is important to recall daylight savings shifts

sunset discretely by one hour. This hour that has a discontinuous change in daylight

is where the majority of the explanatory power will come from. Though, sunset

does change time from day to day throughout the period of time in the bandwidth,

so there is some explanatory power coming from this. I do not want to use this

variation in daylight from day to day over the course of the year to explain the

change in stops, so I attempt using several bandwidths to determine if this has an

effect on the outcome variable, which I will discuss more in the Robustness section.

For the main regressions, the bandwidth includes up to 100 days. Thus, the majority

of the identification comes from spring and summer drivers so that the outcome is

largely unaffected by seasonality.
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The baseline model is then run again when restricting the data to include

only male drivers from each racial demographic group. This is because Ryan (2015)

and other previous research suggests that racial discrimination is more prevalent

against males in the criminal justice system. To determine if there is a difference

in the size of the effect due to gender, I run the model for male drivers of each

demographic as part of my heterogeneity analysis.

5 Results

5.1 Main Results

The baseline model is a log-linear regression discontinuity design where the

outcome is the log(proportionstops)cd
race for particular city in a given day. This is run

for race = black and race = Hispanic to begin with. The standard window form 4pm

to 6pm local time is used unless otherwise noted. The results for the model where

the outcome is the logged proportion of stops for black drivers are shown in Table 1.

I cannot conclude that Daylight Savings Time leads to any statistically significant

change in the proportion of stops of black drivers. The outcome of importance here is

the coefficient on During DST . There is significance on the interaction of day3 and

day4 with daylight savings time, so there is some change in the curvature, though

the magnitude of these estimates is quite small.

For During DST , the estimate I find is the opposite sign of the estimate

that Pierson et al. (2019) find. My results show an approximately -1.8 percentage
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change in the proportion of stops of black drivers and is not significant at any level.

This estimate would imply, if anything, a decrease in the proportion of black drivers

being stopped when DST begins and sunset has moved back by one hour. This effect

is the opposite of what would occur if police officers systematically stopped black

drivers when they can see the driver’s race. In the tables, I multiplies the estimates

by 100 for ease of reading because the numbers are small and the estimated effect

gives the 100 × βn change in the proportion of stops, so this also makes them more

logical.

The baseline model is still used for Table 2, but the regression discontinuity

design is altered slightly. The design used here is the “donut” RD, meaning there

is a small range of the running variable around the cutoff day that is dropped from

the sample. Barreca et al. (2016) demonstrate that the RD design’s smoothness

assumption is inappropriate when there is non-random heaping. In order to account

for this possibility, I exclude the day before to the day after the start of DST in

column 1 and two days before to two days after the start of DST in column 2. The

reason this might be necessary is due to the fact that people’s sleep schedules may

be intentionally altered leading up to DST and sleep is definitely affected once DST

begins as an hour of the night is skipped. Janszky and Ljung (2008) note that

changing clocks “can disrupt chronobiologic rhythms and influence the duration and

quality of sleep” for several days, and also hypothesize negative physical effects as a

result of the policy. They also note that most of these costs are due to the switch

from standard time to DST. This might cause other changes to driving behavior

that affect the distribution of drivers on the days before and after DST begins or
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that may affect likelihood of being pulled over depending on the time of day drivers

work. The magnitude of our main estimate increases, but the sign is unchanged in

column 1. However, the sign changes to positive when we exclude 2 days before

and after DST begins. If DST causes other behavior changes that bias my estimate

toward a negative outcome, then column 2 provides evidence of a racial disparity, but

a small one of less than 2 percent. Additionally, the estimate remains statistically

insignificant with less precision than the previous estimates. In the second row of

Table 2, the estimate for Hispanic drivers is still negative, at -6.7 and -3.3 percent,

respectively, but are not statistically significant.

Comparing these to the point estimate for Hispanic drivers in Table 4 column

1, which shows the estimates for the baseline model for multiple demographics of

drivers between 4pm and 9pm. The magnitude of the estimate for Hispanic drivers

is similar, here, yet slightly larger at -6.7 percent. This estimate is also not significant.

These results do not indicate that there is a disparity in stops for Hispanic drivers

due to the change in daylight hours, just as is seen for black drivers in this dataset. It

is imperative to keep in mind that this tells us that the incidence of daylight does not

lead to a change in the proportion of minority drivers stopped. It is plausible that

racial disparities exist in traffic stops that are not captured by this change in daylight,

but are consistent throughout the day and throughout the year. Other factors, such

as neighborhood, vehicle characteristics, or particular roads or highways, may be

used to determine if a driver is likely to be a minority, which may affect officer

behavior, though I do not explore them in this paper.
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5.2 Heterogeneity

In this section I explore the outcomes of my heterogeneity analysis and dis-

cuss how these affect the conclusion of this paper. The first heterogeneity test I run

is reported in Table 3, where observations are separated by the region of the U.S.

they fall into, then the baseline model of the fourth degree is run on the sample for

several demographic groups: black drivers, Hispanic drivers, male black drivers and

male Hispanic drivers. The North is defined as any city above the 36th parallel,

whereas the South is any city below the 36th parallel. I use this cutoff because it is a

historical indicator as the cutoff for the cultural northern and southern states. Here

it is notable that the magnitude of the estimated effect on black drivers in northern

cities is quite large and negative, whereas the south is small and positive. This means

our baseline estimate is likely driven more by the effect of northern cities rather than

southern cities. None of these outcomes are significant, however. Additionally, the

positive outcome for black male drivers is driven by northern and western cities. This

estimate tells us that there is more likely to be a disparity for black males than black

female drivers in these regions, which is what the literature supports. The estimate

for black males in southern cities is negative, which is not expected. One possible

reason for this may be that the majority of the southern cities in the data are in the

western U.S. and the overall effect for black drivers in the western region is large and

negative. Referring to the outcomes for Hispanic male drivers, there is a positive

effect in the northern and southern cities for Hispanic male drivers, indicating a dis-

parity for this demographic, but neither estimate is significant. For Hispanic drivers

as a whole, there is an estimated negative effect for northern and southern regions,
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but they are not significant.

Table 3 also shows the outcome when the U.S. is split east to west. The

western region includes all cities in the Pacific and Mountain time zones. The east

then includes all Central and Eastern time zone cities. I intended to split by time

zone, but mountain time does not have enough observations to properly identify the

regression discontinuity since only Aurora, CO falls into this time zone. There are

too many days in the sample where no minority drivers are stopped in the time

frame used. Therefore, in this analysis, I use east and west U.S. regions, instead.

The results for columns 3 and 4 show that the positive effect for black male drivers

comes mostly from western cities. For black driver as a whole, there is a small

positive effect in the eastern cities. One possible explanation for this is there is more

historical tension between white officers and African Americans in eastern cities.

However, the estimate is not significant.

This heterogeneity analysis shows that there may be some variation in the

effect of daylight savings time on proportion of stops based on the region of the city.

This might be caused by the fact that sunset is at a different time in the northern

states, meaning the jump in time of sunset occurs at a different time within the

window. It is also notable that the effect on Hispanic drivers is less pronounced in

the east versus the west, but are both negative; whereas, the effect in eastern cities

for black drivers is positive. This could be partly due to the regions that are more

heavily black populated are eastern cities and those that are more heavily Hispanic

fall further to the west, which could cause heterogeneity in the attitude of officers
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toward specific groups of minorities.

6 Sensitivity

The next step of my analysis is the sensitivity analysis and robustness checks.

The outcome of the first robustness check is reported in Table 4. Here, I varied the

time window used to see if the results are robust to a different time of day. Column 1

shows the baseline model of the fourth order estimates for each demographic. Column

2 shows the results when we include only observations between 5pm and 7pm. The

results change slightly in magnitude, but the signs remain the same for black and

Hispanic drivers. For the male groups, the estimates both become negative on the

same magnitude of the overall group estimates. In columns 3 and 4, the estimated

effects keep the same signs for the overall groups, but change in magnitude. The

effect for Hispanic males becomes smaller in magnitude and the sign for Black males

becomes negative and very large, yet all estimates are still insignificant. In column

5, I use a time window of 8pm to 10pm. Here, all of the signs are negative except

for black drivers. This becomes positive, but is very small in magnitude at less than

0.3 percent. The cities in our sample are not affected by daylight changes between

8pm and 10pm, so this effect is likely due to some other factor, potentially that of

daytime variation in work hours for minorities. Black workers might tend to work

later hours, whereas Hispanic workers work earlier hours, since seasonal jobs tend to

be outside work. Time of day variation in drivers is an effect Grogger and Ridgeway

(2006) try to avoid by choosing the time window of 4pm to 9pm, so the change in
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the 8pm-10pm estimates do not concern me.

After trying different time windows, I run the model again for each demo-

graphic, while varying the bandwidth used arbitrarily. The results from this analysis

are reported in Table 5. Column 1 shows the results with a bandwidth of 60. Here

the magnitudes of some estimates vary while keeping the same signs. The estimate

for black males, however, becomes negative. Again, we see a similar occurrence in

column 2 where the results for a bandwidth of 40 are shown; though, the sign for

Hispanic male drivers also becomes negative in this column. For a bandwidth of 20,

the magnitude of the estimated effect on black drivers increases by nearly 5 percent-

age points, but, for Hispanic drivers, the estimated effect increases by 9 percentage

points. When the bandwidth is limited to 10 days, every estimated effect sign be-

comes positive and range from 2.4 percent to 6.7 percent. These are still insignificant,

but indicate a possible racial disparity in this small bandwidth. The estimates in this

table largely imply that there is, if anything, a decrease in the proportion of black

drivers stopped when it is daylight, rather than an increase. The positive signs of the

point estimates for column 3 is likely driven by the fact that there is less variation in

the proportion of minority drivers stopped in the few days or so surrounding DST.

For example, in Figure 9 panel a, we can see that there are more lower observations

past 40 days out.

In the second and third rows of Table 5, it is notable that the sign for Hispanic

drivers becomes negative, though not significantly so, as the bandwidth decreases. It

is possible the estimates for Hispanic drivers are not as well identified, likely due to
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the fact that there are fewer observations of Hispanic drivers, so even small changes

in the number of Hispanic drivers stopped will lead to a large percentage change in

the proportion of Hispanic drivers stopped. This might cause the estimated sign and

magnitude to change with only a change in bandwidth.

Finally, the last sensitivity check I run is varying degrees of polynomial in

the baseline model. As I noted in the analysis section, the RD model function uses

the fourth-order. However, it is important to determine if the estimated effect and

its sign are affected by the functional form, or if this outcome is robust to such

changes. Looking at the 3rd order column, there appear to be sign changes for the

black drivers and Hispanic male driver groups, though these only change by about 4

and 2 percentage points, respectively, and neither of these estimates are statistically

significant. The same is true for the 1st degree polynomial estimates. The sign for

Hispanic male drivers is negative for the 2nd degree, as well. Although the outcomes

are not completely insensitive to different degrees of polynomials, there does not

appear the be a better functional form that contradicts the outcomes of the fourth

order, nor do any of them provide more evidence of a racial disparity due to DST.

Thus, I argue that the conclusions made from these results are reasonably acceptable.

7 Conclusion

It is generally accepted that there are racial disparities within the criminal

justice system. These disparities are magnified at each step where they occur, from

arrest, to charges, to setting bail, to sentencing, and even to probationary release.
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It is important to determine where these disparities first occur so our government

officials and law enforcement can target these areas for racial sensitivity training

and enforce punishment for targeting individuals based on race. This paper analyzes

police stop data to determine if there is evidence of police disparities in the decision to

stop drivers. Based on the “veil of darkness” hypothesis and employing a regression

discontinuity approach, I find little evidence of racial disparities in stops due to the

start of daylight savings time.

To identify the occurrence of racial disparities, using the Grogger and Ridge-

way (2006) hypothesis, I would expect to see an increase in the percentage of stops of

minority drivers during the evening time after daylight savings time begins. This is

because the time of sunset is pushed back by one hour the next day, thereby allowing

me to take advantage of a discrete jump in daylight hours from the day before to

the day after DST begins. My estimates show that there is not a significant effect

on the incidence of stops for minority drivers and, if we chose to take the estimates

as significant, we still see the opposite effect occur for black and Hispanic drivers.

Alternatively, there is a positive effect for male drivers, which indicates a racial dis-

parity. It is important to keep in mind, however, that this estimate for Hispanic

drivers and its sign are not robust to different functional forms of the baseline model

and is insignificant for black and Hispanic males.

These results point to a lack of evidence of racial disparity, but I take an

important assumption as given that may not be true. I use the “veil of darkness”,

which assumes that officers observe a driver’s race more often than not before stop-

39



ping them during daylight hours. It is important to ask whether officers do in fact

see the driver’s race prior to a stop during the day or if this base assumption itself

may be invalid. To test this assumption, it may be necessary to find a different

identification strategy and require the use of other observable characteristics, such

as neighborhoods, highway routes, or vehicle make/model/condition, which might

attributed to particular demographics by police officers. If there is a constant higher

rate of stops for minority drivers than there should be, given the number of drivers

of each race, this would mean the incidence of daylight does not affect incidence of

racial disparities in police stops. This would render the “veil of darkness” approach

invalid, motivates further research to test the validity of the Grogger and Ridgeway

(2006) hypothesis. The alternative is that there is not an abnormally high constant

stop rate for minorities, which indicates no racial disparity in police stops. This

would motivate further research regarding disparities in search rates and citations

issued, rather than other tests for stop rate disparities. This requires data on driving

rates for each demographic in each city, which I do not currently have access to, but

plan to acquire or build in order to determine the direction of future research.

Determining if other observable characteristics are used to target minorities

in traffic stops requires further research into the behavior of traffic cops and whether

certain other driver characteristics can be found to explain police officers system-

atically stopping drivers or not. This question is one I plan to explore in future

research and can help determine if the results here and in Grogger and Ridgeway

(2006) or Pierson et al. (2019) and other traffic stop research give an accurate picture

of the incidence of racial disparities in police stops. It is possible that discrimination
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does not occur when the stop decision is made, in which case, policy implications

are that officials should target training of police officers to interact with minority

groups, rather than on how they decide which drivers to stop initially. Whether

racial discrimination starts with the decision to stop or the personal interaction of

an officer with a driver helps determine what policies would make society better off

and minority drivers safer.
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Figures

Figure 1
Fraction of Population that is Black in 2017

Notes: This map shows the percentage of the population that is black
for each city in the sample using forecasted population data from the
US Census based on the American Community Survey.
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Figure 2
Fraction of Population that is Hispanic in 2017

Notes: This map shows the percentage of the population that is His-
panic for each city in the sample using forecasted population data
from the US Census based on the American Community Survey.
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Figure 3
Stop Rate Distributions

(a) All Drivers

(b) Black Drivers

(c) Hispanic Drivers
Notes: This figure shows the stop rate distributions for the SOPP dataset. Panel A shows
the overall stop rates per entire population on each day. Panel B restricts the data to only
black drivers and B restricts the data to only Hispanic drivers.
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Figure 4
Effect on Stops of Drivers 4pm to 9pm

(a) (b)

(c) (d)
Notes: This figure shows the effect of DST on stops of drivers of different demographics in
the window of time between 4:00pm and 9:00pm. The running variable cutoff 0 is the day
DST begins. The data for this figure comes from the Stanford Open Policing Project and
includes all 10 cities.
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Figure 5
Effect on Stops of Drivers Using “Donut” RD

(a) Excluding day before to
day after DST

(b) Excluding day before to
day after DST

(c) Excluding two days before
and after DST

(d) Excluding two days before
and after DST

Notes: This figure shows the effect of DST on stops of drivers of different demographics in
the window of time between 4:00pm and 9:00pm. The “donut” RD drops the day(s) before
and after the cutoff. Panels a and b exclude -1 to 1, while panels c and d exclude -2 to 2.
The running variable cutoff 0 is the day DST begins, though we do not observe the stops
on those day. The data for this figure comes from the Stanford Open Policing Project and
includes all 10 cities. model.
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Figure 6
Effect on Stops of Drivers 5pm to 7pm

(a) (b)

(c) (d)
Notes: This figure shows the effect of DST on stops of drivers of different demographics in
the window of time between 5:00pm and 7:00pm. The running variable cutoff 0 is the day
DST begins. The data for this figure comes from the Stanford Open Policing Project and
includes all 10 cities.
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Figure 7
Effect on Stops of Drivers 6pm to 8pm

(a) (b)

(c) (d)
Notes: This figure shows the effect of DST on stops of drivers of different demographics in
the window of time between 6:00pm and 8:00pm. The running variable cutoff 0 is the day
DST begins. The data for this figure comes from the Stanford Open Policing Project and
includes all 10 cities.
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Figure 8
Effect on Stops of Drivers 7pm to 9pm

(a) (b)
Notes: This figure shows the effect of DST on stops of black and Hispanic drivers, respec-
tively, in the window of time between 7:00pm and 9:00pm. The running variable cutoff 0
is the day DST begins. The data for this figure comes from the Stanford Open Policing
Project and includes all 10 cities.

Figure 9
Effect on Stops of Drivers 8pm to 10pm

(a) (b)
Notes: This figure shows the effect of DST on stops of black and Hispanic drivers, respec-
tively, in the window of time between 8:00pm and 10:00pm. The running variable cutoff
0 is the day DST begins. The data for this figure comes from the Stanford Open Policing
Project and includes all 10 cities.
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Figure 10
Effect on Stops of Black Drivers Varying Bandwidths

(a) bandwidth = 60 (b) bandwidth = 40

(c) bandwidth = 20 (d) bandwidth = 10
Notes: This figure shows the effect of DST on stops of black drivers in the window of time
between 4:00pm and 9:00pm. The running variable cutoff 0 is the day DST begins. The
bandwidth is varied here restricted to 60, 40, 20, and 10 days, respectively. The data for
this figure comes from the Stanford Open Policing Project and includes all 10 cities.
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Figure 11
Effect on Stops of Black Drivers By Time Zone

(a) Pacific Time (b) Mountain Time

(c) Central Time (d) Eastern Time
Notes: This figure shows the effect of DST on stops of black drivers in the window of time
between 4:00pm and 9:00pm grouped by time zone. The Pacific, Mountain, Central, and
Eastern Time Zones are each shown separately. The running variable cutoff 0 is the day
DST begins. The data for this figure comes from the Stanford Open Policing Project and
includes all 10 cities, each in their respective time zone model.
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Figure 12
Effect on Stops of Black Drivers Split at 36th Parallel

(a) Above 36th Parallel (b) Below 36th Parallel
Notes: This figure shows the effect of DST on stops of black drivers in the window of time
between 4:00pm and 9:00pm grouped by region. The Northern and Southern US regions
are each shown separately. The north and south regions are determined by the cities’
respective direction from the 36th parallel, which is used here as it is an indicator of a
cultural barrier between the northern and southern states. The running variable cutoff 0
is the day DST begins. The data for this figure comes from the Stanford Open Policing
Project and includes all 10 cities, each in their respective time zone model.
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Tables

Table 1
Effect of DST on Stops of Black Drivers

EstimateClustered SE t P
day 0.806 0.752 1.07 0.284
day2 0.053 0.033 1.60 0.109
day3 0.001∗∗ 0.001 2.25 0.024
day4 0.000∗∗∗ 0.000 2.83 0.005
During DST -1.826 4.955 -0.370.713
day × During DST -0.971 0.784 -1.240.216
day2 × During DST -0.051∗ 0.030 -1.680.093
day3 × During DST -0.001∗ 0.001 -1.950.051
day4 × During DST -0.000∗∗∗ 0.000 -3.200.001

Estimates and errors are all multiplied by 100
*** p<0.01, ** p<0.05, * p<0.1

Notes: This table reports the effect of DST on stops of
black drivers in the window of time between 4:00pm and
9:00pm. This fits a line with differing slopes prior to and
following the start of DST. The coefficient on tells us the
effect we care about. The data for this table comes from
the Stanford Open Policing Project and includes all 10
cities. model.

56



Table 2
Effect of DST on Stops of Drivers using

“Donut” Regression Discontinuity

(1) (2)
Excluding day ≤ |1|Excluding day ≤ |2|

Black Drivers
During DST -4.893 1.900

(7.772) (8.639)

Hispanic Drivers
During DST -6.732 -3.336

(7.286) (7.527)

Estimates and errors are all multiplied by 100
*** p<0.01, ** p<0.05, * p<0.1

Notes: This table reports the effect of DST on stops of
black drivers in the window of time between 4:00pm and
9:00pm. This fits a line with differing slopes prior to and
following the start of DST. The coefficient on During DST
tells us the effect of daylight savings time on the proportion
of stops, so it is shown for each demographic using 2 different
“donut” regression discontinuity designs–the first excludes
the day before and after DST, while the second excludes 2
days before and after DST. The data for this table comes
from the Stanford Open Policing Project and includes all 10
cities. model.
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Table 3
Effect of DST on Stops of Drivers By

Region

(1) (2) (3) (4)
North South East West

Black Drivers
During DST -3.813 0.330 1.615 -11.78

(7.160)(3.350)(3.532) (15.47)

Hispanic Drivers
During DST -4.570 -6.073 -1.849 -2.065

(7.662)(11.94)(8.517) (5.117)

Black Male Drivers
During DST 2.644 -3.225 -2.252 7.953

(5.641)(7.634)(5.661) (11.07)

Hispanic Male Drivers
During DST 0.334 2.074 4.771 2.342

(7.193)(7.793)(7.108) (1.543)

Estimates and errors are all multiplied by 100
*** p<0.01, ** p<0.05, * p<0.1

Notes: This table reports the effect of DST on
stops of black drivers in the window of time be-
tween 4:00pm and 9:00pm. This fits a line with
differing slopes prior to and following the start of
DST. The coefficient on During DST tells us the
effect of daylight savings time on the proportion
of stops, so it is shown for each demographic in
each US Region. The US is split such that North
and South are on either side of the 36th paral-
lel. The east and west are split such that west
includes the Pacific and Mountain Time Zones,
while the other cities make up the east. The sam-
ple is not split by 4 smaller regions, but 2 regions
at time (North/South and East/West). The data
for this table comes from the Stanford Open Polic-
ing Project and includes all 10 cities. model.
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Table 4
Effect of DST on Stops of Drivers Varying Time

Windows

(1) (2) (3) (4) (5)
4pm-9pm5pm-7pm6pm-8pm7pm-9pm8pm-10pm

Black Drivers
During DST -1.826 -3.661 -5.869 -3.474 0.255

(4.955) (7.792) (5.397) (3.741) (5.412)

Hispanic Drivers
During DST -5.204 -3.550 -0.781 -4.492 -2.028

(5.065) (7.020) (3.816) (3.919) (10.43)

Black Male Drivers
During DST 0.395 -3.587 -9.482 -7.897 -1.249

(6.058) (7.427) (7.116) (5.807) (2.751)

Hispanic Male Drivers
During DST 1.000 -3.388 5.381 -2.619 -4.222

(4.050) (7.619) (1.000) (2.666) (6.886)

Estimates and errors are all multiplied by 100
*** p<0.01, ** p<0.05, * p<0.1

Notes: This table reports the effect of DST on stops of black drivers
in the window of time between 4:00pm and 9:00pm. This fits a line
with differing slopes prior to and following the start of DST. The
coefficient on During DST tells us the effect of daylight savings time
on the proportion of stops, so it is shown for each demographic group
during each time window used. The data for this table comes from
the Stanford Open Policing Project and includes all 10 cities. model.
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Table 5
Effect of DST on Stops of Drivers with

Varying Bandwidths

(1) (2) (3) (4)
60 40 20 10

Black Drivers
During DST -6.365 -3.165 -7.715 6.690

(5.480)(5.661)(11.15) (11.80)

Hispanic Drivers
During DST -6.294 -8.738 -17.90 2.388

(6.604)(9.412)(18.63) (22.06)

Black Male Drivers
During DST -1.228 -3.090 -2.419 4.593

(6.137)(6.590)(18.02) (14.381)

Hispanic Male Drivers
During DST 0.622 -6.187 -4.828 3.601

(3.206)(5.144)(8.282) (5.751)

Estimates and errors are all multiplied by 100
*** p<0.01, ** p<0.05, * p<0.1

Notes: This table reports the effect of DST on
stops of black drivers in the window of time be-
tween 4:00pm and 9:00pm. This fits a line with
differing slopes prior to and following the start of
DST. The coefficient on During DST tells us the
effect of daylight savings time on the proportion
of stops, so it is shown for each demographic using
4 arbitrary alternative bandwidths. The data for
this table comes from the Stanford Open Policing
Project and includes all 10 cities.
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Table 6
Effect of DST on Stops of Drivers with

Varying Polynomial Orders

Polynomial Order
(1) (2) (3) (4)
1st 2nd 3rd 4th

Black Drivers
During DST 0.455 -1.366 2.399 -1.826

(1.959) (1.488)(4.508) (4.955)

Hispanic Drivers
During DST-6.027∗∗ -6.261 -3.878 -5.204

(2.659) (4.204)(3.656) (5.065)

Black Male Drivers
During DST 4.017 1.147 7.259 0.395

(2.541) (3.102)(4.717) (6.058)

Hispanic Male Drivers
During DST -4.380 -4.408 -0.771 1.000

(2.536) (4.208)(5.300) (4.050)

Estimates and errors are all multiplied by 100
*** p<0.01, ** p<0.05, * p<0.1

Notes: This table reports the effect of DST on
stops of black drivers in the window of time be-
tween 4:00pm and 9:00pm. This fits a line with
differing slopes prior to and following the start of
DST. The coefficient on During DST tells us the
effect of daylight savings time on the proportion
of stops, so it is shown for each demographic us-
ing 4 different polynomial orders. The data for
this table comes from the Stanford Open Policing
Project and includes all 10 cities. model.
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III. Drug Laws, Police Leniency, and Racial

Disparities in Arrest Rates

1 Introduction

Decades of research3 has provided a profound volume of literature showing evidence

of racial disparities in the criminal justice system in the U.S., including in traffic stops,

arrests, sentencing, bail setting, and parole decisions. These differences can stem from

a multitude of underlying factors, such as social differences, income level, gender, etc.

Inequitable treatment by law enforcement, the justice system as a whole, can lead to further

issues, such as the poverty cycle and social unrest. Therefore, policymakers across the U.S.

have long tried to adjust laws to ensure equitable and just practices are incorporated.

Unfortunately, research shows this has been largely ineffective. Thus, it as an issue that

still must be dealt with. Researchers must first determine the origins of these disparities

in order for effective solutions to be developed and implemented. Discrimination in the

U.S. justice system weakens its effectiveness and fails to remain impartial and apply equal

rights and punishments to citizens.

If citizens believe police officers, judges, or other law enforcement will not be im-

partial, then they may be less likely to report a crime. Lack of trust in the police might

lead to ineffective law enforcement; for example, if a minority individual fears there is a

break in at their neighbor’s house. Uncertain that police will not arrest them or think

they were in some way involved might lead the individual to delay or refrain from calling

3Anwar and Fang (2006), Donohue and Levitt (2001), Abrams et al. (2012), Mustard (2001);
Arnold (2018); Arvanites and Asher (2006); Rehavi and Starr (2014); West (2018)
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the police altogether. There is not much research available describing how trust in law

enforcement affects reporting, but it is logical to assume fear of being wrongly arrested,

and therefore lack of trust in the justice system, might deter someone from calling the

police when they witness a crime. Additionally, racially prejudiced decisions could mean

government resources are wasted on detaining, holding, and rehabilitating individuals who

may not necessarily deserve as much time in jail. Alternatively, those who might otherwise

deserve to be in jail might go free due to an officer using their own discretion in a particular

arrest and allowing a individual to go free when they may actually have broken the law

only because they are white. There is the direct ineffectiveness here due to the individual

not facing any legal consequences, but it also sends a signal that even getting caught might

not lead to them being arrested; they may then be more likely to commit crimes in the

future. The inability to remain impartial then results in many circumstances where the

justice system breaks down.

It is the goal of the criminal justice system to impose laws and policies that equally

benefit and punish people of any and all races, rather than disproportionately punishing or

favoring individuals of a certain race. In fact, Justice Lewis Powell Jr. said “Equal justice

under law is not merely a caption on the facade of the Supreme Court building, it is perhaps

the most inspiring ideal of our society. It is one of the ends for which our entire legal system

exists... it is fundamental that justice should be the same, in substance and availability,

without regard to economic status.”4 Government resources are wasted when their tools

are applied inappropriately and ineffectively.5 Racial prejudice could lead government

resources to be wasted on detaining, holding, and rehabilitating individuals who may not
4Supreme Court Associate Justice 1971 to 1987.
5There is not much research available describing how trust in law enforcement affects reporting,
but it is logical to assume fear of being wrongly arrested, and therefore lack of trust in the justice
system, might deter someone from calling the police when they witness a crime.
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need it; or others go free due to an officer using their own discretion in a particular arrest

when they may actually have broken the law only because they are white. There is the

direct ineffectiveness due to the individual not facing any legal consequences, but also sends

a signal that even getting caught might not leading to fewer crime disincentives. A lack

of impartiality then leads to the justice system failing on a fundamental level. Therefore,

it is necessary to accurately determine if the evolution of laws is pushing toward or away

from equity. This paper specifically focuses on the equity of law enforcement and aims

to determine the mechanisms through which arrests occur at disproportionately higher

rates for minorities. Information excluded from police reports can skew the data leading

to inaccurate estimated outcomes for stops and arrests because it fundamentally involves

latent outcomes. Specifically, if officers choose not to report something systematically for

individuals of a particular race, we would not know if these drivers did, in fact, break

certain laws–I will give a more specific example related to this issue in the next section.

Therefore, I look at arrest outcomes from a different angle. Taking that contraband is

found at a stop as given, I determine that there are differing racial disparities in the rates

at which arrests occur at different levels of severity.

Mustard (2001) shows that sentencing, especially for drug-trafficking offenses, dis-

proportionately harms blacks and Hispanics. The sentencing disparity is even primarily

driven by departures from the sentencing guidelines. The implication, here, is that judges

make the decision to give harsher sentences to minorities, regardless of not making these

decisions for white or wealthier individuals. It is unclear if these are conscious or subcon-

scious harsher sentences. Regardless, it is clear that white people may be more likely to

have less harsh sentences. If this same sort of disparity enters into the previous phase of

law enforcement, then it may present in such a way that police officers are more likely to
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arrest minorities to whites for the same offenses. Additionally, it is reasonable to assume

that these disparities are more likely to occur for lower level offenses. To address this, I use

data on stops and arrests which include measures and types of contraband that allow me

to see the severity of the contraband found. I then compare the disparity in arrest rates for

minorities at multiple levels of severity to determine whether disparities are higher for lower

levels of contraband, such as possession of a small amount of marijuana. If arrests occur at

disproportionately higher at lower contraband levels, then this indicates that harsher drug

laws that criminalize marijuana are more likely to lead to racial disparities in arrests. In

this case, it is more equitable to relax marijuana laws so as to decrease the costs of racial

prejudices within the justice system. In this paper, I look at racial disparity in arrest

rates over several severity levels of contraband found on an arrestee to determine one way

marijuana law relaxation can lead to positive social effects in the criminal justice system.

This paper contributes to a broad spectrum of literature examining the prevalence

of racial discrimination in the criminal justice system and to more recent literature exam-

ining the consequences of marijuana legalization laws. Knowles, Persico, and Todd (2001)

develop the KPT model to estimate discrimination that is expanded upon later by other

researchers.6 Bjerk (2004) develops a model to include a noisy signal of guilt and tests it

to find it is difficult to determine if there is racial prejudice or if statistical discrimination

can explain the arrest disparity. Antonovics and Knight (2009) find that police officers

in Boston are less likely to conduct a search if the race of the officer matches the race

of the driver and vice-versa. Alesina and La Ferrara (2014) find that death sentences of

minority defendants convicted of killing white victims are more likely to be reversed on

appeal. Additionally, Abrams et al. (2012) show that there is between-judge variation in
6Anwar and Fang (2006). Donohue and Levitt (2001) looked at the effect on arrest rates based no
the demographics of officers.
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incarceration rates. Ryan (2015) shows that interaction of the gender of the driver, the

time of day of the traffic stop, and the existence of passengers in the stopped vehicle with

the race of the driver all impact the probability of receiving a frisk. Alternatively, Anwar

and Fang (2015) fail to reject the hypothesis that troopers of different races do not exhibit

relative racial prejudice, though their model is prone to type-II errors, so this result is

somewhat inconclusive. There is also a large literature examining racial discrimination in

other settings, such as the labor market7, the provision of healthcare8, and the sharing,

housing, sports, and credit markets.9

There are several reasons we might care about the potential positive effects of mar-

ijuana legalization. First, it can help determine positive social effects through increased

police trust and equitable treatment of different races. It can also help determine a means

of reducing behavioral differences in justice system, so laws can specifically target reducing

racial disparities in arrest rates. Additionally, a drop in arrests for misdemeanor drugs

might allow officers to focus on more serious drug activity and allowing resources to be

spent more wisely on more harmful and costly crimes. Finally, it helps provide evidence

for marijuana legalization, and subsequently for other minor legal offenses that might dis-

proportionately favor individuals who are white or wealthy.

There is a large volume of literature suggesting that a portion of the racial disparities

in the criminal justice system come from discrimination.10 However, there is often little

7Lang et al. (2005) and Goldin and Rouse (2000)
8Anwar and Fang (2012)
9Edelman et al. (2017), Schafer (1979) and Edelman et. al (2017), Hamilton (1997), Dougal et al.
(2019), Storey (2004), Bocian et al. (2008), and Dhakal (2019)

10Abrams et al. (2012), Mustard (2001): sentencing; Arnold (2018): stops; Arvanites and Asher
(2006): imprisonment; Rehavi and Starr (2014): mandatory minimums; West (2018): traffic
citations
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evidence this is caused by taste-based (rather than statistical) racial discrimination. This

research aims to show the magnitude of the racial disparity due to taste-based discrimi-

nation in arrests for contraband using leniency. I will test for the unobservable leniency

exercised by police officers toward white individuals in this paper.

Consider the following example: a police officer stops a white male college student

and notices he has a couple grams of pot in his center console. Since he is a young white

man, the officer decides to pretend he did not notice. The stop is reported, but the

marijuana possession is never written down. Therefore, this stop does not end up in the

data. If a young black man is stopped in the same situation and racial bias factors into the

officer’s decision on how to proceed, he likely will take further action and arrest the man

for possession of marijuana. If both drivers had heroin on them, the officer would likely

not show leniency in either case as it is a schedule one drug.

Hit rate models will be biased toward no disparity if officers are systematically re-

porting a hit equal to 0 where it should be 1 for individuals with certain characteristics.

It will appear the disparity is caused by statistical discrimination, i.e. black people are

more likely to have drugs, but really is due to taste-based discrimination, i.e. the officer

chose not to report the white driver’s contraband. Therefore, another method is needed to

try to tease out the effect of an officer’s leniency that does not appear in the data, rather

than simply looking at hit rates. By looking at different contraband severity–where low

severity would be a small amount of a non-dangerous drug, e.g. 1g of marijuana, and high

severity would be larger quantities, e.g. 5oz of marijuana–I can compare the arrest racial

disparity at lower levels of contraband to that at higher levels, giving a better idea of how

much racial prejudice affects the arrest rate. If the disparity is smaller at higher levels,
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controlling for individual and stop characteristics, this indicates police discretion explains

the disparity at lower levels. This implies taste leads to less leniency for minorities at lower

offense levels. I discuss this further in the Methodology section.

The data used in this paper are individual arrests from Chicago spanning 2016-

2019 and totaling approximately 400,000 observations. The data includes the time and

location of each stop, contraband found and its corresponding severity, race, gender, vehicle

description, and other individual characteristics, e.g. age, sex, hair and eye color, etc.

Using this detailed data, I can see whether a driver is arrested for a gram of marijuana or

a gram of heroin, and whether the driver is white. If there is a larger racial disparity of

arrests for lower levels of drug contraband, then this implies police discretion might be a

determining factor in the arrests for smaller drug crimes, allowing racial prejudices to seep

into the decision-making process. Thus, I employ a linear regression model to first find

the difference in arrests rates, then find the difference in this disparity at each contraband

level and determine if there is evidence of unequal treatment at lower levels.

In the next section, I provide a thorough explanation of Laws on marijuana possession

within Illinois followed by a discuss the analysis of arrest rate disparities conducted in the

literature thus far. In Section 3, I discuss the data used for this research, and in Section 4,

I detail the analytical approach used here. In Section 5, I discuss the empirical results the

data yield. I then conduct a sensitivity analysis and discuss shortfalls in the estimation

approach used herein. Section 7 concludes the paper and discusses the implications and

future avenues for research to add to and improve upon the information presented.
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2 Background

2.1 Illinois Marijuana Laws

Throughout the period of the sample data, there have been multiple changes to

Illinois state laws regarding possession and consumption of marijuana. Prior to July 29,

2016, The Cannabis Control Act–that was originally passed in 1978–outlined the laws

surrounding marijuana use. Up to this point, possession or use of less than 2.5 grams of

marijuana was a Class C misdemeanor with a fine of $100-$200. Possessing 10g-30g was a

Class A misdemeanor. Possession of 30 grams or more was a felony, where classes increase

with amounts. In order to improve law enforcement effectiveness for more violent and

severe crimes, the penalties and classification of the aforementioned crimes were reduced.

The most notable change was the decriminalization of possession of smaller amounts of

cannabis.

On July 29, 2016, Public Act 99-0697 was enacted, thereby amending the Cannabis

Control Act. This act states that possession of up to 10 grams of cannabis is a civil law

violation punishable by a fine between $100-$200 and removes the class C misdemeanor

status of possessing less than 2.5 grams of cannabis, as well as the class B misdemeanor

status of possessing 2.5g-10g of cannabis. This act makes possession of 10g-30g of cannabis

a class B misdemeanor and possession of 30g-100g of cannabis a class A misdemeanor

(down from a felony). Possession of 100 grams or more remains a felony that increases in

class as the amount in possession increases. A class C misdemeanor could result in up to 30

days in jail, while a class B misdemeanor could result in up to 6 months. A felony charge

for marijuana possession carries a mandatory minimum of one year in jail and could result

in up to 6 years. Thus, these changes to the Cannabis Control Act mean that individuals
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found in possession of up to 10 grams of marijuana will not face the possibility of jail time,

but be sentenced to jail time if they have more than 10 grams, dependent upon the judge

assigned to the case and various other legal factors.

Moving forward, the Illinois legislature began discussing the possibility of legalizing

recreational sale and use of marijuana over the following two years before introducing to

the state senate Public Act 101-0027. After the state legislature passed this bill, governor

Pritzker signed the bill on June 25, 2019, to officially take effect on January 1, 2020. Thus,

the Cannabis Control Act of 1978 became partially obsolete. In this act, under Article

10, personal use of cannabis by individuals 21 year of age or older is legal. This is, of

course, provided that they do not carry more than the legal limit of 30 grams of cannabis.

Carrying over the legal limit results in the same charges outlined in Public Act 99-0697.

Additionally, anyone under 21 years of age found in possession of marijuana faces a fine

for a civil law violation.

In addition to changes in marijuana laws, there was another major change that

affected the arrest rates in Chicago. To reduce the amount of discretion officers could use

in stops related to stop and frisk. After this change in stop and frisk policies, officers

are required to report reasoning for each stop and all officers are now required to receive

training directed at ensuring each stop is made due to “reasonable suspicion of criminal

conduct.” l. On May 30, 2015, senate bill 1304 passed the Illinois Congress and it was

signed into law officially on August 12, 2015. This was as part of Public Act 099-0352.

As part of their requirements to report reasoning for each stop, the data for these

stops must now be collected and later released to the public. This is must explain all of

“the reasons that led to a protective pat down and whether it was with consent.” This
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potentially decreases arrests due to stop and frisk, which directly impacts marijuana arrests

as a portion of these are a result stop and frisks.

2.2 Literature Review

Abrams et al. (2012) measure the between-judge variation in the difference in incar-

ceration rates and sentence lengths between black and white defendants in felony cases from

Cook County, Illinois. using a Monte Carlo simulation in order to construct the a counter-

factual, in which race has no influence in sentencing. They find significant between-judge

variation in incarceration rates, although not in sentence lengths. These results mirror

Arvanites and Asher (2006) who show that there is a positive and significant effect of race

on imprisonment rates, though the indirect effect is greater than the direct effect. However,

Abrams et al. (2012) contrasts with Mustard (2001), who does find evidence that judges

make the decision to give harsher sentences to minorities, regardless of not making these

decisions for white or wealthier individuals. Additionally, Rehavi and Starr (2014) find

that black individuals are 1.75 times more likely to face a charge carrying a mandatory

minimum than white individuals. Though these are not necessarily harsher sentencing

decisions by the judge, these charges automatically come with a minimum prison sentence

and could exacerbate sentencing differentials. The data in this paper span a multitude

of legal regimes under which larger amounts of marijuana possession carry a mandatory

minimum until legal restrictions on marijuana are relaxed. The cutoff for mandatory min-

imums sends a signal of severity and can affect the distribution of arrests. Here, we would

expect that racial prejudices do not play a role in the decision to arrest when marijuana is

found.

There is less research into the disparity in bail setting. However, using estimates
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from Miami and Philadelphia, Arnold et al. (2018), tests for racial bias in bail decisions.

They show that bail judges are racially biased against black defendants, with more racial

bias among inexperienced and part-time judges. In addition, they find that both black

and white judges are biased against black defendants; therefore, they argue that this is

consistent with bail judges making racially biased prediction errors, rather than being

racially prejudiced, meaning they find evidence of a statistical bias.

To deal with the difficulty of teasing out taste-based racial bias in traffic citations,

West (2018) examines automobile crash investigations for which officer dispatch is exoge-

nous to driver race. He finds that state police issue more traffic citations to individuals

of a different race from their own, indicating a preference for discriminatory leniency to-

wards same-race individuals. Additionally, Donohue and Levitt (2020) use panel data from

122 large U.S. cities to show that increases in the number of minority police are associated

with increases in arrests of white individuals, but have little impact on arrests of minorities.

Similarly, more white police officers is associated with an increase in the number of arrests

of minorities but do not systematically affect the number of white arrests. They estimate

that maximizing same-race policing would lead arrests to decrease by over 15 percent.

Grogger and Ridgeway (2006) examine the disparity in police stops and do not find

evidence of racial bias, though Pierson et al. (2019) re-examines this model using a larger,

broader dataset across dozens of U.S. cities and find that there is a disparity in stop rates.

Feigenberg and Miller (2020) use unique Texas administrative data to isolate variation

in search behavior across sate troopers. They find that search rates are unrelated to

the proportion of searches that yield contraband. According to their results, troopers

appear unable to distinguish between those who are more or less likely to carry contraband.
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Knowles et al. (2001) do not find evidence of racial prejudice against black drivers. They

note that, if police have utility only for searches yielding large drug finds, then their

analysis would suggest bias against white drivers. However, they provide no argument as

to why they believe police have a higher utility for larger drug finds. In their model, they

show that, if troopers are not racially prejudiced, all motorists must carry contraband with

equal probability regardless of their race and other characteristics, in equilibrium. However,

this implies that a motorist’s characteristics other than race do not provide information

about the presence of contraband when a trooper decides whether to search. However,

trooper guidelines require officers to base their search decisions on the information the

motorist presents to the trooper at the time of the stop, such as their demeanor and the

contents of their vehicle that are in plain view. (Riksheim and Chermak 1993). Anwar

and Fang (2005) allows the possibility that police behavior might vary by racial group

by relaxing the assumptions made by KPT by using race-matchin, using Florida data

that provides race of the trooper in addition to driver’s race. When replicating the KPT

test, the result immediately implies that the troopers show racial prejudice against black

and Hispanic motorists. However, this conclusion is only valid if their model of motorist

and trooper behavior is true. Anwar and Fang’s (2005) results show that, without strong

assumptions, they cannot confidently prove the presence of relative, racial prejudice within

the modified KPT framework. Cox and Cunningham (2017) estimate the effect of a federal

grant program as part of the 1988 Anti-Drug Abuse Act to combat illicit drugs and provide

evidence that federal involvement in narcotic control and trafficking leads to an increase

in drug arrests; disproportionally affecting black individuals. This implies that targeting

drug use leads to a larger racial disparities and relaxation of these policies may lead to a

smaller racial disparity in arrests, and therefore a smaller disparity in drug-related crimes

that lead to prison sentences. This could reduce the disparity at numerous levels of the
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criminal justice system and could instead allow funding, such as the ADAA grant, to fund

reduction of other more violent crimes or to fund drug abuse mitigation through recovery

for addicts.

There is some evidence of racial bias at each stage of the criminal justice system,

though the magnitudes of this are still disputed, as is the underlying cause for the disparity,

i.e. whether the estimates accurately estimate taste-based racial bias or statistical bias.

The aim of this paper is to assess how much of the racial disparity in arrests is due to racial

bias and what portion of this is due to statistical vs taste-based preferential treatment by

race.

2.3 Kolmogorov-Smirnov Test

The Kolmogorov-Smirnov (KS) test is a non-parametric and distribution assumption-

free test. It requires no assumptions to be made about the distribution of the data. The

KS test can be used to compare a sample with a reference probability distribution, or

to compare two samples. These two aspects of the test make it versatile. In order to

determine if the two data samples I am interested in, arrest rates of black vs white people,

the KS test can be used. The null hypothesis is that the samples do indeed come from

the same distribution; if we reject the null, then we accept the alternative hypothesis that

the samples do not come from the same distribution.11 To clarify this test, I provide a

hypothetical illustration in Figure 13.

The estimated D is the maximum difference between the two distributions. This

tells the biggest difference, but the p-value from this test gives more information. With a

11Motivation for when to use the KS test is detailed by Kawwa (2020) and Lopes et al. (2007)
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Figure 13

Notes: This figure provides an example diagram of the estimation provided by the Kolmogorov-Sirnov Test.

small enough p-value to find significance, we can say that the distributions are statistically

significantly different. However, this simple test does not provide information on what ways

the distributions differ. For this, further analysis is needed through plots and regression

analysis. For this paper, I use the KS test to determine whether the distribution of white

arrest rates and black arrest rates over quantity differ over the whole distribution, then

whether they differ specifically in the lower and higher quantity regions. I will expand

upon this further in the methodology section 7.

3 Data

The data used in this paper are contraband arrests from Chicago, IL from January

1, 2012 to October 19, 2020. This data was procured through a FOIA request that has

been ongoing for much of 2020 and was released to me in October 2020 by the Data
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Fulfillment and Analysis Section in the Strategic Data Analytics Division of the Chicago

Police Department. There are nearly 220,000 contraband arrests, almost half of which

are specifically marijuana arrests, which is the primary subset I focus on in the following

analysis. The data includes the time and location of each stop, amount of contraband

found, individual’s name, race, gender, and other individual characteristics, e.g. age, sex,

hair and eye color. I also received these same characteristic descriptions for the arresting

officer. Approximately 79% of the individuals arrested for marijuana possession are black

with less 5% being white and 7% Hispanic. Of the overall dataset, approximately 78% are

black and 6% are white, with approximately 15% Hispanic.

The incidence of arrests at each weight are shown in Figure 25b. The vast majority of

all marijuana arrests occur at less than 100 grams. Any possession of marijuana 30g or more

is a felony under Illinois laws with 30g-100g being downgraded to a Class A misdemeanor

when legalization occurs. The laws for possession of marijuana up to 30g change over the

sample period, with 2.5g or less being the least severe bracket. Between 10g-30g is still

relatively low severity due to its decriminalization status as of 2016 and makes up about

one-third of the marijuana arrests. Any possession under 30g is considered legal as of 2020.

The time series plots in Figure 15 show the arrest rates across the data period for

each race. Panel 15a shows the arrests for entire dataset, including arrests for non-cannabis

related controlled substance possession arrests. Panel 15b shows the arrest rates for just

individuals carrying marijuana. The shaded regions indicate changes in the policies for

legal marijuana possession and use in Illinois. There is an overall downward trend for all

contraband arrests with a few noticeable jumps, or trend changes that seem to correspond

with policy shifts, and of course a Covid-19 shock at the very end of the data period. Look-
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Figure 14

Notes: This graph shows the number of arrests for marijuana possession in the dataset using proprietary data from

the Chicago Police Department. Each vertical red bar denotes a legal threshold

ing at 15b, it is notable that there appears to be a drop when decriminalization occurs at

the start of the yellow region, but the more dramatic shift here is the change in the overall

trend. It seems to flatten out, which is possibly due to a more stable enforcement policy,

though it there are other possible explanations. Looking at the start of the green section,

it is difficult to see a drop in arrest rates due to legalization, which may be because decrim-

inalization already occurred for overlapping amount brackets that legalization applies to.

Less than 10 grams was already a civil law violation requiring no arrests and 10-30 grams

was a class B misdemeanor. Therefore, up to 10 grams already did not lead to any arrests

during the yellow region, prior to legalization.

These trends are broken up by race in Figure 27a. It clear here just how large the

difference in number of arrests is over the sample period. Additionally, although all races

do follow a similar trend, we can see that the overall trends are largely driven by the
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Figure 15
Time Series of Arrests

(a) (b)

Notes: These time series show the daily number of drug possession arrests in the dataset using proprietary data

from the Chicago Police Department. Panel (a) depicts the time series of all arrests and Panel (b) depicts the time

series for marijuana arrests.

changes in arrests of black people.

The makeup of the marijuana arrest data are explained by Figure 26a and Figure 26b,

for all races then for white and black individuals only, respectively. Here, you can see that

the incidence of marijuana arrests is higher for black individuals for smaller amounts (in

grams) of marijuana in their possession, but this may not be true for larger amounts. The

vertical red lines show the cutoff amounts based on IL state laws for marijuana. Looking

at the histogram, it is possible that bunching behavior is occurring at the lower bounds of

each legal bracket, especially for black individuals.

Moving into the analysis, the density of arrests will be important, as I need to test

my hypothesis to provide motivation for the next step of my analysis. Figure 18 shows
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Figure 16

Notes: This graph shows the time series for monthly marijuana possession arrests in the dataset by race, using

proprietary data from the Chicago Police Department.

the density plot of marijuana arrests for white and black individuals. Before testing the

density, it seems plausible that my hypothesis is supported by the data since, at the

lower severity end, there is a noticeable racial disparity; however, at higher severities,

the disparity actually flips–though I postulate that this disparity will not be statistically

significant. This preliminary figure supports the idea that other papers estimating the racial

disparity across all severities are picking up the average across the whole distribution and,

therefore, their estimates are likely biased toward zero. Further support will be provided

in the next section where the KS test is performed.
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Figure 17
Histogram of Marijuana Arrests by Race

(a)

(b)

Notes: These graphs show the number of marijuana possession arrests in the dataset using proprietary data from

the Chicago Police Department, by race. The vertical red bars denote the legal thresholds.

4 Methodology

4.1 Kolmogorov-Smirnov Test

To test whether the difference in arrest rate density is significantly different between

white and black individuals, I first use the Kolmogorov-Smirnov (KS) test. This tests if the

CDFs of each set of data are the same. I hypothesize that the distribution for arrests at

lower contraband levels shows higher densities for blacks, but higher levels are statistically
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Figure 18

Notes: The figure shows the distribution for marijuana possession arrests in the dataset for black and white

individuals, using proprietary data from the Chicago Police Department. The vertical red bars denote the legal

thresholds.

similar. In order to test the lower and higher parts of the CDF separately, I must run the

KS test twice. The cutoffs I use are the levels at which marijuana possession sentencing

carries a higher citation and penalties or a mandatory minimum, which is legally mandated

by the state of Illinois. Where previous research often finds small or no racial bias using a

simple hit rate model, this distribution comparison might find more evidence of racial bias

because it shows if there are differences in behavior of officers at different levels of severity.

If this is occurring, then previous papers understate racial bias by concluding arrest rates

are higher for blacks, so the disparity is explained by the higher propensity to commit a

crime based on race. However, their results are missing some criminal behavior on the part

of white individuals. The distance, D, on the left tail is the region where white people are

actually committing crimes that would lead to arrest, but that are not reported.
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The Two-Sample KS test shows that the two samples follow differing distributions

for smaller, but not larger, amounts. The I compare are the those from below 10 grams,

then below 30 grams, then 30 - 100 grams, 100-300 and 300 - 500, since, for IL, these

are the legal cutoffs. Therefore, this is where policy changes are likely to lead to more

heterogeneity in arrest rates. Additionally, I choose to then exclude outliers in the higher

weight range. It is prudent to do this because there are a small number of extremely large

amounts, e.g. over 200,000 grams, and are likely to be associated with drug cartel or large

gang busts, rather than average individuals. Large busts like this occur very infrequently

and it is reasonable to assume individuals of these gangs are more likely to share race due

to the segregated nature of gangs as described by Hagedorn (2006). Thus, there is more

likely to be a one time jump in the distribution by race and can throw off the estimates for

larger amounts that otherwise follow a similar distribution. As is shown in the previous

plots, I choose to use 100 grams as the higher cutoff because it is a natural legal threshold,

above which possession is classified as a class 4 felony.

One shortcoming of this portion of the analysis is that there is potentially a systematic

difference im how black vs white people choose the amounts of marijuana which they carry.

However, according to Keyes et al. (2017), many epidemiological studies of race/ethnicity

and marijuana use have found that among adolescents, white adolescents are more or

equally likely to use marijuana than their black peers. While some studies of adults indicate

that Black Americans surveyed in 2012–2013 had higher rates of cannabis use disorders

than whites, other surveys of the same sampling found that white adults had higher rates.

Additionally, according to Feigenberg and Miller (2020), during routine traffic stops, police

are more likely to search black and Hispanic motorists for contraband than white motorists,

yet searches of black and Hispanic motorists are equally likely to yield contraband. Chung
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et al. (2006) notes that their results show that rates of use of marijuana among black youths

tend to be lower than among their white counterparts and note that this is confirms a “well-

known” result. In my data, the average age of back individuals is 26 with white being 27.

The 90th percentile for black arrestees is only 39 (41 for white), so the data consists of more

young adults than older. This suggests that there is no reason to expect use of marijuana

to differ by race and quantity to the extent that this test shows occurs in arrest rates in

this systematic way.

4.2 Linear Model

Differences in the distribution also mean that the outcomes of standard hit rate

models, implying either statistical or taste-based discrimination, are not trustworthy. It

misses crucial information about the change in the mean over different levels of severity. I

re-examine the link between subjective perceptions and objective measures of race discrim-

ination by estimating the mean over several severity brackets in the distribution of arrest

rates between white and black arrestees in attempt to decompose the race arrest rate dis-

parity into the part attributed to different driver characteristics and the part attributable

to differential treatment at points other than the conditional mean. To do so, I employ

a linear regression, then take the difference between two severity ranges of the arrest rate

densities between white and black individuals.12 This gives a more precise estimate of the

disparity at different severities that is conditioned on driver and stop characteristics. I

start with my hypothesis.

Hypothesis: Officers are more likely to show leniency for less severe offenses than for

more severe ones.

12Tuttle (2019)
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Hit rate models tend to be some variation of this baseline model

hiti = β0 + β1Blacki

The problem is, this model’s estimates depend on police reporting of “hits.”

hit =


0, when no contraband is found

1, when contraband is found

If an officer shows leniency to an individual and chooses to not arrest them for illegal

contraband, they must report a 0; otherwise, they are obligated to take legal action as is

dictated by their precinct, local laws, and federal laws. This means there appear to be

more 0s than what occurs in reality because a 1 was not reported when a hit occurred.

The KS test is consistent with the idea that standard hit rate model outcomes are

biased because of latent variables they do not account for. Therefore, I employ a linear

regression approach then decompose the arrest rate racial disparity into the part attributed

to different statistical discrimination and the part attributed to differential treatment. The

baseline model for race group r in quantity group q in month t is

arrestratesrqt = β0 + γ1(Race × Quantity)rq + ϵrqt (2.1)

This allows me to estimate equation 1, while using this approach. I find the disparity in
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the lower and higher severities, then take the difference in those disparities:

γB1
1 − γW 1

1 = β1
1 (a)

γB4
1 − γW 4

1 = β4
1 (b)

β1
1 − β4

1︸︷︷︸
Statistical

= β̃1︸︷︷︸
Taste-based

(c)

where q=1 is the lowest severity. I then run the equation (1) again and add a time fixed

effect to the model.

arrestratesrqt = β0 + γ1(Race × Quantity)rq + γ2αt + ϵrqt (2.2)

This ultimately provides a more precise estimate of taste-based racial discrimination by

differencing out the statistical discrimination in the racial disparity.

4.3 Interrupted Time Series

Given that changes in arrest laws may change the size of the disparity in arrest rates,

I estimate the effects law changes in Illinois using an Interrupted Time Series.13 This

helps to determine if relaxation of marijuana laws affects the disparity in arrest rates, as

well. 14 Knowing that quantity does have an effect on the disparity, I then estimate the

interrupted time series taking quantity into account. This is important because policies

targeting the arrest rate disparity in marijuana may need to be adjusted to depend on

where this disparity is coming from, i.e. the quantities of possession that drive it.

13I follow the methodology for ITS outlined by Bernal et al. (2017)
14Recall that the regions are color coded in Figure 15b
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To test the effect on the arrest rate disparity of relaxing marijuana laws, I conduct an

interrupted time series (ITS) around decriminalization. I begin with the following model

that assumes both the level and slope of the arrest rate are affected by decriminalization.

arrestratesrt = δ0 + δ1Day + δ2Decrim + δ3(Day × Decrimt) + υrt (ITS 1)

where r=race and t=day. It is possible that this policy shift leads to a response model

wherein marijuana decriminalization leads to a change in the level of the arrest rate, but

not a change in the slope over time. Therefore, I then run the following variation on ITS

1:

arrestratesrt = δ0 + δ1Day + δ2Decrim + υrt (ITS 2)

Additionally, it is feasible for decriminalization to lead to a change in the slope of the arrest

rate, but not a change in the level. To estimate this case, I run the following:

arrestratesrt = δ0 + δ1Day + δ3(Day × Decrimt) + υrt (ITS 3)

After running these three models for the overall dataset, as well the low vs high quantity

groups, I determine the most likely appropriate response model based on the estimates.

Based on the visible trend in time series of arrests in Figure 27a, I posit that ITS 1 will be

the most appropriate model to describe the policy change effect. In the final time series

estimation, I use the best model estimated for each quantity group and run the model for

each race, independently, to determine how the arrest rate changes for each race due to

decriminalization. The results from these regressions are reported in Tables 9 through 12.

I will discuss these estimates in the results section 7.
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5 Results

5.1 Kolmogorov-Smirnov Test Results

As per the Methodology section, the first step is to run the KS test. When comparing

the distributions for arrests of white individuals to black individuals, we get a positive

D estimate of approximately 0.135. This estimate can be found in Table 7 and is the

maximum distance between the two curves in the lower severity range, so it gives little to

no information regarding the disparity and is, therefore, not important apart from being

non-zero. The more important estimate is the p-value of 2.2×10−16, essentially 0. This

means that the distributions are significantly different between 0 and 30 grams. When

looking at the higher severity, between 30 and 100 grams, D is 0.047, a much smaller

maximum difference. But again, I care about the p-value to determine if the more sever

distributions are statistically different. The p-value for this range is 0.49 and therefore,

which tells us the distributions are similar enough to be statistically identical. These

outcomes are in line with my hypothesis and motivate the next section of this paper.

As a follow up to this test, I also create a quantile-quantile plot, which can be used

to eyeball whether two datasets follow the same distribution. If they do, the plot creates

relatively straight line, diagonally, across the plot box. This plot is shown in Figure 19 and

provides further evidence that the distributions differ on the lower end of the distribution,

but less so on the upper end. There is too much curvature to say these follow the same

distribution. In the figure, “WEIGHTS” refers to the approximate weight of marijuana in

their possession.
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Figure 19
Quantile-Quantile Plot of Distribution

of Marijuana Arrests

Notes: The above figure shows the Quantile-Quantile plot for marijuana possession arrests for the black and white

distribution of arrests in the dataset, using proprietary data from the Chicago Police Department. It describes the

deviation from following the same distribution.

5.2 Linear Regression Results

As is detailed in the previous section, I model the affect of race on arrest rates by

running a linear regression where arrest rates is the outcome and Race × Quantity is the

main regressor. This provides the estimated difference in arrests rates due to being in

race group r at quantity level q. I then calculate the difference in this disparity at each

contraband level using equations (a) through (c) and determine if there is evidence of

unequal treatment at lower levels.

The results for equation (1) are reported in Table 8. Here, the omitted dummy

variable is that of Black individuals in Quantity region 1. Therefore, this is our estimate
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of the less than 2.5 grams quantity black arrest rate, and thus γB1
1 is essentially zero.

It is approximately 31 arrests/100,000 population. This is significant at 99.999% level.

The estimate for γW 1
1 is -28.9, or there are nearly 29 fewer marijuana arrests per 100,000

population of white people with less than 2.5 grams in their possession. The estimated

γB4
1 is -21.2 and γW 4

1 is -30.2. Given the base level is γB1
1 , β1

1 is simply 28.9 (I round up to

30), or the difference between γB1
1 and γW 1

1 . Taking the difference between γB4
1 and γW 4

1

(in absolute value, since both deviate from γB1
1 in the negative direction), we find β4

1 = 9.

Now it is straight forward to calculate the differential in the disparity:

β1
1 − β4

1︸︷︷︸
Statistical

= β̃1︸︷︷︸
Taste-based

(c)

30 − 9 = 21

Thus, β̃1 = 21 and is consistent with my hypothesis because it shows that the

disparity in arrest rates by race is more than two times higher for smaller quantities.

The estimates for these values from equation (2) are almost exactly the same, except the

intercept is 46. This, however, does not affect the differential of the disparity estimates,

only the level of the disparity. Therefore, β̃1 is still 21.

5.3 Interrupted Time Series Results

Figure 20 includes four panels, detailing the time series of arrests by race to visualize

the disparity in overall arrests.

Looking at these figures, it is clear that, prior to decriminalization, there was a downward

trend in overall black arrests for marijuana possession; this was largely driven by decreases
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Figure 20
Time Series of Arrests by Race

with Regime Changes

(a)

(b) (c)

Notes: These graphs show the time series of monthly marijuana possession arrests in the dataset using proprietary

data from the Chicago Police Department. The vertical bars denote the start of end of each legal regime.

in arrest rates at lower quantities. At the time of decriminalization there is a stark drop

in arrest rates that leads to a new level of arrests, but also to a different slope of arrest

rates over the following years. There are a couple other noticeable drops ion monthly arrest

rates between 2012-2016, but they both appear to be temporary and leave the overall trend
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relatively unaffected. In the overall time series in Figure 15, there is a larger downward

slope going from mid 2015 to the end of 2015. I believe this is due to the change in stop

and frisk policy that occurred over the course of several months, but it appears to by only

lead to a temporary drop in marijuana arrests.15

For panel 20c, there is seemingly no drop in the monthly arrest rate at the time of

decriminalization; if there is a level change in the disparity, it is quite small, though may

be slightly more pronounced at the day frequency when I can more clearly estimate the

level before and after the policy change. It does appear to be followed by an increase in the

black arrest rates for higher quantities of marijuana and, therefore, a change in the slope of

the disparity. Since the plot of arrest rates does not give the statistical significance of level

and trend changes, I estimate the ITS under each possible scenario: (1) both trend and

level are affected by the policy, (2) only the level is changed, (3) only the slope is changed.

I then use the estimates of these models to determine which best describes the effect of the

policy change in the arrest rate disparity and run this model for each race group.

The results presented in Table 9 through 11 show that the effect of decriminalization

likely, even if to a small degree, had an effect on the level and slope of each group. Therefore,

I use ITS 1 to estimate the results for Table 12. The first thing to take away from these

results is that the decriminalization policy appears to have no affect on white arrest rates

for possession of less than 10 grams of marijuana. For black arrest rates, the policy change

leads to a decrease in the level by approximately 0.63 per 100000 population per day.

Therefore, the disparity here sees a large decrease (by 0.63 arrests per 100000 pop per

day). There is also a resulting positive change in the slope, increasing the trend by about

15I describe this policy shift in 7
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10 percent. This makes sense because the number of arrests are quite low after the policy

change, but means that decriminalization in Chicago did result in a flatter downward

trend. For high quantities, decriminalization is associated with a decrease in black arrests

by 0.055 per 100000 population and for white arrests a decrease in arrests by 0.02 per

100000 population per day. Therefore, the disparity decreases by 0.03 arrests per 100000

population per day. These changes are much smaller, which is what we would expect

because the laws changed such that up to 10 grams results in a fine, but no arrest, while

over 10 grams is still a crime in this period.

A more interesting result at higher quantities is that the trend increase enough after

decriminalization to become positive. I posit that this affect is due to resource reallocation.

Police resources are no longer dedicated as much to arresting and stopping individuals who

much have small amounts of marijuana on their person. Instead, they can use their time

to focus on more severe offenses. If they care about getting drugs off of the street, they

will then focus more time on arresting individuals with large amounts of marijuana, rather

than small. This leads to more time focused on stopping gang and cartel related drug

crimes, rather than average people with a joint on them for later. Additionally, there is

less money allocated toward sentencing and jailing of these individuals that can be used for

higher severity offenses. I would like to point out that this trend shift is more pronounced

for black arrest rates than white arrest rates and may indicate that this higher quantity

increase in enforcement may disproportionately affect minorities. Looking at Figure 20a,

it appears this upward trend in black arrests could have kept increasing to the pre-policy

change levels. However, this does not occur. It is possible that the passing of legalization

in IL changed the overall trend enough to keep this from occurring. I plan to analyze the

policy change here in future research and determine if this is the case.
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5.4 Robustness and Heterogeneity

The main issue with an Interrupted Time Series approach is the presence of partial

or serial autocorrelation. It is often present in the model when one or more important

variables are omitted. I plotted the residuals for my data, it does not appear that this

is too much of a concern based on the plotted residuals for the black arrest rate models;

however there is a bit more of a concern with regards to ITS 1 for white arrests as is seen

in Figure 22. Unfortunately, with this data, I do not have a way of dealing with this issue

at this time. It could lead to some bias in the estimated outcome of the ITS models.

Figure 21
Plotted Residual for Black Arrests

Notes: This figure depicts the plotted residuals for marijuana possession arrests of black individuals in the data,

using proprietary data from the Chicago Police Department.

Figure 23a shows the incidence of arrests of black people for possession of marijuana

in Chicago. The black colored region is the rest of cook county, outside of CPD jurisdiction.

Alternatively, Figure 23b shows the incidence of arrests of white people for possession of

marijuana in Chicago. The scales for these figures differ, so this is meant to show where

the majority of arrests are occurring for each race, though the highest number of arrests in

a particular district are much higher for black individuals, at almost 10,000. That of white

individuals is 288. It is notable that the zip codes with higher frequencies occur mostly
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Figure 22
Plotted Residual for White Arrests

Notes: This figure depicts the plotted residuals for marijuana possession arrests of white individuals in the data,

using proprietary data from the Chicago Police Department.

to the south east portion of Chicago for black arrests, with those of white occurring more

toward the northern districts of the city. Also, note that many of the blackened districts

are outside of CPD jurisdiction, though not all of them. Within their jurisdiction, some

districts do have very few or zero arrests, especially for white arrests.

Figure 24 shows the arrests per population of each zip code for possession of mari-

juana in Chicago.16This map specifically details the arrests within the city limits of Chicago,

rather than the whole Chicago Metro area. The district in gray is the Chicago O’Hare In-

ternational airport, so it has a population of 0. Panel 24a shows all of the marijuana arrests

per total population of the district. Panel 24b shows the marijuana arrests of all white

people per population within each zip code district. Panels 24c and 24d show the same

information for black and Hispanic peoples, respectively.17 The large gray district is gray

because, although there are arrests in it, there is a 0 population as it is the Chicago O’Hare

16The population by Zip code comes from 2018 census provided by the U.S. Census Bureau.
17Here, Hispanic is the sum of black and white Hispanic individuals.
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International Airport.

Looking at this figure, it is strikingly noticeable that much of the denser zip codes.

Keep in mind that this shows the arrests of each race per total population of the district,

not the population by race. It is also clear that there are certain districts that tend to

have higher arrest rates for marijuana possession than others across all races. White arrest

rates are the most evenly dispersed of all three races. Keep in mind that Chicago is

approximately 30% white, 30% black, and 30% Hispanic, according to the U.S. Census

Bureau.
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Figure 23
Total Arrests by Zip Code

(a)

(b)

Notes: Theses figures show the number of marijuana possession arrests in the data for each zip code region for black

and white individuals, respectively, using proprietary data from the Chicago Police Department
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Figure 24
Arrest Rates by Zip Code

(a) All Arrests per Zip Pop (b) White Arrests per Zip Pop

(c) Black Arrests per Zip Pop (d) Hispanic Arrests per Zip Pop
Notes: Theses figures show the rates of marijuana possession arrests in the data for each zip code region as a

fraction of the overall zip code population, using proprietary data from the Chicago Police Department. (Rates are

calculated as racial group population divided by zip code total population.)
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6 Conclusion

For decades, researchers, social activists, and the media have brought attention to

racial disparities across a multitude of platforms, from wage disparities to the ability to

take out a mortgage. In recent years, this attention has focused more closely on how

the police interact with minority citizens. There has been a surge in protests of police

brutality and prejudice against minorities. Though it is important the public be active in

keeping others safe and playing a part in ensuring equity to hold policy makers and law

enforcement accountable, it is also necessary to first have all of the information to make

a positive change. Much of the literature on racial disparities provide evidence of racial

discrimination in the criminal justice system18. Others find little or no evidence of racial

discrimination19. Though there are mixed results when trying to determine if there is racial

discrimination, there is still a racial disparity present in stop rates, arrest rates, sentencing

and parole, etc. that has not been fully explained by the characteristics of the individual

or crime committed. Determining how much of the racial disparity is due to discrimination

is essential in order to properly allocate government resources to law enforcement and to

reduce costs to society of unequal punishment for crimes.

This paper uses density function comparison techniques to illustrate how the arrest

rate disparity is determined by the prevalence of racial discrimination. It uses data from the

Chicago police department on the severity of contraband found leading to arrest, which has

not been used in prior research. Using severity allows me to run a heterogeneity analysis

to see the affect of leniency at different levels of severity. Officers are less likely to show

leniency to any driver for a more serious crime, but they may show leniency for less serious
18Mustard 2001, Arvanites and Asher 2006, Abrams et al. 2012, Alesina and La Ferrara 2014, West

2018, Pierson et al. 2019
19Grogger and Ridgeway 2006, Anwar and Fang 2012
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crimes. Thus, if discrimination were to enter into the arrest decision, we would see this

at lower levels, but not higher levels of severity. Therefore, the racial disparity in arrests

should smaller at higher levels. The results of the model estimates is consistent with this

type of behavior causing a significant portion of the racial disparity in arrest rates.

Based on this outcome, I use an Interrupting Time Series model to estimate the

effects of marijuana decriminalization, that occurred in Illinois in 2016. These results

imply that decriminalization decreases the arrest rate disparity by 0.63 arrests per 100,000

population for lower quantities with only a very small effect on higher quantity arrests

(as is expected)in the city of Chicago; however, it leads to an increase in the trend of the

disparity over time in the higher quantities that may only have failed to continue past

2019 due to legalization, a question I would like to examine further in future research. The

effect on the disparity in the lower range is larger than estimates in previous research, but

it is important to recall that this is partially due to it being only for arrests of less than 10

grams of marijuana and partially could be due to this data being for the city of Chicago,

where arrests of black people tend to be around 75% of overall arrests. The estimate for all

arrests is very similar to the estimates seen in other research and implies an approximately

0.36 per 100,000 population decline in the arrest rate disparity.20.

The policy implications of the results presented in this paper are that the govern-

ment should allow laws to evolve in a way the more equitably penalizes citizens for their

crimes. Relaxing laws for crimes that cause little or no harm to others, such as marijuana

use, can decrease the amount of racial discrimination within the justice system. This is

directly beneficial to minority populations who no longer need to fear unequal treatment

20These can be seen in 12
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for these crimes. Additionally, it means the government can save on costs to imposing such

laws and to imprisonment and detainment of people who break them. This allows police to

spend more money and time on enforcing laws for more serious crimes, such as trafficking

schedule one drugs. The result is a more efficient and effective police force and a more fair

justice system.

The results of these tests provide a more accurate picture of the leniency officers

apply based on driver’s race, and provide evidence for the prevalence of taste-based dis-

crimination. Using this idea to analyze the effects of

The policy implications of this would be that relaxation of minor crime laws can

decrease the racial disparity in arrests and allow police department funding to be reallocated

toward more severe crime enforcement and increased effectiveness.
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Tables

Table 7
Results of

Kolmogorov-Smirnov Test

D p-value
Less than 10g 0.12282 2.2×10−16

Less Than 30g 0.135 1.487×10−5

10g to 30g 0.0755 0.1713
30g to 100g 0.047 0.4888
100g to 300g 0.118 0.0297
300g to 500g 0.12674 0.4643

Notes: This table reports the esti-
mated D (maximum difference) and
p-value for the Kolmogorov-Smirnov
tests. The p-value is what we care
about, here. The data for this table
comes from the Chicago Police De-
partment and is not available to the
public. It includes all marijuana ar-
rests in Chicago from Jan 2012-Oct
2020.
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Table 8
Results of Linear Models

(1) (2)

Intercept 30.979∗∗∗ 45.8403∗∗∗

(1.469) (8.468)
Black with 2.5-10g 6.287∗∗ 6.287∗

(2.077) (3.095)
Black with 10-30g −12.313∗∗∗ −12.313∗∗∗

(2.077) (2.240)
Black with >= 30g−21.199∗∗∗ −21.199∗∗∗

(2.077) (2.375)
White with < 2.5g −28.882∗∗∗ −29.600∗∗∗

(2.125) (2.271)
White with 2.5-10g−29.398∗∗∗ −30.616∗∗∗

(2.142) (2.290)
White with 10-30g −30.273∗∗∗ −30.745∗∗∗

(2.097) (2.311)
White with > 30g −30.227∗∗∗ −30.433∗∗∗

(2.092) (2.317)
R2 .456 .623
Adj. R2 .452 .563
N 820
Statistic 10.777
P Value .000
DF Resid. 707.000
∗∗∗p¡0.001; ∗∗p¡0.01; ∗p¡0.05

Notes: Regression output of equation 1, 2, and
3. This estimation uses Chicago PD data ag-
gregated to the appropriate level for arrest rates
in each model.
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Table 9
Results of Interrupted Time Series

(ITS 1) (ITS 2) (ITS 3)
Intercept 0.59989∗∗∗ 0.68101∗∗∗ 0.50351∗∗∗

(0.01754) (0.01654) (0.01445)
Day −0.00039∗∗∗ −0.00030∗∗∗ −0.00048∗∗∗

(0.00002) (0.00002) (0.00002)
Decrim −0.29498∗∗∗ −0.11017∗∗∗

(0.03069) (0.02750)
Day × Decrim 0.00058∗∗∗ 0.00039∗∗∗

(0.00004) (0.00004)
R2 0.12209 0.11041 0.11591
Adj. R2 0.12189 0.11028 0.11577
Num. obs. 13113 13113 13113
∗∗∗p¡0.001; ∗∗p¡0.01; ∗p¡0.05

Notes: Interrupted time series output of ITS 1, 2,
and 3. This estimation uses Chicago PD data aggre-
gated to the appropriate level for arrest rates in each
model. Changes in the arrest rate can be interpreted as
a change in the number of arrests per 100,000 popula-
tion.
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Table 10
Results of Interrupted Time Series Quantity

10g or Less

(ITS 1) (ITS 2) (ITS 3)
Intercept 0.77867∗∗∗ 0.85226∗∗∗ 0.64579∗∗∗

(0.02644) (0.02524) (0.02263)
Day −0.00061∗∗∗ −0.00052∗∗∗ −0.00072∗∗∗

(0.00003) (0.00002) (0.00002)
Decrim −0.48080∗∗∗ −0.24573∗∗∗

(0.05029) (0.04299)
Day × Decrim 0.00066∗∗∗ 0.00029∗∗∗

(0.00007) (0.00006)
R2 0.23227 0.22367 0.22230
Adj. R2 0.23194 0.22345 0.22208
Num. obs. 7043 7043 7043
∗∗∗p¡0.001; ∗∗p¡0.01; ∗p¡0.05; #p¡0.1

Notes: Interrupted time series output of ITS 1, 2, and
3 for possession of 10 grams or less of marijuana. This
estimation uses Chicago PD data aggregated to the ap-
propriate level for arrest rates in each model. Changes
in the arrest rate can be interpreted as a change in the
number of arrests per 100,000 population.
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Table 11
Results of Interrupted Time Series more

than Quantity 10g

(ITS 1) (ITS 2) (ITS 3)
Intercept 0.36051∗∗∗ 0.42768∗∗∗ 0.34243∗∗∗

(0.01115) (0.01045) (0.00874)
Day −0.00009∗∗∗ −0.00002 −0.00011∗∗∗

(0.00001) (0.00001) (0.00001)
Decrim −0.04695∗∗ 0.05535∗∗

(0.01796) (0.01700)
Day × Decrim 0.00039∗∗∗ 0.00036∗∗∗

(0.00003) (0.00002)
R2 0.03991 0.0241 0.03883
Adj. R2 0.03944 0.0208 0.03851
Num. obs. 6070 6070 6070
∗∗∗p¡0.001; ∗∗p¡0.01; ∗p¡0.05

Notes: Interrupted time series output of ITS 1, 2,
and 3 for possession of more than 10 grams of mari-
juana. This estimation uses Chicago PD data aggre-
gated to the appropriate level for arrest rates in each
model. Changes in the arrest rate can be interpreted
as a change in the number of arrests per 100,000 pop-
ulation.
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IV. Bunching Behavior in Chicago Mari-

juana Arrests
The methodology described in this chapter was contributed to by Melissa Wilson and Ben-

jamin Hansen contributed substantially to this work by participating in the development

of the methodology herein. Benjamin Hansen was helpful in verifying the approach and

contributed to writing of the Introduction and Conclusion sections. I was the primary

contributor in operationalizing the use of the approach in this context, and did all other

writing.

1 Introduction

Drug crimes continue to be one of the most common arrests and convictions in the

United States. In 2019, this amounts to 1,155,610 arrests, a number greater than all

violent crimes combined together ([1]). Moreover, the vast majority of the arrests (over

85 percent) are drug possession, rather than their manufacture or distribution. Almost

universally, how people are charged and ultimately sanctioned depends on the weight of

the controlled substance they are found to be carrying at the time of arrest.

Becker [5] offers strong predictions about how sanctions based on weights should

affect the distribution of weight found. Under perfect information and with no police

discretion, we would see individuals in possession of weights just barely under the legal

thresholds in question. If sanctions change, this would in turn alter the degree of bunching

and sorting we see around the threshold. Indeed, in the context of speeding, Traxler

et al. [16] find evidence of bunching in driver behavior using automated speed cameras and
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changes in speed limits on the autobahn.

However assuming that officers exhibit no discretion is strong assumption. The prior

empirical literature find many factors influence police officers decisions to search or cite

individuals. Makowsky and Stratmann [12] finds that officers strategically respond to the

likelihood that someone will contest thereby discounting their reported speed. Makowsky

and Stratmann [13] finds officers give out more tickets to generate revenue during budgetary

shortfalls. West [18] produces evidence that minority drivers are more likely to receive

citations when a white police officer responds to a traffic incident. Lastly, Goncalves and

Mello [9] find 42 percent of police officers exhibit some form of bias based upon speed

discounting. This evidence supports the hypothesis that police officers exhibit taste based

discrimination driven by in-group biases.

Possession of drugs is a crime with vastly different penalties than speeding. As

such, we might expect that police discretion could be different for harsher crimes versus

more minor crimes like speeding, which are normally civil offenses (except for extremely

high speeds). In fact, Agan et al. [2] find that prosecution for crimes can increase future

recidivism. Analyzing the role of officer discretion, Tuttle [17] finds that when weight

threshold for mandatory minimum sanctions increased for crack from 50g to 280g, that the

fraction of cases sentenced at 280g jumped.

Bunching estimators have been used in a wide variety of prior contexts. They have

been quite notably common in the taxation literature. Saez [15] finds evidence of kinking

at the first threshold of the earned income tax credit, particularly for self employed people.

Likewise, Bastani and Selin [4] study Swedish earners bunching behavior to estimate the

taxable income elasticity, and Ruh and Staubli [14] find strong bunching at a disability
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income threshold. Finally Ghanem and Zhang [8] and Liu and Kong [11] find evidence of

bunching in reporting pollution levels in China, providing evidence that official pollution

data may be misreported there. However, in many of these contexts, Blomquist et al.

[6] show generally strong assumptions are needed to identify elasticities using bunching

approaches. With that in mind, our goal is not to estimate an elasticity, but rather to

estimate the presence of bunching behavior, similar to other papers of crime.

In that context, we study the role of both officer discretion and offender sorting us-

ing a similar bunching approach for marijuana possession. While marijuana is increasingly

accessible for legal consumption and possession, many people continue to be arrested annu-

ally around the country. During the period we study, Chicago transitioned from a regime

where marijuana possession was illegal, to one where it was decriminalized, to one where

it was eventually legalized for recreational use. Thus, our estimates inform about a vari-

ety of legal structures civilians commonly encounter across the United States even today.

We use administrative data from the Chicago Police Department. Wilson [19] also uses

this data to study the absolute changes in arrest counts that resulted with decriminaliza-

tion. Indeed, Wilson [19] provides evidence officers do exhibit discretion in who they stop,

search and report, as the number of arrests fall at a time when penalties and sanctions are

increasing. Our approach focuses on a different margin, instead measuring how the bunch-

ing behavior shifted around relevant weight thresholds before and after decriminalization.

This approach is similar to Tuttle [17] taking advantage of changes in the weight thresholds

used for sanctions, the race of the arrested suspect, and the race of the arresting officer.

In particular, when we study the effects of race matching on bunching, this informs about

officers using discretion to minimize the sanctions potential offenders could see.
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The rest of this chapter is organized in the following manner. In the next section

we discuss the marijuana arrest data from the Chicago Police Department and the policy

changes we study. Following that we review the bunching methodology we use. In Section

4 we discuss the results. Finally we conclude and discuss the policy implications.

2 Data

We use drug possession arrests from the Chicago police department January 1, 2012

to October 19, 2020. This data was procured through a FOIA request from the Chicago

Police Department. We use the same dataset utilized and described by [19]. There are

nearly 220,000 contraband arrests, approximately half of which are specifically marijuana

arrests. The data includes the time and location of each stop, amount of contraband found,

individual’s name, race, gender, and other individual characteristics, e.g. age, sex, hair and

eye color. Additionally, we have these same characteristic descriptions for the arresting

officer. Approximately 79% of the individuals arrested for marijuana possession are black

with less than 5% being white and 7% Hispanic. Of the overall dataset, approximately

78% are black and 6% are white, with approximately 15% Hispanic.

The incidence of arrests at each weight are shown in Figure 25b.21 The vast majority

of all arrests occur at less than 100 grams. Any possession of marijuana 30 grams or more

is a felony under Illinois laws with 30g-100g being downgraded to a Class A misdemeanor

when legalization occurs. The laws for possession of marijuana up to 30 grams change

over the sample period, with 2.5g or less being the least severe bracket. Between 10g-30g

is still relatively low severity due to its decriminalization status as of 2016 and makes up

21These are reconstructed figures of [19] Figure 5.
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about one-third of the marijuana arrests. Any possession under 30 grams is considered

legal as of 2020. Possession of other controlled substances remains a felony over the entire

period of the data. Figure 25b depicts the histogram above with arrests of black and white

individuals.

Figure 25
Total Drug Arrests by Amount (g)

(a) All Races (b) Black and White

Notes: These graphs show the number of arrests that occur at each weight in the dataset using proprietary data

from the Chicago Police Department, by reported racial categories.

The makeup of the marijuana arrest data are explained by Figure 26a and Figure

26b, for all races then for white and black individuals only, respectively. Here, you can

see the vast majority of arrests in the dataset occur on the lower end of the distribution.

Looking at the histogram, it is possible that bunching behavior is occurring at the lower

bounds of each legal bracket, especially for black individuals.

Looking at only these histograms, there appears to be possible bunching around le-

gal thresholds. Bunching could occur due to behavior of officers or due to behavior of the

arrestees. If officers bunch in a way to maximize penalties, they would be could round
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Figure 26
Total Marijuana Arrests by Amount (g)

(a) All Races (b) Black and White

Notes: These graphs show the number of arrests that occur at each weight in the dataset for marijuana possession

arrests using proprietary data from the Chicago Police Department, by reported racial categories.

upward to just above legal thresholds, or downward just below legal thresholds, if it is to

minimize. The direction of this bunching behavior depends on the driving forces for the

officers, e.g. if making more drug arrests is a goal, rounding to just above the decrim-

inalized threshold would occur. If discrimination played a role, we would expect to see

differentiation in bunching behavior by race of the subject. If the arrestees exhibit bunch-

ing behavior, then we would expect bunching to occur uniformly across races just below

legal thresholds, e.g. possessing just under the misdemeanor threshold in the civil viola-

tion realm after decriminalization takes place. Bunching behavior is difficult to distinguish

in a the figures, so we will estimate the incidence of bunching in the following sections.

Given that there is evidence of bunching in criminal behavior as well as officer behavior

in the literature, it plausible that one might assume bunching occurs in drug arrests, as

well, especially when considering the histograms of arrests from the data presented in this
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paper 22. Therefore, it is important to conduct a bunching estimation analysis in order to

determine if this behavior is exhibited here.

These time series of arrests by race are shown in Figure 27a (for marijuana arrests in

Figure 27b and other controlled substances in Figure 27c). It is clear here just how large

the difference in number of arrests is over the sample period. Additionally, although all

races do follow a similar trend, it appears that the overall trends are largely driven by the

changes in arrests of black people.

2.1 Bunching Plots

We next take a look at bunching plots for each legal regime at each threshold. The

legal regimes throughout the dataset include, illegality (start of data in Jan 2012 through

July 28, 2016), decriminalization (July 29, 2016 through December 31, 2019), and legality

(January 1, 2020 onward). Decriminalization is the policy shift we are focusing on here

because there are possible changes to police behavior around the start of the legality

regime due to the start of Covid-19. Decriminalization reduced the severity of possession

crimes within several ranges of weights. We focus our analysis on two major thresholds, 30

grams and 100 grams. In the following bunching plots, there is some possible indication

of bunching on various thresholds under different legal regimes. However, to be certain of

whether this is occurring, we need to estimate the excess mass, which we discuss further

in the following sections.

22[17], [10]
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Figure 27
Time Series of Arrests by Race

(a) All Drug Arrests (b) Marijuana Arrests

(c) Other Drug Arrests

Notes: These time series graphs shows the number of arrests that occur each month in the dataset using

proprietary data from the Chicago Police Department, by reported racial categories. The legend is provided in the

bottom right panel.
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Figure 28
Bunching Plot for Each Threshold in Illegal Regime

(a) (b)

(c) (d)

Notes: These graphs show the bunching plots for marijuana possession arrests in the dataset using proprietary data

from the Chicago Police Department. Each panel provides the plot for the specified legal regime at the specified

legal threshold
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Figure 29
Bunching Plot for Each Threshold in Decriminalized Regime

(a) (b)

(c) (d)

Notes: These graphs show the bunching plots for marijuana possession arrests in the dataset using proprietary data

from the Chicago Police Department. Each panel provides the plot for the specified legal regime at the specified

legal threshold
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Figure 30
Bunching Plot for Each Threshold in Legalized Regime

(a) (b)

(c) (d)

Notes: These graphs show the bunching plots for marijuana possession arrests in the dataset using proprietary data

from the Chicago Police Department. Each panel provides the plot for the specified legal regime at the specified

legal threshold
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3 Methodology

As noted in previous sections, decriminalization reduced the severity of possession

crimes within several ranges of weights. We focus our analysis on two major legal thresh-

olds, 30 grams and 100 grams. We compare arrests of subjects reported to be carrying

within a range of 30 grams in the pre-decriminalization distribution of arrests to the ar-

rests within this same range in the post-decriminalization distribution of arrests. We focus

on arrests around the threshold of 30 grams of marijuana in possession and, therefore,

define a case as “bunched” at 30 grams as any case in the range of 30 grams specified.

We first estimate the mass in the range of above 30 grams up to and including 35 grams,

then estimate the mass right at 30 grams. Following this, we vary the bandwidths to

determine if the outcomes are robust. Prior to July 2016, 30 grams was the misdemeanor-

felony threshold prior to decriminalization, separating crimes with a possibility of facing

time in jail and crimes accompanied by a mandatory minimum. After decriminalization

went into effect, it was the threshold separating possession of Misdemeanor Class B from

Misdemeanor Class C. The ideal counterfactual is the post-decriminalization distribution

with the pre-decriminalization thresholds. We assume the pre-decriminalization distribu-

tion is a good-enough counterfactual in this sense for each section of the drug quantity

distribution.23 Additionally, we restrict the sample for the main estimation to arrests with

weights in possession to the bandwidth of above 15 grams up to and including 45 grams.

We do this to avoid bias in our estimates given that 10 grams is a legal threshold at which

decriminalization changed the severity of offense. If there is bunching around 10 grams

either before or after decriminalization, it will lead to the estimated bunching at 30 grams

to be biased either up or downward, depending on when the bunching occurred. Since

23[17]
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we are focused on the 30 gram legal threshold here, we want to avoid the range in which

bunching could occur around 10 grams for the main analysis, so we use a 15 gram band-

width on either side of the 30 gram legal threshold. Based off of the model utilized by [17],

we estimate the following baseline linear probability model of bunching incidence around

the legal threshold.

(Arrested30gRange)it = β0 + β1Decrim it + β2Xit + T (t) + ϵit (3.1)

where (Arrested30gRange)it is equal to one when the subject i is reported at time t to

have been carrying an amount within the range of 30 grams specified and zero if any other

amount was in possession. β1 is the change in a subject’s probability of being arrested for

possession of an amount in the range of 30 grams. Decrim it is a dummy variable equal to

1 when the arrest occurs in the post-decriminalization period. Xit is the vector of arrest

level covariates (race, age, gender, zip code FE, etc.) and T (t) is the time trend.

The baseline model is then extended to estimate the heterogeneity in bunching by

race. We would expect to see heterogeneity in bunching if there is a difference in carrying

behavior by subjects along racial lines, or if there is a difference in behavior of officer

reporting along racial lines. According to [7], there is little evidence that usage rates of

marijuana differ by race, implying there is no reason to suspect that individual possession

behavior does in fact differ.
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(Arrested30gRange)it = δ0 + δ1Decrim + δ2(Decrim × White)it+

δ3(Decrim × Black)it + δ4(Decrim × Hispanic)it+

γXit + T (t) + ϵit

(3.2)

where δ1 is the change in a white subject’s probability of being arrested for possession

reported in the range of 30g. δ2 is the change in a black subject’s probability of being

arrested for possession reported in the range of 30g.

We further extend this model beyond [17] because we have data with both subject

and arresting officer’s race and, therefore, are able to estimate the following extension of

Model 3.1.

(Arrested30gRange)it = δ0 + δ1Decrim + δ2(Decrim × White)it+

δ3(Decrim × Black)it + δ4(Decrim × Hispanic)it+

δ5(Match)it + δ6(Match × White)it + δ7(Match × Black)it+

δ8(Match × Hispanic)it + γXit + T (t) + ϵit

(3.3.1)

where δ3 is the change in probability of being arrested for possession reported in the range

of 30 grams if the subject and arresting officer’s races are the same. (Match×White)it and

(Match × Black)it is the change in probability of being arrested for possession reported in

the range of 30 grams if the subject and arresting officer’s races are both white and black,
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respectively. This is a pivotal extension because it allows us to examine whether officer

behavior changes when interacting with subjects of their own race versus a differing race.

This type of race-matching technique has been used in the racial discrimination literature

to determine if officers are more likely to cite, search, or arrest individuals only due to

their race.24 These models are then run using varying bandwidths to check for robustness

of these estimates. Bunching is most likely to occur closer to the legal threshold, but we

should expect wider bandwidths to have a larger magnitude since they encompass a larger

portion of the overall distribution of arrests.

In addition to the analysis around the 30 gram threshold, we also conduct a similar

analysis around the 100 gram threshold. This is because 100 grams was a legal thresh-

old between two different classes of felony prior to decriminalization, but became the

misdemeanor-felony threshold following decriminalization. This threshold could poten-

tially lead to altered behavior after the policy change takes place. To avoid overlap in

the bandwidths for these two separate thresholds, and therefore any bias from the effects

of decriminalization might cause at the 30 gram threshold, we restrict the sample for the

100 gram threshold analysis to 56 grams to 155 grams, with 55 grams on either side of

the threshold included in the bandwidth of the distribution of weights. We begin with

the same baseline Model 3.1 with the alternative dependent variable of the probability

of an arrest occurring within a range of 100 grams. We then expand upon it just as in

Model 3.2 and Model 3.3.1. Finally, the analysis is repeated using the full distribution of

weights in possession to determine whether the results are sensitive to the bandwidth of

the distribution we use here. The following section discusses the results of these analyses.

24Antonovics and Knight [3], West [18]
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(Arrested100gRange)it = δ0 + δ1Decrim + δ2(Decrim × White)it+

δ3(Decrim × Black)it + δ4(Decrim × Hispanic)it+

δ5(Match)it + δ6(Match × White)it + δ7(Match × Black)it+

δ8(Match × Hispanic)it + γXit + T (t) + ϵit

(3.3.2)

4 Results of Linear Probability Model

4.1 Linear Probability Model Estimates

The Methodology section details the results of Models 3.2 through 3.3.2 for each of the

various bandwidths around the 30 gram and around 100 gram thresholds. We then check

for robustness and sensitivity to changes in the bandwidth. In these models, we include 3

racial categories–white, black, and Hispanic. The reference category is any subject in the

white racial category for each bandwidth of weights around the legal threshold, as well for

each bandwidth of the distribution of weights in possession.

Tables 13 through 16 show the results of each model specification estimated for each of

the various bandwidths around the 30 gram legal threshold. As is shown in Table 13, there

does not appear to be any evidence of bunching in the above 30 up to and including 35 gram

range. Table 14 shows the results for Models 3.1 through 3.3.1 at exactly 30 grams. There

appears to be a positive effect of decriminalization on the probability of being arrested for

30 grams of possession in the baseline estimate, as well as the estimates for Model 3.2.

However, this effect seems to disappear when we take matching race into account. The
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estimates for Model 3.3.1 show a strongly significant positive effect of Match×Hispanic on

the probability for being arrested for a reported 30 grams of marijuana in possession. This

implies that there is an the probability that an individual will be arrested for possession of

30 grams, rather than any other amount between 15g-45g, increases by 0.061 if the arresting

officer and subject are both Hispanic. This result could be driven by Hispanic officers

rounding down to reduce the severity of punishment for criminal activity the Hispanic

subject will face due to them sharing a similar racial group. It is worth noting that this

effect is not robust to increasing the bandwidth to 27-30 grams as seen in Table 16 column

3. The effect seen here disappears.

Table 15 shows estimated for the range of above 30 grams up to and including 32

grams, a slightly condensed bandwidth compared to Table 13. The results are smaller

in magnitude–as we would expect given that this is a smaller bandwidth–and are not

statistically significant, as well. The results for each of the other variations in bandwidth

around the 30 gram threshold are reported in Table ??. This table shows the Model 3.3.1

estimates for the bandwidths of 30g-40g, 30g-42g, and 27g-30g.25 Here, there appears to

be a negative effect of decriminalization of the probability of individuals being arrested in

the 27 to 30 gram range. The estimated effect of -0.045 is significant at the 10 percent

level. Additionally, there is an estimated effect of -0.046, significant at the 5 percent level,

on probability of being arrested in the 27 to 30 gram range if the arresting officer and

subject share a racial group. There also appears to be an additional small positive effect of

Decriminalization on arrests of black and Hispanic individuals in this same range.26 Finally,

there is a small positive effect on black individuals if the arresting officer is also black for

this same range, as well. These results imply that black and Hispanic individuals have a
25The lower bound is not included in the bandwidth, while the upper bound is included.
26Significant at the 5 percent level.
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higher probability of being arrested for 27-30 grams of possession after decriminalization.

It is possible that these effects stem from the fact that this is no longer a felony offense and

that makes these individuals more likely to carry larger amounts. Given that the severity of

punishment has decreased, there is less of a disincentive for carrying about 30 grams. This

would lead to an increase in possession arrests in this range, as it is only a misdemeanor

offense. The effect is similar in magnitude for both black and Hispanic subjects.

Following the analysis around the 30 gram legal threshold, we investigate the 100

gram threshold. Table 17 shows the estimates for the baseline model and both extensions

thereof for the above 100 grams up to and including 105 grams range. There are no

significant effects of any independent variable of interest here. At 100 grams, depicted in

Table 18, there is a positive effect of Match × Black on the probability of being arrested.

This is similar to the effect seen at 30 grams on Hispanic subjects arrested by Hispanic

officers. These same results are seen in Table 20 column 3, for the 97-100 gram range. There

appears to be a negative effect of decriminalization and of subject’s race matching arresting

officer’s in the 100 to 115 gram range, shown in Table 20. This is the broadest range above

the 100 gram legal threshold and is the only bandwidth that shows significance for these

estimates. The largest significant estimate is in this same range and is the coefficient on

Decrim × Black. It implies a 0.071 increase in probability of being arrested in the 100g-

115g range after decriminalization for black individuals. This coefficient is not significant

in either of the other smaller bandwidths above 100 grams.

Overall, the results in this analysis provide little evidence to suggest that there is

bunching behavior at the major legal threshold or that the behavior varies by race. There is

some significance of estimates; however, we are cautious of claiming causal relationships as
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each model has an extremely low R2, all being less than 1 percent. This adds to the overall

literature by providing evidence that reductions in legal severity for marijuana possession

will likely not lead to perverse incentives for bunching or unexpected changes in officer

behavior or criminal activity.

4.2 Robustness

To determine that the results found here are not overly sensitive to changes in the

bandwidth of the distribution of weight in possession, the results for Model 3.1 and each

extension over each range in the baseline model are run over the full distribution of weights.

These estimates are reported in Table 21. There appears to be a positive and statistically

significant, though small in magnitude, effect on the probability of specific racial groups

ending up within this range following decriminalization. This result implies that there is a

slightly larger mass between 30 and 35 grams after 30 grams changes from the threshold

between no mandatory minimum and a mandatory minimum to being solidly in the middle

of the misdemeanor realm of legal severity. The results from Models 3.2 and 3.3.1 imply

that any statistically significant effect on Decrim actually stems from the effects on black

individuals and Hispanic individuals which have an increase in probability of being arrested

for possession within this range of 0.008 and 0.009, respectively after decriminalization takes

effect. These estimates are significant at the 1 percent level and are nearly the same for

both extensions of the baseline model. There does not appear to be any effect when races

match for any group within this range. Theses results appear to be quite similar across all

bunching bandwidths for the full distribution. Although they are significant, the estimates

here are all quite small in magnitude at less the 0.01 increase in probability across all

specifications.
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In Table 22, we see similarly small, yet significant estimates on certain independent

variables. There appears to be significance on the estimated coefficients for Decrim × B

and Decrim × H in the above 100 grams ranges. The increase in probability here is in the

order of 0.001 to 0.004, so these are again quite small in magnitude. It is likely these nearly

zero estimates are strongly significant due to the precision of the estimates increasing when

using a much larger dataset with over 200,000 observations, rather than a subset of the

overall data falling within the distribution bandwidths used above. Overall, these outcomes

do not appear to be very sensitive to changes in the bandwidth of the distribution of weights

in possession and the estimates do not negate the results found in the previous subsection.

5 Conclusion

We study the role of discretion and deterrence in drug arrests. We expand on the

prior research by Tuttle [17], West [18], and Wilson [19] by using both a change in sanctions,

and the role of police and suspect race matching.

Notably, with decriminalization, sanctions were decreased so that possession of weights

over 30gs was no longer a felony. Using administrative data from the Chicago police de-

partment on marijuana arrests, we find limited evidence that bunching changed with de-

criminalization at the 30 gram threshold. The lack of change in bunching following decrim-

inalization (which led to a substantial change in potential punishments at legal thresholds),

suggests deterrence was not a substantial driver of bunching behavior.

However, we do find some evidence of bunching at the 30 gram threshold, particular

when both officers and offenders are Hispanic. This suggests in-group association partially

drives officer discretion, similar to evidence from West [18]. At the 100 gram threshold, we

132



find evidence of bunching for race matching with black officers and suspects.

These findings suggest officers may be engaged in some level of discounting to report

weights at exactly the legal cutoffs for lower sanctions. While this shares similarities with

some prior work on discounting with speeding based upon in-group matching, it also stands

out. In speed discounting, bunching was far more prevalent for white speeders matched

with white police officers. In contrast, we find bunching behavior is more in race matching

for minority police officers and suspects.

This does not necessarily imply white officers do not also engage in other types of

discretion when involved with white suspects. Indeed, the largest margin of discretion

may be reporting nothing at all, or where and when police search people for marijuana

possession, as white suspects charged with possession are vastly under represented in the

set of those who are arrested, relative to surveys of with recent drug use.
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6 Tables
Table 13

Bunching at 30-35 grams

In 30g to 35g Range
(1) (2) (3)

Decrim -0.010 -0.022 -0.018
(0.010) (0.023) (0.023)

Match 0.022
(0.022)

Decrim×B 0.016 0.012
(0.022) (0.022)

Decrim×H -0.005 -0.009
(0.024) (0.025)

Decrim×W

Match×B -0.035
(0.023)

Match×H -0.022
(0.028)

Match×W

Obs 18,966
Reference Group Mean 0.1255

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Linear Probability Model output of models 3.1 through 3.3 for the bandwidth specified, inclusive of the upper
bound and not inclusive of the lower bound. This estimation uses Chicago PD data at the individual arrest level.
The dummy variable and interaction dummies for white subjects are left out of the estimation to avoid perfect
multicolinearity. The 30 gram threshold is estimated with a subset of the data including arrests for amounts of
15-45g in order to avoid any affects that may occur at the 10g threshold. The reference group is white individuals
prior to decriminalization.
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Table 14
Bunching at 30 grams

At 30g
(1) (2) (3)

Decrim 0.024∗∗∗ 0.033∗ 0.030
(0.008) (0.018) (0.018)

Match -0.025
(0.017)

Decrim×B -0.008 -0.004
(0.017) (0.017)

Decrim×H -0.014 -0.018
(0.019) (0.020)

Decrim×W

Match×B 0.028
(0.018)

Match×H 0.061∗∗∗

(0.022)
Match×W

Obs 18,966
Reference Group Mean 0.0657

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Linear Probability Model output of models 3.1 through 3.3 for the given amount. This estimation uses Chicago PD
data at the individual arrest level. The dummy variable and interaction dummies for white subjects are left out
of the estimation to avoid perfect multicolinearity. The 30 gram threshold is estimated with a subset of the data
including arrests for amounts of 15-45g in order to avoid any affects that may occur at the 10g threshold.
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Table 15
Bunching at 30-32 grams

In 30g to 32g Range
(1) (2) (3)

Decrim -0.011 -0.006 -0.006
(0.007) (0.017) (0.017)

Match 0.003
(0.016)

Decrim×B -0.004 -0.005
(0.016) (0.016)

Decrim×H -0.011 -0.010
(0.018) (0.018)

Decrim×W

Match×B -0.011
(0.017)

Match×H -0.011
(0.021)

Match×W

Obs 18,966
Reference Group Mean 0.0540

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Linear Probability Model output of models 3.1 through 3.3 for the bandwidth specified, inclusive of the upper
bound and not inclusive of the lower bound. This estimation uses Chicago PD data at the individual arrest level.
The dummy variable and interaction dummies for white subjects are left out of the estimation to avoid perfect
multicolinearity. The 30 gram threshold is estimated with a subset of the data including arrests for amounts of
15-45g in order to avoid any affects that may occur at the 10g threshold.
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Table 16
Bunching Above and Below 30 grams

30g to 40g 30g to 42g 27g to 30g
(1) (2) (3)

Decrim -0.036 -0.041 -0.045∗

(0.029) (0.030) (0.025)
Match 0.017 0.010 -0.046∗∗

(0.027) (0.028) (0.023)
Decrim×B 0.029 0.026 0.061∗∗

(0.027) (0.028) (0.024)
Decrim×H 0.023 0.019 0.057∗∗

(0.031) (0.032) (0.027)
Decrim×W

Match×B -0.027 -0.019 0.043∗

(0.028) (0.029) (0.025)
Match×H -0.015 -0.004 0.029

(0.035) (0.036) (0.031)
Match×W

Obs 18,966 18,966 18,966
Reference Group Mean 0.1956 0.2161 0.1810

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Linear Probability Model output of model 3.3 for the bandwidths specified, inclusive of the upper bound and not
inclusive of the lower bound. This estimation uses Chicago PD data at the individual arrest level. The dummy
variable and interaction dummies for white subjects are left out of the estimation to avoid perfect multicolinearity.
The 30 gram threshold is estimated with a subset of the data including arrests for amounts of 15-45g in order to
avoid any affects that may occur at the 10g threshold.
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Table 17
Bunching at 100-105 grams

In 100g to 105g Range
(1) (2) (3)

Decrim 0.010 0.007 0.008
(0.008) (0.016) (0.017)

Match 0.002
(0.015)

Decrim×B 0.002 0.001
(0.015) (0.016)

Decrim×H 0.007 0.006
(0.017) (0.017)

Decrim×W

Match×B -0.008
(0.016)

Match×H

Match×W

Obs. 6,953
Reference Group Mean 0.0252

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Linear Probability Model output of models 3.1 through 3.3 for the bandwidth specified, inclusive of the upper
bound and not inclusive of the lower bound. This estimation uses Chicago PD data at the individual arrest level.
The dummy variable and interaction dummies for white subjects are left out of the estimation to avoid perfect
multicolinearity. The 100 gram threshold is estimated with a subset of the data including arrests for amounts of
46-155g.
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Table 18
Bunching at 100 grams

At 100g
(1) (2) (3)

Decrim -0.010 0.012 0.006
(0.010) (0.019) (0.020)

Match -0.027
(0.018)

Decrim×B -0.027 -0.021
(0.018) (0.018)

Decrim×H -0.011 -0.005
(0.020) (0.021)

Decrim×W

Match×B 0.042∗∗∗

(0.020)
Match×H

Match×W

Obs. 6,953
Reference Group Mean 0.0283

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Linear Probability Model output of models 3.1 through 3.3 for the given amount. This estimation uses Chicago PD
data at the individual arrest level. The dummy variable and interaction dummies for white subjects are left out
of the estimation to avoid perfect multicolinearity. The 100 gram threshold is estimated with a subset of the data
including arrests for amounts of 46-155g.
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Table 19
Bunching at 100-102 grams

100g to 102g
(1) (2) (3)

Decrim 0.006 0.004 0.004
(0.006) (0.011) (0.011)

Match -0.003
(0.010)

Decrim×B 0.003 0.004
(0.010) (0.011)

Decrim×H -0.002 -0.001
(0.012) (0.012)

Decrim×W

Match×B 0.002
(0.011)

Match×H

Match×W

Obs. 6,953
Reference Group Mean 0.0094

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Linear Probability Model output of models 3.1 through 3.3 for the bandwidth specified, inclusive of the upper
bound and not inclusive of the lower bound. This estimation uses Chicago PD data at the individual arrest level.
The dummy variable and interaction dummies for white subjects are left out of the estimation to avoid perfect
multicolinearity. The 100 gram threshold is estimated with a subset of the data including arrests for amounts of
46-155g.
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Table 20
Bunching Above and Below 100 grams

100g to 110g 100g to 115g 97g to 100g
(1) (2) (3)

Decrim -0.012 -0.052∗∗∗ -0.015
(0.024) (0.030) (0.022)

Match 0.001 -0.047∗∗∗ -0.032
(0.022) (0.027) (0.020)

Decrim×B 0.035 0.071∗∗∗ 0.002
(0.022) (0.028) (0.021)

Decrim×H 0.031 0.044 0.017
(0.025) (0.031) (0.023)

Decrim×W

Match×B 0.00004 0.041 0.045∗∗∗

(0.024) (0.030) (0.022)
Match×H

Match×W

Obs. 6,953 6,953 6,953
Reference Group Mean 0.0692 0.1195 0.0440

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Linear Probability Model output of model 3.3 for the bandwidths specified, inclusive of the upper bound and not
inclusive of the lower bound. This estimation uses Chicago PD data at the individual arrest level. The dummy
variable and interaction dummies for white subjects are left out of the estimation to avoid perfect multicolinearity.
The 100 gram threshold is estimated with a subset of the data including arrests for amounts of 46-155g.
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Table 23
Bunching Estimates Controlling for Rounding/Heaping

30-35g At 30g 100-105g At 100g
Decrim -0.016 0.022 0.008 0.006

(0.023) (0.016) (0.017) (0.020)
Match 0.026 -0.027∗ 0.002 -0.027

(0.021) (0.015) (0.015) (0.018)
Decrim × B 0.011 -0.002 0.001 -0.021

(0.022) (0.015) (0.016) (0.018)
Decrim × H -0.011 -0.009 0.006 -0.005

(0.024) (0.017) (0.017) (0.021)
Decrim × W

Match × B -0.038∗ 0.025 -0.008 0.042∗∗

(0.023) (0.016) (0.016) (0.020)
Match × H

Match × W

Obs. 19,164 19,164 6,953 6,953
Reference Group Mean 0.1255 0.0657 0.0252 0.0283

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Linear Probability Model output of model 3.3 with a control for numbers being rounded added into the covariate
matrix for the bandwidths specified, inclusive of the upper bound and not inclusive of the lower bound. This
estimation uses Chicago PD data at the individual arrest level. The dummy variable and interaction dummies for
white subjects are left out of the estimation to avoid perfect multicolinearity. The 30 gram threshold is estimated
with a subset of the data including arrests for amounts of 15-45g in order to avoid any affects that may occur at
the 10g threshold. The 100 gram threshold is estimated with a subset of the data including arrests for amounts of
46-155g.
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