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DISSERTATION ABSTRACT

Deepika Sundarraman

Doctor of Philosophy

Department of Physics

September 2022

Title: Investigating Multi-Species Interactions and Spatial Structure of Gut-Bacterial
Communities using Live Imaging

Animal intestines harbor hundreds of microbial species that play a crucial

role in host health and development. Despite their importance, many questions

about the rules that govern community assembly in these complex environments

remain unanswered and almost impossible to study in humans. For example, is it

possible to construct multi-species communities from an understanding of pairwise

interactions? What is the role of spatial structure and timing in community

assembly? How do species’ spatial structure and interactions affect the host? We

focus on addressing these questions using a consortium of gut bacterial species,

native to the vertebrate model organism of larval zebrafish. We first characterize

pairwise interactions between a consortium of 5 gut bacterial isolates in 2-species

and 5-species competition experiments using an interaction model and find

evidence for higher order interactions that dampened strong pairwise competition

and enabled coexistence in 5-species communities.
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We next focus on a specific pair showing strong pairwise competition in 2-

species experiments. Using light sheet fluorescence microscopy, we illuminate on

the role of spatial structure in the competition between two highly aggregated

species localized in the intestinal midgut, namely strains of genera Aeromonas

(AE) and Enterobacter (EN). We test whether altering aggregation and

localization behavior impact this interaction using a bacterial strain Aeromonas-

MB4, derived from parental AE and composed mostly of planktonic cells that

are anterior localized. When AE-MB4 invades fish colonized with EN, it induces

disaggregation of the highly aggregated EN strain, an effect weakened in the

presence of the other 4 species. Additionally, we observe that AE-MB4 induces

increased inflammation compared to the aggregated parental AE strain, suggesting

possible links between spatial structure and host inflammation.

These studies illustrate the complex ways in which species interact with each

other and impact the host and that multi-species gut bacterial communities are

capable of showing resilience by dampening strong competition effects.

This dissertation contains previously published and unpublished material.
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CHAPTER I

INTRODUCTION

1.1. Overview

Microbes are ubiquitous and intimately connected with the environments

they reside in, some of which include soil, oceans, mammalian intestines and even

extreme habitats such as deep sea hydrothermal vents and hot and cold deserts.

They perform a variety of functions in these varied environments, ranging from

biodegradation to nitrogen fixation, carbon dioxide sequestration, plant nutrition

and more [1]. Realization of their significance and functionality has prompted an

increased interest in the role of microbes within host intestines. Recent work has

illustrated that microbes are involved in aspects of host immunity, development,

and a variety of diseases [2–11]. For instance, microbes can be linked to functions

such as dietary fat uptake, proliferation of insulin-producing beta cells responsible

for regulating glucose levels in our body, and development of immune cell types

such as T, B and Treg cells [12–26]. Multiple diseases, including inflammatory

bowel disease(IBD), rheumatoid arthritis and Crohn’s disease have been linked to

dysbiosis of the microbiome [27–31]. As studies continue to uncover the various

ways in which microbes impact our lives, there is still a limited understanding

of the determinants of microbial composition, especially in an environment like

the vertebrate gut, where there is great complexity in chemical composition and

anatomy as well as physical flows [32, 33].

Different parts of the gastro-intestinal tract have been shown to differ in

microbial composition [34], indicative of the various selection pressures at play
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within the gut. The members of this spatially varying composition comprise a

wide variety of bacteria, archaea, fungi as well as viruses [35]. When cataloging

bacteria alone, almost 2000 distinct taxa have been detected to date [36]. The

enormous diversity and functionality of these microbes warrants the question; how

do these members interact with each other within the vertebrate gut and what

rules govern microbial composition? Several studies have described how the initial

residents can determine which microbes are allowed to cohabit and the potential

benefits to resistance against pathogenic invasion [37, 38]. Controlled studies in

model systems allow us to infer general rules for community structure and gather

information on the mechanisms by which multi-species intestinal communities

assemble and impact the host.

In the era of interdisciplinarity, several different approaches are useful to

tackle this question. As a physicist, the gut with its spatiotemporally varying

features and composition, peristaltic flows and bacterial residents serves as a

fascinating model system to study complex interactions. In this dissertation, I

bring a quantitative perspective to studying inter-species bacterial interactions in

the larval zebrafish gut combining techniques of 3D live imaging, image analysis

and biophysical modeling. In the remaining text of this chapter, I set a foundation

for this work by describing model systems, relevant ecological concepts, interaction

models and tools used in this study.

In the subsequent chapter, Chapter II, adapted from published work,

I characterize inter-species interactions in the larval zebrafish gut using an

interaction model and address whether multi-species interactions can be predicted

from a pairwise additive model.
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In Chapter III, adapted from work recently submitted for publication, I

delineate a novel mechanism for interaction between two bacterial species that

have been found to have spatially distinct localizations.

In Chapter IV, I zoom out to focus on the host and host-bacteria interactions

by describing some results on immune activity for different gut-bacterial species.

Finally, I draw conclusions from all my PhD work and map out various

directions for further exploration in Chapter V.

1.2. Model systems

Studies in humans have revealed novel insights into how factors such as diet,

social environment and age impact gut microbial composition [39–45]. Although

these studies reveal correlations, experiments in controlled systems are necessary to

find evidence for causation and gain mechanistic insights. Various model organisms

have been used to this end, a few examples being mice, fruit flies (Drosophila

melanogaster), nematodes (Caenorhabditis elegans) and zebrafish (Danio rerio).

Each of these model systems have been exploited for their own advantages.

Mice are often preferred for their genetic similarity to humans, however a single

experiment can often span months with most studies usually timed between the

6-20 week age range. Given the intensive task of maintaining mice for long periods,

some of the largest datasets involve only about 10 mice.

In other model systems such as Drosophila melanogaster and Caenorhabditis

elegans experiments are often more tractable than in mice, since these animals

develop on a shorter time scale i.e approximately days and require less

maintenance. It’s unclear however whether the results in these invertebrate

animals will translate into humans as the intestines of these animals differ more
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compared to the vertebrate gut [46]. For example, zebrafish possess organs like

the liver and pancreas, which have similar functionality to that in humans [46].

Such specialized organs are missing in Drosophila melanogaster or Caenorhabditis

elegans. For both these organisms, data is obtained from dissection of the gut,

fixation of fish or chemical information from stool samples typically in the form of

RNA or DNA sequences from which it is not possible to infer spatial structure or

dynamic information on microbial communities in the gut.

In recent decades, the zebrafish has turned out to be an excellent model

system to investigate host-microbe interactions within the vertebrate gut. These

organisms are amenable to gnotobiotic techniques i.e. can be easily raised devoid

of microbes, which allows for controlled studies on bacterial interactions. In

addition, its optical transparency at larval stages and a wide variety of transgenic

strains makes it an ideal system to visualize bacterial dynamics and relationships

to different host characteristics [47–49]. Recent work generating fluorescently

tagged bacterial isolates allows for visualization of bacterial dynamics in the

native gut environment in live fish [50]. This work has yielded 3D live imaging

studies illuminating specific spatiotemporal features of gut bacterial populations

and competition dynamics, mechanisms of Vibrio cholera invasion, and effects of

antibiotics on the gut microbiota [51–53]. All these features make larval zebrafish

an ideal system for controlled studies of bacterial interactions and their dynamics.

1.3. Quantifying species interactions and types of abundance data

The German zoologist Ernst Haeckel introduced the term ecology as

the study of the relationships of organisms with their environment. Darwin

pioneered some of the earliest comparative ecological studies in the field that led
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to revolutionary findings on evolution [54]. During the 20th century, experiments

in ecology involved cataloging species in their natural settings [55–57]. It wasn’t

until the notable work of Robert Paine that simple perturbative experiments on

ecosystems to infer species interactions become popular. Rob Paine’s seminal

experimental studies on tidepool ecosystems paved the way for the idea of a

‘keystone species’ [58–61]. To extract the role of a single species on the ecosystem,

Paine removed all the starfish inhabiting one site and left them undisturbed in

another. He observed that the site that lacked the starfish population saw a loss

of species diversity over a period of two years. As starfish preyed on mussels,

when starfish were present, the mussel population was in check. In the absence

of starfish, the mussel population takes over all the available space, eliminating

other species from the community. In this case, the keystone species starfish

was responsible for maintaining diversity in tidepools. Paine’s species-removal

approach was able to isolate individual species’ effects on the remaining species

in the ecosystem.

In the context of the gut microbiome, a variety of approaches have been

used to infer species effects or interactions. Developments in DNA sequencing

technologies have resulted in easy procurement of relative abundance data, often

derived from stool samples. Relative abundance data is a measure of what fraction

of the total population is composed of a given species, not giving information

about absolute abundance. Such data is used to calculate correlation coefficients,

such as Pearson or Spearman correlations, that indicate whether two species

are likely to be found simultaneously or not. It is often assumed that positively

correlated species have cooperative interactions and negatively correlated species

have competitive interactions, which may not necessarily be accurate [62]. Positive
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correlations between species can also come from scenarios in which two species

are non-interacting or competing, but show an overall increase in abundance.

Moreover, species interactions are in general asymmetric, i.e. the effect of a species

A on B is not the same or equal to that of B on A. These correlation coefficients

are unable to capture this as they are inherently symmetric.

Compared to relative abundance, absolute abundance data give a thorough

representation of the constituent members and their numbers. Studies collecting

absolute abundance information are, however, difficult, and usually not feasible for

large scale microbiome studies, especially related to humans. Obtaining such data

is however more tractable in in vitro settings or in model system experiments that

sample the entire population of the gut to map interactions.

1.4. Interaction types, models and stability

As described earlier, ecological systems such as the gut microbiome, more

often than not, comprise a large number of players. Among any two species,

interactions may be competitive, cooperative, or neutral. Within this realm of

interaction types, one can also expect asymmetric interaction states such as

amensalism and commensalism, where one species is unaffected while the other

is positively or negatively affected . The simplest interspecies interaction to

characterize is that between a pair of species in isolation. The addition of another

member results in a trio that quickly complicates the landscape for interaction

types. Now, for a trio A,B and C, the interaction between A and B is context

dependent and may be impacted by the presence of the species C. This is true

for each of the different permutations in the trio. As communities become more

diverse, mapping interactions becomes an increasingly complex problem.
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To measure interactions in such multi-species communities, an approach is

to use a well-defined model with limited assumptions. Since two-species/pairwise

interactions form the foundation for all other interaction types, we can investigate

the question of whether interactions in complex communities are a cumulative

effect of multiple pairwise interactions between species pairs. If such an approach

applies, it simplifies the complexity in the community and allows for a bottom-up

approach to designing synthetic communities by simply using information from

pairwise studies. Interactions that do not stem from a pairwise additive model are

termed higher order or indirect interactions [63].

Investigating the pairwise additivity of interactions has taken precedence

in multiple ecological studies [64–67]. Of particular relevance are those centered

around the gut microbiome, done in various animal model systems. In a study

using C. Elegans, the presence of additional species did not imply higher order

interactions and microbial composition was found to be predictable from

two-species competitions [68]. In a different study involving the Drosophila

microbiome, higher order interactions were found to be present and responsible

for shaping host-fitness traits [69].

Higher order interactions have come up in numerous studies and have been

attributed to stability in complex ecosystems [70–73] The concept of stability

itself has significant bearing in studies of the gut microbiome. Stability has

direct implications for pathogen resistance and a stable resilient microbiome has

been attributed to multiple benefits to host health and well-being [74]. Studies

characterizing species interactions are an essential step to develop a better

understanding of what properties constitute microbiome stability.
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In recent decades, an increasing number of studies related to modeling

species interactions and community stability have been piloted by physicists.

Theoretical work in Pankaj Mehta’s lab has developed a wide variety of statistical

tools and models to study interaction networks [62, 75, 76]. Some of these tools

have been used to infer interactions and ‘keystone species’ in large microbiome

datasets [62]. Other notable work is the quantitative modeling work by Ned

Wingreen’s group to study metabolic interaction dynamics of microbial consortia

including trade-offs and spatial structure to predict diversity in complex

microbiomes [73, 77, 78]. This work showed that multi-species coexistence is more

widespread than previously known and stems from the many ways in which species

partition metabolic tradeoffs. Experimental work on microbial communities of C.

Elegans and soil ecosystems from Jeff Gore’s lab enabled studies of higher order

interactions in controlled systems, realizing the construction of a desired microbial

consortia [65, 68]. Many of the tools used by physicists in these fields translate

from interaction studies in other areas of physics.

In Chapter II, we use similar quantitative approaches in the form of an

interaction model and investigate the rules governing species interactions in diverse

bacterial communities in a controlled set of species in the vertebrate model system

of larval zebrafish, something not been attempted previously. The study by Lopez

et al. using the invertebrate C. elegans model system found that interactions in

multi-species communities were pairwise additive [68]. These results are in fact

contradictory to those I describe in Chapter II.
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1.5. Spatial structure and its significance in the host gut environment

Spatial information is thought to be a key determinant of interaction

outcomes. For example, a study comprising three-soil derived bacteria showed that

by simply manipulating spatial structure, competition outcomes were altered [79].

By controlling the microscale spatial structure of three species using a microfluidic

device, the study showed that when the habitats of the species were connected, one

ensured the survival of all species, as opposed to the outcome when their habitats

were isolated [79]. It is also hypothesized that such structuring could explain

observations such as the existence of 4000-500,000 distinct microbial taxa found

in as little as 30g of soil [55, 80, 81]. Spatial structure can thus be responsible for

promoting diversity in complex communities. This may be of particular relevance

in the gut microbiome, where it is known that distinct regions of the intestine

harbor distinct environments [82–85] and that gradients of nutrients and oxygen

can result in microbial reservoirs in regions such as the colonic crypts [84]. How

the hundreds of species in the human intestine exploit these habitats to coexist

and sustain diverse communities remains to be understood. The exploration of

microbial spatial structure within the gut can thus shed insight into mechanisms of

interactions.

Apart from the variations in the locations and the potential composition

of microbes in different regions in the gut, there are also differences relating

to how microbes may socially organize themselves. Members of a species may

be planktonic, i.e. existing as discrete individuals, either motile or non-motile.

Microbes of the same species may also choose to aggregate i.e. form a collective

clump of cells. When such aggregates of cells unify their resources and act as a

collective entity often adhering to surfaces, these clusters of cells are referred to as
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biofilms. One well known example is the biofilms of the pathogen Pseudomonas

aeruginosa that are often found to be resistant to antibiotics due in part to

this biofilm forming property. [86, 87]. In other cases, bacterial motility can be

beneficial for infection spread and can cause inflammation in cases such as Vibrio

cholerae, Helicobacter pylori and Salmonella typhirium [88].

The spatial organization of bacteria plays a role in determining community

structure as well as their impact on the host, yet its characterization remains

challenging. A vast amount of data in microbiome research uses sequencing

methods applied to fecal samples that don’t retain spatial information. Imaging

of in vivo spatial structure in organisms such as mice entails intestinal dissection

which does not reveal dynamics and assumes that the structure within the gut in

live animals is preserved upon removal. Zebrafish, due to its optical transparency

at larval stages, has emerged as a powerful model to study spatial structure. In our

lab, the live imaging of commensal microbial communities in germ-free zebrafish

has led to the discovery of characteristic spatial domains for certain microbial

members [51–53, 89–91]. Such work has led to the discovery of correlations

between aggregation behaviors and location in the intestine and dynamics that

shape the structure of intestinal communities [91, 92].

The variance in spatial structure across species leads to several unexplored

questions in the sphere of community structure in the gut microbiome. For

instance, what is the connection between spatial structure and competition? How

are species interactions impacted by their spatial distribution? And alternatively,

how is spatial structure impacted by interactions? In Chapter III, adapted

from work currently under revision for publication, I delve into this question by

dissecting the dynamics, spatial structure and interactions between two zebrafish-

10



native gut bacterial species with overlapping spatial domains, Aeromonas veronii

(ZOR0001) (AE) and Enterobacter (ZOR0014) (EN) and two species with distinct

aggregation and distribution, Aermonas-MB4 (AE-MB4) and EN.

1.6. The host: Mucus and the immune system

As previously noted, varied chemical and nutrient gradients exist along the

gut that may be important to determining microbial spatial organization and

interactions. A critical constituent of this environment is host mucus, composed

of glycoproteins and serving multiple functional roles [93]. The lumenal mucosal

layer within the gut acts as a barrier against microbes as well as a source of

nutrition for certain intestinal species [84]. This complex relationship has been

illustrated through several studies. For instance, the pathogen Vibrio cholera

has been found to degrade intestinal mucus [94, 95]. Other bacterial species

are known to stimulate the differentiation of mucus-producing goblet cells [96].

In the case of Pseudomonas aeruginosa, several studies have found that mucin

proteins can stimulate bacterial aggregation and biofilm formation [97, 98]. Thus

mucus-bacteria interactions can have significant consequences for the host and the

microbiota. Through investigations described in Chapter III and IV, I address how

a specific bacterial species (AE-MB4) that is deficient in sensing mucus has altered

interactions compared to its wild-type counterpart (AE), and induces intestinal

inflammation.

The cross-talk between the immune system and the microbiota is another

crucial determinant of host health. Certain microbes have been known to promote

immune system development, while the immune system itself can act as an

ecological filter for microbes [99, 100]. Studies in zebrafish have revealed species-
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specific immune responses, where a zebrafish commensal Shewenella secretes

potent anti-inflammatory factors that can mute strong inflammation caused by

other abundant pro-inflammatory members [101]. Further, studies also illustrate

that immune responses are linked to motility behaviors of specific strains and

their spatial organization [90]. To explore the connection between the host

immune system, mucus sensing, and bacterial spatial structure, I characterized the

immune response of specific commensal members in single-species and two-species

experiments and qualitatively document unique instances of immune-bacteria

interactions, described in Chapter IV.

1.7. Light sheet fluorescence microscopy

3D imaging at a high resolution is necessary for studies of the dynamics

of bacterial populations and immune cells in the gut of live animals. Some of

the commonly used approaches for 3D imaging are confocal and light sheet

fluorescence microscopy. Confocal imaging works on the principle of exciting the

entire imaging volume using a laser and then scanning a single focal point in

three dimensions while using a pinhole to block any out-of-focus light. Although

this approach can generate images at high resolution, image acquisition is slow

as a single point is being scanned in three dimensions. Advancements to this

approach such as spinning disk confocal can speed up imaging by using multiple

pinholes that scan multiple points simultaneously. Confocal microscopy of all

sorts, however, expose a large volume to large amounts of light which can lead

to phototoxic effects. Such phototoxicity can result in abnormal dynamics of live

organisms as shown in the case of skeletal morphogenesis [102].
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Our lab uses a light sheet fluorescence microscope to obtain 3D images at a

high resolution for studies of the dynamics of bacterial populations and immune

cells in the gut of live animals. Light sheet fluorescence microscopy involves

illuminating and imaging an entire plane of the sample at a given point of time

and then scanning only in one dimension, perpendicular to the plane, i.e. through

the depth of the specimen. This combination results in high resolution as well

as fast imaging. Since only a single plane is excited at a given time, we reduce

photobleaching and phototoxicity. The microscope in the lab described later has

been customized for imaging bacterial populations in the larval zebrafish gut over

long periods of time. Other light sheet microscopes with varying designs, such as

passing a collimated beam through a cylindrical lens are widely used and described

elsewhere [103–106]. This technique has had a wide variety of applications in

live imaging, with examples ranging from imaging host-microbe interactions to

developmental dynamics and even neuronal firing in live animals [51, 107, 108].

The microscope in the lab comprises a light source (laser) that is scanned

using a galvo mirror oscillating at a frequency of 500 Hz, much faster than the

camera exposure time of 30ms, which results in a time-averaged sheet covering the

entire field of view. The sheet is transmitted through a lens which provides it a

thickness of a few microns, the depth excited within the specimen. Perpendicular

to the sheet, a detection lens captures fluorescence emission. For the imaging

experiments described in this dissertation, lasers at 488nm and 568nm were

used to excite fluorescent proteins in the specimen in series to image pairs of

bacterial species or a combination of immune cells (TNFα+ cells or macrophages)

and bacteria. A single 3D image of an entire fish gut comprising 4 scans in 1

fluorescence channel takes about 45s to obtain. This microscope thus allows
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one to combine fast image acquisition with high resolution allowing for robust

characterization of bacterial population dynamics in live fish.

FIGURE 1.1. Image showing a live fish mounted within the custom sample
chamber on the lab’s light sheet microscope.

A detailed description of the setup is provided elsewhere [89]. In brief, the

mounting setup comprises a custom designed sample chamber that is filled with

sterile embryo medium and MS-222 anesthetic (20µL/mL). Anesthetized fish are

mounted using agar (0.6% in sterile embryo medium) in glass capillaries as in

Fig 1.1. Each capillary is inserted into the sample chamber and held by a mount

connected to a stage that is controlled with custom-built software. The fish are

extruded from the glass capillary before imaging. For time lapse experiments,

involving imaging fish overnight, up to 6 fish can be mounted for imaging at for
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up to 16 hours. The data is saved and analyzed using a customized image analysis

pipeline described below.

1.8. Image analysis

The studies described in Ch. III and IV used image analysis approaches

for quantification of spatial structure, dynamics and immune response from

3D images. A single scan through the larval zebrafish gut comprises a set of

2D images of approximate size (2500x1500) pixels, an area of (406x244)µm.

Consecutive 2D images in the scan are taken with a step size of 1 micron. A

typical 3D scan comprises about 150-300 2D images. An exemplar 2D image of

a wild-type zebrafish gut inoculated with EN is shown in Fig 1.2, showing objects

including planktonic or individual bacterial cells, aggregates or clumps of bacterial

cells, autofluorescent zebrafish cells, background autofluorescence that varies due

to the amount of mucus in the gut, and other background noise. The bacteria in

these fish could either be planktonic i.e. exist as single individual cells or form

large multicellular aggregates shown in Fig 1.2.

FIGURE 1.2. An example 2D image (right) of the midgut region from a 3D scan
(left) illustrating some of the different objects detected in these images. The gut is
outlined in yellow. Scale bar: 50µm
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The general aspects of the image analysis pipeline are described here, while

the specific quantification tasks are described in Ch. II and III.

1.8.1. Individual bacteria detection

Individual bacteria detection is performed in two steps. The first step

involves identifying all potential bacteria objects using a blob detection algorithm.

The second step uses a convolutional neural network to classify all objects as

bacteria and noise blobs. The network was developed and has been described in

detail in earlier published work [109].

The initial process of identifying various potential bacteria in the images

uses a local maxima finder to detect objects of the size of a bacteria within each

2D image of the 3D scan. The 2D masks of identified objects are stitched in the

depth dimension to generate a 3D mask for the image stack. The center of mass of

each of the identified regions is then used to define a (30x30x10) pixel sized voxel

or (5x5x10)µm, a cube large enough to encompass a single bacterial cell. Each

individual voxel from the original image is saved after being normalized to have 0

mean and unit standard deviation before being passed onto the neural network.

Labeling for training the neural network was done using software developed

in Python that displays each saved voxel displaying the potential bacteria object

and allows the user to assign a ‘b’ for bacteria or ‘nb’ for not-bacteria label to

it, thus allowing for binary classification. In prior work, the convolutional neural

network was trained on a bacterial species of the genus Vibrio [109]. For the study

described in Ch. II, a new labeled set of 18,013 images (5239 bacteria and 12774

blobs) was generated for training on Aeromonas-MB4 (AE-MB4) species.
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The labeled data was input into the network described in [Hay 2019] for

a total of 120 epochs. Cross- validation on the training set was performed to

minimize and assess overfitting to the data. A test set of 1548 bacteria and 11,163

noise blobs yielded a classification accuracy of 91% for AE-MB4.

Each of the models trained is amenable to transfer learning, in which

the network is initially trained on one of these species and then the final fully

connected layer is trained on new data from another species. This approach seems

to work well for training a Vibrio network on Pseudomonas data [109]. For AE-

MB4 however, the accuracy of the classification results was considerably better

when the network was independently trained on the species itself and no transfer

learning was performed. The same network was trained for another species,

Enterobacter (EN) using data labeled specifically for EN. The resulting trained

models for AE-MB4 and EN are applied to the new data for predictions.

The saved x, y, z locations and the predicted label from the network output

are visualized using software written in Python. Objects that are misclassified are

manually filtered during the visualization step.

1.8.2. Gut and aggregate segmentation

For segmentation of the gut and bacterial aggregates in the larval zebrafish

gut in 3D images, we use a widely used algorithm developed for biomedical

images, U-net [110]. Details of the network architecture are provided in [110]. The

implementation for zebrafish gut datasets was done by a previous lab member

which involved slight modifications described in [111]. For the fluorescence

microscopy images, approximately N=1340 2D images of the gut were hand-

labeled. After the initial training, the algorithm is used to identify the mask in
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a test set and outputs a mask with a binary pixel-wise prediction for each pixel

in the image. A limited amount of post-processing stitches various regions in the

mask. The mask is visualized using custom software and edited if need be.

For images of bacterial aggregates, a combination of thresholding based

on background intensity and manual labeling was done to determine aggregate

objects. This manually labeled data has primarily been used in analysis in Chapter

III.

In the next few chapters, I use tools from image analysis, live imaging and

quantitative modeling to probe (i) the rules governing species interactions in multi-

species communities within the vertebrate gut (Chapter 2), (ii) the connection

between spatial structure and inter-species interactions (Chapter 3) (iii) host

immune response for species with different spatial structure (Chapter 4).
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CHAPTER II

MAPPING INTERACTIONS IN MULTI-SPECIES COMMUNITIES

This work is adapted from previously published co-authored work by D.

Sundarraman, E. A. Hay, D. M. Martins, D. S. Shields, N. L. Pettinari, and

R. Parthasarathy, Higher-Order Interactions Dampen Pairwise Competition in

the Zebrafish Gut Microbiome, mBio 11, e01667 (2020). I was involved in the

experiments, analysis and writing of this work.

2.1. Introduction

Intestinal microbes exist in complex and heterogeneous communities of

interacting, taxonomically diverse species. The composition of these communities

varies across individuals and is crucial to the health of the host, having been

shown in humans and other animals to be correlated with dietary fat uptake [13,

14], organ development [12, 20], immune regulation [10, 16–18, 21, 23] and a wide

range of diseases [3–9, 11, 15, 22].

Despite the importance of intestinal communities, the determinants of their

composition remain largely unknown. A growing number of studies map the effects

of external perturbations, such as antibiotic drugs [112, 113] and dietary fiber [114]

and fat [19, 115] on the relative abundance of gut microbial species. Intrinsic

inter-microbial interactions, however, are especially challenging to measure and

are important not only for shaping community composition in the absence of

perturbations but also for propagating species-specific perturbations to the rest

of the intestinal ecosystem.
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The considerable majority of studies of the gut microbiota have been

performed on naturally assembled microbiomes by sequencing DNA extracted from

fecal samples, an approach that provides information about the microbial species

and genes present in the gut, but that imposes several limitations on the inference

of inter-species interactions. The high diversity of natural intestinal communities,

and therefore the low abundance of any given species among the multitude of its

fellow residents, implies that stochastic fluctuations in each species’ abundance will

be large, easily masking true biological interactions. The accuracy of inference

is considerably worse if only relative, rather than absolute, abundance data is

available [62, 116–118], as is typically the case in sequencing-based studies.

Finally, we note that fecal sampling assesses only the microbes that have exited

the host, which may not be representative of the intestinal community [119].

An alternative approach to using DNA sequencing and naturally assembled

host-microbiota systems is to build such systems from the bottom-up using model

organisms. This is accomplished by using techniques for generating initially germ-

free animals, and well-defined sets of small numbers of microbial species, and

then measuring the populations of these species resident in the intestine. Recent

work along these lines has been performed using the nematode Caenorhabditis

elegans [68] and the fruit fly Drosophila melanogaster [69, 120]. However, as

described further below, these studies imply different principles at play in the

different systems. Moreover, it is unclear whether conclusions from either model

platform translate to a vertebrate gut, which has both greater anatomical

complexity and more specific microbial selection [121]. To address this, we measure

bacterial interactions in larval zebrafish (Fig 2.1A), a model vertebrate organism

amenable to gnotobiotic techniques [47–49, 122], which has enabled in earlier work
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that investigated pairs of bacterial species the discovery of specific interbacterial

competition mechanisms related to intestinal transport [51, 52]. The experiments

described below involve several hundred fish, each with 1-5 resident bacterial

species, enabling robust inference of inter-species interactions.
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FIGURE 2.1. (A) A 7 day post fertilization larval zebrafish, with a dotted line
outlining the intestine. Scale bar: 500 µm. (B) Chromogenic agar plate showing
colonies of all the candidate five species (AC: milky opaque, AE: reddish purple,
EN: blue, PL: dark purple and PS: colorless translucent) (C) The abundance
per zebrafish gut of each of the five bacterial species when colonized in mono-
association with the host, assessed as colony forming units (CFU) from plated gut
contents. Each circular datapoint is a CFU value from an individual fish (N =
13, 17, 15, 8, and 10, from left to right), with the mean and standard deviation
indicated by the square markers and error bars.

The ability to quantify species abundance and to manipulate it by controlled

addition or subtraction of species is commonplace in macroscopic ecological
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investigations. Its implementation here enables connections between intestinal

microbiome research and a large literature on ecosystem dynamics. An issue

whose importance has been realized for decades is the extent to which interspecies

interactions are pairwise additive, or whether higher-order (often called indirect)

interactions are necessary to explain community structure [123, 124]. The term

’higher-order interactions’ has been defined in various ways in the ecological

literature [124, 125], in some cases referring specifically to non-additive changes in

a species’ growth rate given the presence of additional species or to changes in the

nature of the interaction between two species induced by additional species, but

in others referring more generally to any interaction that cannot be captured by a

pairwise model. We adopt the latter, commonly used, definition, which is agnostic

to underlying mechanisms [63]. In our analyses below, we consider various pairwise

models and assess their ability to describe data from multi-species communities;

mismatch is indicative of the existence of higher-order interactions. Pairwise

additivity, if dominant, simplifies the prediction of ecosystem composition, which

would be desirable for therapeutic applications of microbiome engineering. Higher-

order interactions may stabilize multi-species communities according to several

recent theoretical models described further in the Discussion [70–73], implying that

quantifying and controlling indirect effects may be necessary for reshaping gut

microbiomes.

Whether host-associated or not, microbial communities have shown a

variety of interaction types. A classic study involving cultured protozoan species

found good agreement between the dynamics of four-species consortia and

predictions derived from measurements of pairs of species [64]. Similarly, Friedman

and colleagues showed that the outcomes of competitions among three species
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communities of soil-derived bacteria could be simply predicted from the outcomes

of pairwise combinations [65]. In contrast, experiments based on the cheese rind

microbiome found significant differences in the genes required for a non-native

E. coli species to persist in a multi-species bacterial community compared to

predictions from pairwise coexistence with community members [67]. A closed

ecosystem consisting of one species each of an algae, bacteria, and ciliate exhibited

a strong non-pairwise interaction, in which the bacteria is abundant in the

presence of each of the algae or ciliate alone, but is subject to strong predation

in the three-species system [66].

Within animals, the interaction types observed in the few studies to date

that make use of controlled microbial communities in gnotobiotic hosts are also

disparate. Competitive outcomes of three-species communities from subsets of

eleven different bacterial species in the gut of the nematode C. elegans could be

predicted from the outcomes of two-species experiments, with indirect effects found

to be weak [68]. In contrast, work using well-defined bacterial assemblies of up to

five species in the fruit fly D. melanogaster found strong higher-order interactions

governing microbe-dependent effects on host traits such as lifespan [69].

To our knowledge, there have been no quantitative assessments of inter-

bacterial interactions using controlled combinations of microbial species in a

vertebrate host, leaving open the question of whether higher-order interactions

are strong, or whether pairwise characterizations suffice to predict intestinal

community structure. We therefore examined larval zebrafish, inoculating initially

germ-free animals with specific subsets of five different species of zebrafish-

derived bacteria and assessing their subsequent absolute abundances. Though the

number of species is considerably fewer than the hundreds that may be present
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in a normal zebrafish intestine, it is large enough to sample a range of higher-

order interactions, yet small enough that the number of permutations of species

is tractable.

As detailed below, we find strong pairwise interactions between certain

bacterial species. However, we find weaker interactions and a greater than

expected level of coexistence in fish colonized by four or five bacterial species. This

suggests that measurements of pairwise inter-microbial interactions are insufficient

to predict the composition of multi-species gut communities, and that higher-order

interactions may dampen strong competition and facilitate diversity in a vertebrate

intestine.

2.2. Results

Zebrafish (Fig 2.1A) were derived to be germ-free, and then were inoculated

at 5 days post-fertilization (dpf) with the desired combination of microbial

species by addition of bacteria to the flasks housing the fish. Approximately 48

hours later, fish were euthanized and their intestines were removed by dissection.

Intestines and their contents were homogenized, diluted, and plated onto

chromogenic agar (Methods). Secreted enzymes from each of the five candidate

bacterial species generate particular colors due to substrates in the chromogenic

medium, allowing quantification of colony forming units (CFUs) and therefore

absolute intestinal abundance (Fig 2.1B).

The five species examined were selected as diverse representatives of genera

commonly found in the zebrafish intestine. Full names and species identifiers are

given in Methods; we will refer to these through most of the text by genus name or

two letter abbreviation: Acinetobacter (AC), Aeromonas (AE), Enterobacter (EN),
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Plesiomonas (PL), and Pseudomonas (PS). As expected given their association

with the zebrafish gut microbiome, each species in mono-association, i.e. as the

sole species inoculated in germ-free fish, colonizes robustly to an abundance of

103-104 CFU/gut, corresponding to an in vivo density of approximately 109-1010

bacteria/ml (Fig 2.1C).

Pairwise interactions in di-associations.

We first examined all ten possible co-inoculations of two species, which

enables assessment of pairwise interactions in the absence of higher-order effects.

Intestinal CFU data shows a wide range of outcomes for different species pairs. As

exemplars, the CFUs per gut for each of two species, AC and EN, in the presence

of each of the other four are displayed in Fig 2.2A and Fig 2.2B respectively. The

abundance of AC is similar in the presence of any second species to its value in

mono-association. In contrast, the mean EN abundance is similar to its mono-

association value if co-inoculated with PL or PS, about 10 times lower if co-

inoculated with AC, and over two orders of magnitude lower if co-inoculated with

AE, implying in the latter cases strong negative interactions.

Parameterizing the strength of interactions between species is necessarily

model dependent, contingent on the functional form of the relationship between

one species’ abundance and the other’s. We show that the conclusions we reach

regarding interaction strengths, especially their shifts when multiple species are

present, are qualitatively similar and therefore robust for a wide range of models.

We first consider a phenomenological interaction coefficient CII
ij that is linear in
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log-abundance, characterizing the effect of species j on species i as:

log10 P
II
i = ⟨log10 P I

i ⟩+ CII
ij log10 P

II
j (2.1)

where Pi denotes the abundance of species i and the superscript I or II denotes a

mono- or di-association experiment. This form is motivated by the distribution of

gut bacterial abundances being roughly log-normal, with species addition capable

of inducing orders-of-magnitude changes (Fig 2.2A,B). This CII
ij can be derived

as the interaction parameter in a competitive Lotka-Volterra model modified to

act on log-abundances (Methods). Qualitatively, a positive Cij implies that the

abundance of species i increases in the presence of j. Similarly a negative Cij

indicates that the abundance of species i declines in the presence of species j.

Subsampling from the measured sets of bacterial abundances gives the mean and

standard deviation of the estimated interaction parameters (Methods).

We plot in Fig 2.2C the CII
ij defined by Eq. 3.1 calculated from all di-

association data of all species pairs (N = 190 fish in total). For determining CII
ij ,

we only use data from fish in which both species were detected so that abundance

changes of one species can definitively be ascribed to the presence of the other

within the gut. Uncertainties in CII
ij are estimated from bootstrap subsampling

(see Methods). The interactions are predominantly negative. Thirteen out of

twenty coefficients differ from zero by over three standard deviations, indicating

both a large magnitude and a less than 0.001 probability that the interaction

strength is zero or of the opposite sign. The total bacterial load, i.e. the sum of

the bacterial abundances, is similar for all the di-associations suggesting that the

interaction effects do not stem from changes in intestinal capacity (Fig 2.2D).
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FIGURE 2.2. Abundances per zebrafish gut of (A) AC and (B) EN in mono-
association (grey) and in di-association with each of the other bacterial species
(blue/green). Each circular datapoint is a CFU value from an individual fish ((A)
N = 13, 21, 19, 20, and 27 and (B) N = 15, 19, 22, 18, and 23 from left to right),
with the mean and standard deviation indicated by the square markers and error
bars. (C) Matrix of pairwise interaction coefficients CII

ij characterizing the effect of
species j on the abundance of species i. Coefficients that differ from zero by more
than three standard deviations (provided in Fig A.2A) are outlined in black. (D)
The average bacterial load per zebrafish in each of the di-association combinations,
expressed as log10 of total CFUs. The standard deviations are between 0.3 and 1.1
and are displayed in Fig A.2A). Values on the diagonal are the mono-association
load for each of the five species.

27



Though the physical and chemical environment of the zebrafish gut is

likely very dissimilar to test tubes of standard growth media, we examined

abundances of each of the pairs of species in in vitro competition experiments,

growing overnight cultures in Lysogeny broth (LB) media and plating for CFUs

(see Methods). Assessing CII
ij as above, we find, as expected, that interaction

coefficients calculated from the in vitro experiments are markedly different than

those measured in vivo (see Fig A.3 and Fig 2.3B).

Our characterizations of interactions within the zebrafish gut are not

qualitatively altered by using a more general power law model to compute CII
ij

from absolute abundance data, discussed below (Interactions under more general

models) following the presentation of measurements of interactions between more

than two species.

2.2.1. Pairwise interactions in multi-species communities.

To assess whether the strong competitive interactions we found in two-species

experiments are conserved in multi-species communities, we quantified pairwise

interactions in experiments inoculating fish with four or five bacterial species.

To assess CV
ij , we adopted a method similar to the leave-one-out approach often

used in macroscopic ecological studies, dating at least to classic experiments in

which single species were removed from tide pools and the abundances of the

remaining species were measured to evaluate inter-species interactions [58]. Here,

we performed co-inoculation experiments leaving out one of the five species of

bacteria and compared intestinal abundances for these four-species communities

to those measured in five-species co-inoculation experiments.
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FIGURE 2.3. (A) Abundance per zebrafish gut of one of the bacterial species,
EN, when all five species are co-inoculated (gray) and in each four species co-
inoculation experiment (green) with the omitted species indicated on the axis.
Each circular datapoint is a CFU value from an individual fish (N = 40, 12, 12,
11, and 9, from left to right), with the mean and standard deviation indicated by
the square marker and error bars. (B) Matrix of pairwise interaction coefficients
CV

ij when 5 bacterial species are present. The coefficients outlined in black differ
from zero by over three standard deviations (see Fig A.2B). (C) The pairwise
interaction coefficients inferred from 4-5 species experiments versus those from 1-2
species experiments. The colors label species i for each interaction pair. (D) The
minimum interaction coefficient calculated from a power-law interaction model for
different values of the exponent α for the 1-2 species (square filled markers) and
the 4-5 species (square markers) experiments.
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In approximately N = 10 fish each, we performed all five different co-

inoculations of four bacterial species. The difference in the abundance of species

i in fish inoculated with all five species compared to fish inoculated with four,

missing species j, gives a measure of the impact of species j on species i in the

multi-species environment. As an example, EN abundance in inoculations lacking

AC, AE, PL, and PS, and in five-species inoculations, are shown in Fig 2.3A.

In contrast to the di-association experiments (Fig 2.2B), we see that EN does

not show large abundance differences, in either its mean or its distribution, as a

result of any fifth species being present. Independent of any model, this suggests

that non-pairwise, i.e. higher-order, interactions are present in the multi-species

community.

Again, a variety of options are possible for quantifying interaction coefficients

in the multi-species system. We first consider interaction coefficients as modifying

mean-log-abundances, analogous to the pairwise model of Eq. 3.1:

log10 P
V
i = log10 P

IV
i + CV

ij log10 P
V
j (2.2)

The interaction coefficients CV
ij that we obtain, displayed in Fig 2.3B, are

different and in general considerably weaker than the CII
ij found in the two-species

case Fig 2.2C. There are only three interactions that differ from zero by over three

standard deviations. Strikingly, all three of these interactions are positive. This

shift towards weaker and more positive interactions between the two-species and

multi-species interactions is further illustrated in Fig 2.3C in which the multi-

species interaction coefficients, CV
ij are plotted against the 2-species interaction

coefficients, CII
ij .
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2.2.2. Interactions under more general models.

As noted, a model that is linearly additive in logarithmic abundances is only

one of an infinite number of choices, and moreover may not adequately capture

the complexity of interactions in the gut. Earlier experiments investigating the

spatial structure of specific microbial communities in the larval zebrafish intestine

have shown that species such as AE, EN and PS form dense three-dimensional

aggregates [91]. The size and location of aggregates and the locations of cells,

conspecific or otherwise, within these aggregates may impact their interactions in

ways that could be sub-linear, linear, or super-linear in population size. Previous

work has also established that gut bacteria may also influence intestinal mechanics

[52], highlighting one of many possible indirect interaction mechanisms whose

functional forms are unknown. Furthermore, other studies have shown that

different modes of physical and chemical communication could result in long range

interactions between different species [126–128]. To address these possibilities, we

evaluated species interactions with a more general power law model, wherein the

interaction effects between species could be non-linear in the abundance of the

effector species. Here the interaction coefficient Cij depends on a power, α, of the

abundance of the effector species j, which we evaluate in the range α = 0.1 to

2, spanning sub-linear and super-linear interactions. Modified versions of Eq. 3.1

and 3.2 give:

P II
i = ⟨P I

i ⟩+ CII
ij (P

II
j )α (2.3)

and

P V
i = ⟨P IV

i ⟩+ CV
ij (P

V
j )α (2.4)
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from which we can evaluate CII
ij and CV

ij respectively. Note that α = 1 in Eq. 3.3,

2.4, i.e. interactions that are linear in abundance, is simply the steady-state

behavior of the competitive Lotka Volterra model commonly used in population

modeling and are shown in Fig A.5. We provide the CII
ij and CV

ij for several

different α in Fig A.4. Throughout, as in the logarithmic model shown above,

pairwise interactions in di-association are in many cases strongly negative, while

the multi-species interactions are weaker. This is summarized by studying the

trends in the most negative CII
ij and CV

ij for different values of α, depicted in Fig

2.3D, which shows that for all α the strongest CV
ij is significantly weaker than the

strongest CII
ij , suggesting that our results are robust to choice of model.

2.2.3. Five-species coexistence.

We next consider co-inoculation of all five bacterial species. Examination

of over 200 fish shows a large variety in abundances, depicted in Fig 2.4A as the

relative abundance of each species in each larval gut. Multiple species are able to

coexist, with the median number of species present being 4 (Fig 2.4B). The mean

total bacterial load as well as its distribution (Fig 2.4C) is similar to the mean

and distribution of the mono- and di-association experiments, as well as four-

species co-inoculation experiments discussed earlier. We calculated the expected

abundance of each bacterial species, if the interactions governing the five-species

community were simply a linear combination of the pairwise interactions governing

di-associations, CII
ij . Any of the additive models we evaluated can be extended to

combinations of species. Considering the model focused on above, with interaction

coefficients modifying log abundances, the predicted abundance of species i in the

presence of another species j is given by

32



log10 P
V
i = ⟨log10 P I

i ⟩+
∑
j ̸=i

CII
ij log10 P

V
j (2.5)

where the superscript V denotes the five-species co-inoculation experiment. A

model linear in species abundance (α = 1) is also considered in Methods), and

gives qualitatively similar outputs and conclusions. Sampling from the measured

distributions of each of the interaction coefficients and the mean abundance in

mono-association allows calculation of the distribution of expected P V
i values.

We plot the measured and predicted distributions of intestinal abundances

of each of the five species for the five-species co-inoculation experiment in Fig

2.4D. The measured distributions of each of the species are very similar to each

other. In contrast, the distributions of the predicted abundances vary significantly

by species. For two of the species, AC and PS, the mean of the observed and

predicted distributions are similar. For the other three species, in contrast,

the observed and predicted populations are in strong disagreement, with the

pairwise prediction being at least an order of magnitude lower than the observed

abundances. For EN and PL in particular, we would expect extinction in a large

fraction of fish due to strong negative pairwise interactions; in actuality, both

species are common and abundant.

Similarly, we can extract from the model the predicted frequency of

occurrence of each of the species, regardless of abundance i.e. the fraction of fish

with a non-zero population of that species. We find that the predicted frequency is

much lower than the experimentally observed frequency for PL and EN (Fig 2.4E).

33



FIGURE 2.4. (A) Stacked bar plot of the relative abundances of the five bacterial
species when all five were co-inoculated. Each bar is from a single dissected fish.
The bars are ordered by total bacterial load. (B) Histogram of the total number
of bacterial species present in the gut when all five species were co-inoculated. (C)
The total bacterial load as a function of the number of inoculated species. Each
circular datapoint is a CFU value from an individual fish (N = 63, 232, 187, and
202, from left to right), with the mean and standard deviation indicated by the
square marker and error bars.(D) The predicted (blue Xs) and measured (brown
circles) abundances of each bacterial species in the zebrafish gut when all five
species are co-inoculated. Predictions are based on an interaction model that is
linear in log-abundance using the pairwise CII

ij coefficients, as described in the
main text. Solid square markers indicate the mean and standard deviation of the
distributions excluding null counts. The dotted line indicates the experimental
detection limit of 25 cells. The experimental data is from N = 202 fish in total and
the predicted distributions arise from 250 samples of the distribution of interaction
coefficients. (E) The observed frequency of occurrence in the gut from the five-
species co-inoculation experiment versus the predicted frequencies for each of the
five species. (F) The Pearson correlation coefficients calculated from the relative
abundances of pairs of species when all five species were co-inoculated.
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By measuring absolute abundances of bacterial populations in the gut, we

provide direct assessments of inter-species interactions. More common sequencing-

based methods, applied for example to the human gut microbiome, typically

provide relative measures of species abundance, i.e. each taxonomic unit’s fraction

of the total load. Correlations among relative abundances are often used as

measures of interaction strengths [129, 130]. Calculating the Pearson correlation

coefficients of the relative abundances of each pair of species in fish inoculated with

all five bacterial species, we find a strikingly different interaction matrix (Fig 2.4F)

than that inferred from absolute abundance changes (Fig 2.3B), with many strong

negative values. There are many likely reasons for the difference between Pearson

correlations and our more directly measured interaction coefficients. The Pearson

r necessarily attributes correlations between pairs of species as being indicative of

the dynamics of that pair independent of other species, is confounded by overall

changes in total bacterial load, and, perhaps most importantly, is necessarily

symmetric (Cij = Cji). Our Cij inferred from absolute abundance data are notably

asymmetric (Fig 2.2C,Fig 2.3B).

2.3. Discussion

Using a model system comprising five commensal bacterial species in

the larval zebrafish intestine, we have characterized aspects of gut microbiome

assembly. Controlled combinations of inoculated species and measurements of

absolute abundance in the gut, both challenging to perform in other vertebrate

systems, reveal clear signatures of interactions among species. We find strong,

competitive interactions among certain pairs in fish inoculated with two bacterial

species. In contrast, pairwise interactions are weak in intestines colonized by four
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to five species, and all species are present at equal or greater abundance than

would be predicted based on two-species data.

Our quantification of interaction strengths relies on a minimal set of

assumptions that serve as a general test of additive models. Interaction strengths

are necessarily parameters of some model. In the text, we make use of a model in

which the log-transformed population of a species is a linear function of the other

species’ log-transformed populations, and a more general power law model that

spans both sub-linear and super-linear dependences on population sizes. There are

good reasons to be skeptical of such frameworks. First, intestinal populations may

not be well described by equilibrium, steady-state values. Second, these models

lack spatial structure information. In vivo microscopy of one or two species in the

zebrafish gut [51–53] underscores both of these concerns: populations are very

dynamic with rapid growth and stochastic expulsions; interactions can be mediated

by complex intestinal mechanics; and aggregation and localization behaviors are

species-specific.

Imaging also, however, provides justifications for these rough models. Prior

microscopy-based studies have shown that growth rates are rapid, with populations

reaching carrying capacities within roughly 12 hours [51, 53], well below the 48

hour assessment time considered here. Because of strong aggregation observed

in nearly all bacterial species, most individual bacteria residing in the bulk of

clusters will not directly interact with other species, leading to interactions that

are sub-linear in population size, suggesting a logarithmic or α < 1 power-law

functional form. Furthermore, stochastic dynamics can be mapped onto robust

average properties for populations [51, 131]. It is therefore reasonable to make use

of simple models, not as rigorous descriptions of the system but as approximations
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whose parameters characterize effective behaviors. We note that all these issues

also affect more commonly used models, such as standard competitive Lotka-

Volterra models that are linear in population sizes. These models are often applied

to gut microbiome data and used to infer interaction parameters [62, 132, 133]

despite a lack of information about their realism. The power law model of

interactions provides the strongest indication of the generality of our conclusions.

Over a range of interaction forms extending from highly sublinear (α = 0.1) to

super-linear (α = 2.0), strong competitive interactions are damped when four or

five species are present (Fig 2.3D), suggestive of higher-order interactions among

intestinal bacteria.

The ecological potential for higher-order or indirect interactions, i.e.

interactions that cannot be reduced to pairwise additive components but rather

result from the activities of three or more species, to be important determinants

of community structure has been appreciated for decades [64, 123, 124].

Identification of higher-order interactions among constituent species is important

for accurate prediction of responses to ecological perturbations such as species

invasion or extinction, as well as functions of multi-species communities, as such

features will not be adequately forecast by examination of direct interactions in

subsystems [123, 134].

Inferring and quantifying indirect interactions in natural ecosystems is,

however, challenging, calling for subtle and model-dependent statistical tests [123,

124, 135]. Constructed or manipulated systems enable more straightforward

assays in which particular species are introduced or removed amid a backdrop

of others. Several such systems involving macroscopic organisms [136–140], as

well as microorganisms [66, 69] have uncovered significant indirect interactions.
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However, some studies of microbial communities have found weak or negligible

higher-order interactions [64, 65], including one study examining combinations of

species introduced to the C. elegans gut [68]. The complexity of interactions in a

vertebrate gut has remained unclear, and correlation-based methods for inferring

interactions from sequencing-based data have assumed that pairwise interactions

suffice [129, 141, 142].

Our measurements using gnotobiotic larval zebrafish, a model vertebrate,

show strong pairwise interactions when only two bacterial species are present

in the intestine and weak pairwise interactions when four to five species are

present, indicating that higher-order interactions are important (Fig 2.3) . In many

cases, the effect is evident from the raw data itself. For example, EN is strongly

suppressed by AE if the two are inoculated together (Fig 2.2B). Comparing EN

abundance in fish colonized by all species except AE with its abundance in fish

colonized by all species, however, shows little difference, indicating that the EN-

AE interaction is strongly attenuated by the presence of the other bacterial groups

(Fig 2.3A).

Two additional observations also imply the presence of strong higher-order

interactions in our intestinal ecosystem. Considering fish colonized by all five

bacterial species, the mean abundance of each species is at least as high as would

be predicted solely from direct interactions (Fig 2.4D). Moreover, the diversity of

bacterial species is higher would be predicted, as all of the species occur in more

than 50% of fish, contrary to prediction (Fig 2.4E). Considering fish colonized by

all five bacterial species, the abundance of each species is at least as high and the

diversity of bacterial species is higher than the values that would be predicted

solely from direct interactions.
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Our finding of increased species diversity than expected from pairwise

interactions in a system of several gut bacterial species is consistent with recent

theoretical studies that suggest, for a variety of reasons, that higher-order

interactions are likely to stabilize communities and promote coexistence. The

topic of multi-species coexistence has a long history in ecology. Especially since

classic work by Robert May showing that a system comprising pairwise interacting

constituents will, in general, be less stable as the number of species increases [143],

explaining how complex communities can exist has been a theoretical challenge.

There are many resolutions to this paradox, such as spatial heterogeneity,

interactions across trophic levels, and temporal variation. However, even without

such additional structure, incorporating higher-order terms into general random

competitive interaction models leads to widespread coexistence [70–72]. Such

large-scale coexistence can also emerge naturally from contemporary resource

competition models [73, 144], in which cross-feeding or metabolic tradeoffs

necessarily involve multiple interacting species. Intriguingly, the abundance

distributions of all five of our gut bacterial species, when inoculated together,

are similar to one another. The average Shannon entropy of the five species

community (H = 1.16 ± 0.24) (see Methods) also resembles that of a purely

neutrally assembled community (H = 1.61), reminiscent of dynamics mimicking

neutral assembly that emerge from multi-species dynamics driven by resource use

constraints [73, 145].

Our findings imply that measurements of two-species interactions among

microbial residents of the vertebrate gut are likely to be insufficient for predictions

of community dynamics and composition. Moreover, they imply that inference

from microbiome data of inter-species interactions, for example by fitting Lotka-
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Volterra-type models with pairwise interaction terms [62, 132, 133, 146] should

not be thought of as representing fundamental pairwise interactions that would

be manifested, for example, if the constituent species were isolated, but rather as

effective interactions in a complex milieu.

Our measurements do not shed light on what mechanisms give rise to

higher-order interactions in our system. Likely candidates include metabolic

interactions among the species, interactions mediated by host activities such as

immune responses, and modulation of spatial structure by coexisting species.

Immune responses are sensitive to specific bacterial species [101] and to bacterial

behaviors [90]. Regarding spatial structure in particular, in vivo imaging of these

bacterial species in mono-association has shown robust aggregation behaviors

that correlate with location in the gut [91] Given the physical constraints of the

intestinal environment, we think that modification of spatial organization due to

the presence of species with overlapping distributions is a likely mechanism for

higher-order interactions. Notably, both immune responses and spatial structure

are amenable to live imaging in larval zebrafish [51, 52, 91]. Though the parameter

space of transgenic hosts, fluorescent labels, and interaction timescales to explore

in imaging studies is potentially very large, such future studies are likely to

yield valuable insights into the mechanisms orchestrating the strong interactions

observed here. Furthermore, examination of the roles of priority effects and other

aspects of initial colonization, as well as stability of diverse communities with

respect to invasion, may reveal potential routes for intentionally manipulating the

vertebrate microbiome to engineer desired traits.
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2.4. Materials and methods

2.4.1. Animal Care.

All experiments with zebrafish were done in accordance with protocols

approved by the University of Oregon Institutional Animal Care and Use

Committee and following standard protocols [147].

2.4.2. Gnotobiology.

Wild-type (ABCxTU strain) larval zebrafish (Danio rerio) were derived

germ-free as described in [47]. In brief, embryos were washed at approximately

7 hours post-fertilization with antibiotic, bleach, and iodine solutions and then

moved to tissue culture flasks of 15mL sterile embryo medium solution with

approximately 1mL of sterile solution per larva. The flasks were then stored in a

temperature-controlled room maintained at 28◦C.

2.4.3. Bacterial Strains and Culture.

The five bacterial strains used in this study, namely Aeromonas sp.

(ZOR0001), Pseudomonas mendocina (ZWU0006), Acinetobacter calcoaceticus

(ZOR0008), Enterobacter sp. (ZOR0014), and Plesiomonas sp. (ZOR0011) were

originally isolated from the zebrafish intestine and have been fluorescently labelled

to express GFP and dTomato facilitating their identification in our experimental

assays [50, 148]. Stocks of bacteria were maintained in 25% glycerol at −80◦ C.
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2.4.4. Inoculation of tissue culture flasks.

One day prior to inoculation of the tissue culture flasks, bacteria from frozen

glycerol stocks were shaken overnight in Lysogeny Broth (LB media, 10 g/L NaCl,

5 g/L yeast extract, 12 g/L tryptone, 1 g/L glucose) and grown for 16 h overnight

at 30◦C. Samples of 1mL of each of the overnight cultures were washed twice by

centrifuging at 7000g/rpm for 2 min, removing the supernatant, and adding 1mL

of fresh sterile embryo media. At 5 dpf, the tissue culture flasks were inoculated

with this solution at a concentration of 106 CFU/mL. For each of the competition

experiments involving 2, 4 and 5 bacterial species, equal concentrations were

inoculated into the flasks. After inoculation, the flasks were maintained at 30◦C

until dissection at 7 dpf.

2.4.5. Dissection and Plating.

To determine the intestinal abundance of bacterial species, dissections

of larval zebrafish were performed at 7 dpf. Zebrafish were euthanized by

hypothermal shock. Intestines were removed by dissection and placed in 500µL

of sterile embryo media and homogenized with zirconium oxide beads using a

bullet blender. The homogenized gut solution was diluted to 10−1 and 10−2, and

100µL of these dilutions were spread onto agar plates. For mono- and di-associated

inoculations, tryptic soy agar (TSA) plates were used in which fluorescence could

be used to differentiate up to two species. For inoculations of more than two

species, Universal HiChrome Agar (Sigma-Aldrich) plates were used, allowing

for visual differentiation of each species using a colorimetric indicator. The

abundances of each of the species in the zebrafish gut was determined by counting

the colony forming units on the plates.
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2.4.6. In vitro competition experiments.

To determine the in vitro competition coefficients, all the different pairwise

combinations of the five species were grown in overnight cultures of LB media

as above. On the following day, cultures were plated at 10−7 or 10−6 dilutions,

depending on the ability to detect both species in a given dilution. Abundances

were obtained by counting the number of CFUs of each species on the plates.

2.4.7. Interaction Models

2.4.7.1. Pairwise Interactions

As noted in the main text, we aim to characterize the measured abundances

of microbial species with numerical parameters that characterize their interactions.

These parameters may simply be phenomenological, but may also relate to

dynamical population models.

Considering two species, labeled by subscripts i and j, the commonly used

competitive Lotka-Volterra model describes the behavior of the populations P by

the following relationship:

dPi

dt
= riPi

(
1− Pi − CijPj

Ki

)
(2.6)

where ri is the intrinsic growth rate, Ki is the carrying capacity, and Cij, defined

for is the interaction coefficient, negative for competitive interactions and positive

for beneficial interactions.

As steady state, dPi

dt
= 0, hence,

Cij =
Pi −Ki

Pj

. (2.7)
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Note that this holds even if the initial factor in the Lotka-Volterra equation,

riPi is replaced by any generic function of Pi . As discussed in the main text,

each of the bacterial species examined is known to reach its carrying capacity

approximately 10-12 hours after inoculation [51], a timescale considerably shorter

than the 48 hours post-inoculation of our abundance measurements. It is therefore

reasonable to make use of the steady-state approximation.

In our experiments, we measure intestinal abundances in di-associations, P II ,

and mono-associations, P I . The carrying capacity, Ki, is unknown. We assume

Ki can be well approximated by the average P I
i across fish, i.e. that the average

abundance of a species in the absence of other species is similar to its carrying

capacity in the gut. Therefore:

Cij ≈
P II
i − ⟨P I

i ⟩
P II
j

(2.8)

where the angle brackets indicate the mean across fish. Eq. 3.3 provides a simple

characterization of inter-species interactions in the context of the standard

competitive Lotka-Volterra equations.

As discussed in the main text, there is no reason the intestinal microbial

populations must be governed by Lotka-Volterra dynamics or any linear interaction

model. We therefore consider a model of logarithmic interactions and a more

general family of power-law models. The logarithmic model, influenced by the

order-of-magnitude changes in species abundance induced by competition, can

follow from a phenomenological recasting of the competitive Lotka-Volterra model

in terms of log-transformed populations:
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d log10 Pi

dt
= f(Pi)

(
1− log10 Pi − Cij log10 Pj

log10Ki

)
, (2.9)

where we note that the first factor on the right hand side can be any generic

function of Pi. Again assuming steady state dynamics and estimating log10Ki by

the average of log10 Pi, the interaction coefficients are given by:

Cij ≈
log10 P

II
i − ⟨log10 P I

i ⟩
log10 P

II
j

. (2.10)

which is Eq. 2.6 of the main text. We note that regardless of the validity

of the dynamical model, Eq. 2.9 can be considered as a phenomenological

characterization in which interaction effects are logarithmically additive (i.e.

multiplicative) in population size.

Finally, we consider interactions with a power-law dependence on the size of

the influencing species:

dPi

dt
= f(Pi)

(
1− Pi − Cij(Pj)

α

Ki

)
, (2.11)

from which

Cij ≈
P II
i − ⟨P I

i ⟩
(P II

j )α
(2.12)

As noted in the main text, we consider sub-linear (α < 1) and super-linear

(α > 1) interactions. Linear interactions (α = 1) are equivalent to the standard

Lotka-Volterra model.
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2.4.7.2. Pairwise Interactions in the Presence of Additional Species

To compare interactions between communities of two species and

communities of more species, namely four or five, we extended the above

parameterization. The standard Lotka-Volterra dynamical model for an arbitrary

number of species is given by

dPi

dt
= riPi

1−
Pi −

∑
j ̸=i

CijPj

Ki

 (2.13)

where the sum runs over species. Again considering steady-state,

Pi = Ki +
∑
j ̸=i

CijPj (2.14)

As discussed in the main text, we infer CV
ij by comparing the abundance of

species i in fish co-inoculated by a set of species excluding and including species j.

Again denoting the number of species by a superscript, subtracting P IV
i from P V

i

gives

P V
i − P IV

i = CV
ijP

V
j , (2.15)

from which

CV
ij =

P V
i − P IV

i

P V
j

. (2.16)

Similar expressions follow for the multi-species interaction coefficient in the

log-transformed model:

CV
ij =

log10 P
V
i − log10 P

IV
i

log10 P
V
j

. (2.17)
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and the power-law model:

CV
ij =

P V
i − P IV

i

(P V
j )α

. (2.18)

The interaction matrices for calculated for the two-species experiments (CII
ij ),

using Eq. 2.10 and four-to-five-species experiments (CV
ij ), using Eq. 2.17 are shown

in Fig S2. As noted in the main text, we found similar patterns distinguishing

CII
ij and CV

ij , namely weaker and more positive interactions in the latter case,

throughout the full range of α examined (Fig 2.3, A.4).

2.4.8. Sampling and Parameter Estimation

For each di-association, we measured the species abundances P II
i and P II

j in

N=10 to 30 fish and calculated CII
ij for each according to Eq. 2.8, 2.10, 2.12 above.

To ensure that the measured abundance changes can be attributed to the presence

of the second species we ignored data for which either P II
i or P II

j was zero. Each

set of abundance measurements provides a Cij value via the above equations.

To determine the most likely Cij from this set, as well as the uncertainty in our

estimation of Cij, we make use of sampling. With 3000 repetitions, we randomly

sampled 75% of each dataset without replacement and calculated the mean and

standard deviation of the Cij.

To determine the number of repetitions needed to accurately estimate Cij,

we performed the same analysis on simulated population data, drawing P II
i from a

log-normal distribution, using a fixed ⟨log10 P I
i ⟩, and drawing Cij from a normal

distribution of known mean and standard deviation. Using these we compute

log10 P
II
j using Eq. 2.10, and from the simulated data we calculated the mean and

standard deviation of the interaction coefficient as above. We found that sampling

75% of the dataset, ∼ 2000 repetitions yield the standard deviation of Cij to an
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accuracy of 90%. The resulting mean and standard deviation of CII
ij , one for each

species pair, are shown in the figures in the main text and Fig A.2A.

Interaction parameters in multi-species experiments, i.e. CV
ij , were similarly

calculated from subsampling abundance data from both the four species and the

five species experiments. The mean and standard deviation of the CV
ij coefficients

calculated using this model are shown in Fig S2B. As in the calculation of the di-

association-derived CII
ij , we considered only data from fish in which each of the

species inoculated in the four and five species experiments was detected, ensuring

that the effects from all other species are consistent between experiments.

In vitro interaction coefficients were also calculated using Eq. 2.10 from

abundance measurements in pairwise competition experiments in Lysogeny broth

(LB) medium. The parameters shown in Fig A.3 reflect the mean and standard

deviation of the coefficients from six replicates for each of the pairs of species.

2.4.9. Relative Abundance Correlations

As noted in the main text, the Pearson correlation coefficients between

the relative abundances of species are commonly interpreted as measures of

inter-species interactions. Denoting the relative abundance of species i (i.e. the

population normalized to the sum of all species populations) in fish n as (pi)n, we

calculate the correlation coefficient as usual:

rij =

N∑
n=1

(
(pi)n − ⟨pi⟩

)(
(pj)n − ⟨pj⟩

)
√

N∑
n=1

(
(pi)n − ⟨pi⟩

)2 N∑
n=1

(
(pj)n − ⟨pj⟩

)2

(2.19)
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where N is the total number of fish examined. Note that by construction, rij is

symmetric.

2.4.10. Predicted Five-Species Abundance Distributions

We asked whether we can recreate the experimentally observed five-species

abundance distributions using only the pairwise interaction coefficients from

Section 2.4.7.1. Focusing first on the logarithmically additive model, we construct

a predicted abundance value for each species by linearly combining the pairwise

effects of each of the other species:

log10 P
V
i = ⟨log10 P I

i ⟩+
∑
j ̸=i

CII
ij log10 P

V
j . (2.20)

P V
i and P V

j are the predicted abundances of species i and j respectively.

This gives, for the five bacterial species in our system, five equations with five

unknowns, namely the predicted Pi. To determine the distributions of predicted

abundances for each of the five species, we randomly sampled each CII
ij from the

interaction coefficient distributions obtained in Section 2.4.7.1 . We performed this

sampling 250 times to generate a comparable number of points to the experimental

distribution (N=202). Both the predicted and the measured distributions are

shown in Fig 2.4D. To mimic the experimental detection limit of approximately

25 cells, all predicted abundances below 25 were set to zero.

Similarly, we calculated predicted abundance distributions for using the

linearly additive model in absolute abundance (i.e. competitive Lotka-Volterra),

for which

P V
i = ⟨P I

i ⟩+
∑
j ̸=i

CijP
V
j . (2.21)
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As above, we generated predicted distributions for each of the five species, shown

in Fig A.6.

As discussed in the main text, the predicted distributions from both

pairwise-additive models indicate that the five species are less likely to coexist

than is observed experimentally.

2.4.11. Five-Species Shannon Entropy

We calculated the Shannon entropy, a metric commonly used to measure

species richness in multi-species communities. This is defined as:

H = −
∑
i

pi ln pi (2.22)

where pi is the relative abundance of species i. For a neutral (non-interacting)

community of N species, pi = 1/N , on average. For five species therefore, a neutral

model gives H = ln(5) = 1.61. To calculate H from measured data, we used

relative abundances of each bacteria species and calculated the Shannon entropy

using Eq. 2.22. The mean Shannon entropy, averaged over all fish, is reported in

the Discussion section of this chapter.
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CHAPTER III

SPATIAL STRUCTURE AND INTERACTION MECHANISMS

This work is adapted from co-authored work currently under revision by D.

Sundarraman, T. J. Smith, , J. V. Z. Kast, K. Guillemin and R. Parthasarathy,

Disaggregation as an interaction mechanism among intestinal bacteria, submitted

to Biophysical Journal (2022). I was involved in the experiments, analysis and

writing of this work.

3.1. Introduction

The vertebrate gut is home to a diverse set of interacting microbial species,

with microbiome composition correlating with aspects of host metabolism,

digestion, immune response, development, and more [12–26], Dysbiosis of the gut

microbiota has been linked to several diseases such as obesity, IBD and rheumatoid

arthritis [2–11]. Understanding the forces that shape intestinal communities is

therefore of considerable importance, and many studies have explored how factors

such as host diet and genetics can affect microbiome assembly and function. In

general, spatial organization is a common and important aspect of microbial

ecosystems; surface attached biofilms, microbial mats, and marine snow provide

well-known examples [79, 149–152]. This likely holds in the gut as well, but

spatial information is usually difficult to obtain. Conventional approaches based

on, for example, metagenomic sequencing of fecal samples are blind to structure,

and most spatially resolved methods typically involve coarse sampling or fixation

methods that can drastically perturb the features present in live animals [82].

Regarding inter-microbial interactions in particular, we know little about the
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mechanisms at play, which may include segregation to enable coexistence, contact-

mediated competition, or more complex spatially-varying signals.

Larval zebrafish provide a model vertebrate system in which to observe

spatial relationships among gut microbial species. The animals’ optical

transparency and amenability to gnotobiotic techniques [47–49, 122], together

with a library of fluorescently tagged native gut bacterial isolates [50], allows

controlled experiments involving live imaging of bacterial communities [51–

53, 92, 106]. Mapping the spatial structure of a number of gut bacterial species

established that each, in mono-association with its host, has a characteristic

fraction of its population forming dense, three-dimensional aggregates and is

preferentially localized in particular regions of the gut [91]. Given the well-

established ecological principle of competitive exclusion, by which species

competing for the same limited resource cannot stably coexist, we might expect

that if introduced together, two species with an affinity for the same region will

strongly compete, leading to greatly reduced abundance for at least one of the

two relative to the mono-association value. Spatial segregation of competitors,

whether static or dynamic, provides a route to co-existence [153–155]; thus we

might expect that reducing spatial overlap of intestinal species should weaken

competition. How these principles may or may not be manifested in a real

vertebrate gut remains unknown, and as we show below, an example with a pair

of zebrafish-native bacterial species confounds simple expectations.

Inter-species interactions are also influenced by timing, and the outcomes of

competition can vary depending on whether species arrive simultaneously or not

to an environment. Various ecological studies have shown that early colonizers

can have an advantage over later species and can often resist invasion by late
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competitors [55, 156, 157]. Regarding the gut microbiome, the pre-existing

community is believed to contribute to resistance to pathogen invasion [38, 158],

though a greater number of controlled studies in animal models are needed to

uncover underlying mechanisms [37, 158].

To illuminate possible connections between spatial organization and inter-

bacterial interactions in the context of a vertebrate intestine, we performed a set

of live-imaging-based studies of a strongly interacting bacterial species pair, using

light sheet fluorescence microscopy to visualize bacterial locations and dynamics

in situ. Prior work based on measuring species abundances, without spatial

information, characterized the interactions between various zebrafish-commensal

gut bacterial species and found several examples of strong competitive pairwise

interactions, one such pair being Aeromonas ZOR0001 and Enterobacter ZOR0014

[159], each of which form dense aggregates in mono-association [51, 53, 91]. These

and other strong pairwise interactions were dampened in the presence of additional

bacterial species [159].

As described here, imaging reveals that both of these species colocalize

and co-aggregate in the larval midgut. We introduce a derivative of Aeromonas

ZOR0001, Aeromonas-MB4 that is deficient in biofilm formation in vitro in the

presence of a glycan commonly found in the gut and find that in vivo, it is largely

planktonic and motile. The dispersed strain leads to an even lower Enterobacter

abundance than the co-localized wild type, and induces a striking dissociation of

Enterobacter aggregates. In the presence of an already established community of

multiple bacterial species, competition and disaggregation effects are diminished,

coexistence is enhanced, and the planktonic isolate behaves more similarly to the

wild-type parental strain. Overall, our observations point to a surprising and
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unanticipated mechanism by which spatial structure can mediate gut bacterial

interactions, namely induced disintegration of aggregates.

3.2. Results

3.2.1. Aeromonas-MB4 exhibits planktonic behavior in vitro and in

vivo.

We consider two strains of Aeromonas. One is a zebrafish gut commensal,

Aeromonas ZOR0001 (referred to as AE). The other is an Aeromonas isolate

(referred to as AE-MB4), derived through directed evolution of AE in vitro. The

zebrafish-native AE forms aggregates in vitro in certain growth media, including

sterile embryo medium supplanted with 0.4% N-Acetylglucosamine (GlcNAc), a

sugar prevalent in intestinal mucus [93, 160–162]. The AE-MB4 strain was derived

from AE by repeated passaging of fractions of such media that were devoid of

visible aggregates, thereby selecting for bacteria deficient in aggregation in the

presence of GlcNAc (Fig A.7). The molecular genetic characterization of AE-MB4

is described elsewhere [163]; we focus here on the spatial dynamics of this strain

and the consequences of this altered aggregation behavior on community structure.
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FIGURE 3.1. (A) Bright field image of a 7dpf zebrafish with the gut outlined
in red. Bar: 500µm (B & C) Maximum intensity projections of 3D images of
the intestine of zebrafish mono-associated showing (B) zebrafish-commensal
AE bacteria (orange), which forms large midgut aggregates and (C) AE-MB4
(magenta), which is largely planktonic. Dotted curves roughly indicate the gut
boundary. Bar: 100µm. (D) Mean normalized intensity profiles of AE (orange) and
AE-MB4 (magenta) along the anterior-posterior axis. In contrast to AE, which
localizes predominantly in the midgut, much of the AE-MB4 population is in the
anterior bulb. Circles indicate the center of mass. Curves are averaged from N =
6 fish each. (E) The probability of a cell being in an n-cell cluster for AE (orange)
and AE-MB4 (magenta), mono-associated with zebrafish. Circles and error bars
indicate the mean and uncertainties, calculated using jack-knife resampling. Tick
marks indicate bin intervals, e.g. the orange and magenta bars between 0 and
100 correspond to AE and AE-MB4 probabilities to be in clusters of size n = (0-
1]. Data are from N = 6 and 8 fish for AE and AE-MB4, respectively. (F) The
cumulative cluster size distributions (p[cluster size ≥ n]) for AE (orange) and AE-
MB4 (magenta) in mono-association calculated from all clusters found in N = 6
and 8 fish, respectively, showing power law behavior for n < 102. The dashed lines
illustrate the slopes from power law fits in the range n = 1 to 102, with exponents
0.8 for each strain. At large n, the AE distribution plateaus, reflecting the presence
of large clusters.
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We first characterized the spatial distribution of bacteria in initially germ-

free zebrafish larvae (Fig 3.1A) mono-associated with either the commensal AE or

the AE-MB4 isolate. We mono-associated initially germ-free zebrafish at 5 days

post-fertilization (dpf) with each strain and imaged 48 hours later using light

sheet fluorescence microscopy (Methods). Wild type AE forms dense clusters in

the midgut (Fig 3.1B, D), as seen in prior work [51–53, 91, 92], whereas AE-MB4

resides primarily in the anterior with a large fraction of the population in the form

of discrete planktonic cells (Fig 3.1C,D). Image analysis (see Methods) identifies

individual bacterial cells and aggregated clusters and provides estimates of cluster

populations. Cluster size statistics highlight the differences between the strains.

After pooling measured cluster sizes from all fish, we compute the probability

of a cell being in a cluster of a given size i.e. the ratio of the total number of

cells found in a given cluster size bin to the net population from all clusters. For

example, the bar associated with bin (0− 100] reflects the frequency of finding cells

in clusters of size 1 in the total population. We plot this measured frequency for

different cluster size bins in Fig 3.1E. AE cells are most likely to reside in large

clusters (n = 103.5), a population completely absent in AE-MB4, and AE-MB4

cells are over 30 times more likely to be planktonic than AE (Fig 3.1E). All cluster

sizes are provided as supplemental Material. We also plot the reverse cumulative

probability distribution of cluster sizes, p(n), i.e. the probability that a given

cluster is composed of more than n bacterial cells (Fig 3.1F). The distributions for

both species have characteristic power law form for small clusters (n < 100) with

a slope of m = 0.8 ± 0.1 [92]. The disparity in p(n) between AE and AE-MB4

grows as n increases and is especially pronounced for clusters of size n > 1000 as

the distribution of AE becomes shallower. Earlier work studying intestinal cluster
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size distributions in a range of species has shown that characteristic power-law

features arise from fragmentation and growth dynamics, and a shallow decline of

p(n) at large n is indicative of aggregation [92], consistent with observations here.

3.2.2. A highly aggregated commensal species undergoes rapid

fragmentation in the presence of the Aeromonas-MB4 isolate.

To study the role of spatial coincidence in competition in the zebrafish

gut, we studied interactions of Aeromonas and Aeromonas-MB4 with a different

zebrafish-commensal bacterial species, Enterobacter ZOR0014 (referred to as

EN). Past work based on abundance measurements established that the parental

AE strain has strong negative interactions with EN, with the population of the

latter reduced by over an order of magnitude from its mono-association value

when di-associated with AE (Fig 3.2E) [159]. EN in mono-association is almost

completely aggregated, with only about 10% of its population in the form of

planktonic individuals, forming large clusters primarily in the midgut region of

the intestine (Fig 3.2A) [53, 91]. Consistent with earlier measurements, its cluster

size cumulative probability distribution and the probability of a cell being in a

cluster of a given size reflect the highly aggregated spatial character of the species

(Fig A.8,A.9).
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FIGURE 3.2. (A-D) Maximum intensity projections of 3D images showing (A) EN
(green) in mono-association forming large clusters in the midgut, (B) EN (green)
in di-association with AE (orange) showing co-aggregation of both species in the
midgut, (C) EN (green) in di-association with AE-MB4 (magenta) showing sparse
EN amid abundant planktonic AE-MB4 cells, and (D) EN (green) after invasion
by AE-MB4 (magenta) showing large populations of single cells and small clusters
of EN throughout the gut. Inset: Many single cells of EN are evident. Dotted
curves roughly indicate the gut boundaries. Bar (A-D): 100µm. (E) Twin axis
plot showing the abundance (left axis) in log10(CFUs/gut + 1) and extinction
fraction (right axis) for EN (green), AE (orange) and AE-MB4 (magenta) in mono-
association (circles), di-association (Xs), and when EN is invaded by AE-MB4
(diamonds). Each marker indicates abundance data from a single fish. The blue
line markers and black circular markers depict mean and standard deviation of the
extinction fraction and abundance for EN and AE-MB4 in each of the experiments
respectively. From left to right, N = 15, 12, 17, 27, 27, 36, 36, 23, and 23 fish. (F)
The planktonic fraction per fish for EN in (from left to right) mono-association,
dissociation with AE, dissociation with AE-MB4 and when invaded by AE-MB4.
From left to right, N = 7, 10, 12, 12 fish. G. As in Fig. 3.1E, The probability of a
cell being in an n-cell cluster for EN (i) in mono-association, (ii) in di-association
with AE, (iii) in di-association with AE-MB4, and (iv) invaded by AE-MB4.
Circles and error bars indicate the mean and uncertainties. Data are from N =
7, 10, 12, and 12 for (i)-(iv), respectively.
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We performed di-association experiments (as in [159]) in which both AE

and EN were inoculated simultaneously at 5 dpf and the spatial distribution was

assessed at 7 dpf. Through imaging both species in di-association, we found that

AE and EN often co-aggregate in the same region of the intestine (Fig 3.2B),

suggesting that strong competition could be a consequence of both species having

an affinity for similar locations. These co-aggregates of AE and EN consist of

intermingled clonal clusters of each species, not well-mixed individuals of each

species.

We next investigated the consequences of the AE-MB4 traits on the

Aeromonas-Enterobacter competition. In di-association with AE-MB4, EN exhibits

almost an order of magnitude lower mean abundance (2.2 ± 0.7 ) than with AE

(3.0 ± 0.6), and roughly two orders of magnitude lower than its mono-association

value (4.4 ± 0.7) (Fig 3.2E), in contrast to expectations that the species’ dissimilar

localizations may attenuate competition. We also note that extinction of EN is

more frequent in di-association with AE-MB4 (extinction fraction = 0.2 ± 0.2

), than with AE (extinction fraction = 0.1 ± 0.1 ). The effect on the spatial

distribution of EN is striking; nearly all EN are found as discrete individuals

(Fig 3.2C) , with the planktonic fraction being 0.9 ± 0.2 (mean ± std. dev.)

compared to 0.1 ± 0.1 in mono-association. EN cells are never found in clusters

of size n > 102, the most common range in mono-association, and in nearly 80% of

the fish examined, EN shows no apparent clustering at all. The individual cells of

EN rarely co-aggregate with AE-MB4 clusters, in contrast to frequently occurring

co-aggregates of both species in the di-association of EN with AE.

To test how priority effects could impact interactions, we examined the

abundance and spatial distribution of EN after invasion by either the AE or AE-
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MB4 strains. Prior work established that EN reaches steady state abundance

in approximately 8-12 hours [51, 53]. Thus, to ensure a stable pre-invasion EN

population, we inoculated the second species 24 hours after the introduction of

EN. When challenged with AE, the initial advantage serves to benefit EN, with

most of the fish sustaining EN aggregates (Fig A.10). We anticipated priority

effects to similarly impact invasion by AE-MB4. Contrary to this expectation,

we found that EN is unable to persist as large aggregates in the gut (Fig 3.2D).

Instead, the population consists of a large fraction of individual cells and some

small clusters with a mean planktonic fraction of 0.7 ± 0.3 (Fig 3.2F,G), similar to

that observed in the di-association experiments. The remaining clusters of EN in

these experiments are often fragmented and sparse, unlike the dense aggregates of

EN seen in other experiments.

Through time series imaging of EN-colonized fish starting 6 hrs after invasion

with AE-MB4, we observed striking, rapid fragmentation of large EN aggregates

into individual cells and small clusters within timescales of hours (Fig 3.3A,B).

Such disintegration has not been observed in mono-association or di-association

with AE and thus we attribute it to the presence of AE-MB4. The planktonic EN

showed little motility. Analyzing the rate of change of isolated sub-populations

identified in images as planktonic and aggregated after fragmentation of the EN

aggregate, we found the growth rate (r) of individual cells (r = 0.24 ± 0.11 hr−1,

mean ± std. dev. for N=3 fish) to be approximately three times lower than that of

clusters (r = 0.66 ± 0.23 hr−1 for N=4 fish) (Fig 3.3C). This was calculated from

exponential fits of the abundance over time after identification of bacterial clusters

and individuals in consecutive 3D images (Methods). This measurement takes

into consideration regions where there is only growth, not influx or expulsion. The
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large planktonic fraction together with the lower r of the planktonic relative to the

aggregated form implies a reduced ability of EN to persist in the gut following AE-

MB4 invasion. The growth rate of AE-MB4 in the invasion experiments (r = 0.76

± 0.04 hr−1 for N=3 fish) was found to be higher than that of EN, consistent with

the expectation that a fast growing species outcompetes a slow growing species.

To better understand the implications of a high planktonic fraction of usually

aggregated EN in the gut, we simulated the dynamics of clusters in the zebrafish

intestine undergoing four key processes, growth, aggregation, fragmentation

and expulsion. Simulation of these processes has been shown to reproduce

characteristic features of cluster size distributions observed in experimental data

[92].

A detailed description of the stochastic model and its parameters is

provided in Methods. In brief, growth of each cluster is logistic and the total

abundance (sum of all clusters) is bound by a carrying capacity, K, equal to the

mono-association abundance of the species and growth rates of individuals and

clusters (rpl and ragg) being the experimentally measured parameters (Fig 3.3C).

Aggregation or the combining of two clusters of size n, m to form a single

cluster(n+m) occurs at an aggregation rate α nm = α (n*m)1/3 where the exponent

1/3 signifies collision likelihood proportional to cluster diameter. The value of α is

fixed at log10(α) = −2.5. Similar to aggregation, a cluster of size n undergoes size-

dependent fragmentation of single cells at a rate β = (n)2/3, corresponding to the

breakup of a single cell from a cluster of size n with the 2/3 exponent reflecting

that only cells on the surface have a likelihood of breaking up from the cluster. β

is varied from 0.02 hr−1 to 1 hr−1 in steps of 0.025 hr−1. For a cluster of size 1000,

this range implies 2-100 cells fragmenting per hour. Size-independent expulsion of
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aggregated clusters is fixed at a rate corroborated by previous studies, λagg=0.1

hr−1 while the expulsion rate of planktonic cells is varied logarithmically between λ

pl = 0.025 and 10 hr−1.

We combine these processes in a stochastic simulation, with one of

fragmentation, aggregation or expulsion reactions occurring at a given time

step determined by the rates for each reaction computed for each cluster at the

given time step. First, the simulation is run to determine the steady state mono-

association cluster distribution for fixed α, β and λ after 24 hrs. After generating

this initial EN distribution, we simulate the AE-MB4 invasion of EN aggregates

by varying β. We run this for the full range of parameter values of λpl stated

earlier. Averaging total abundance from 500 replicates for each pair of parameters

of expulsion rate ratio
λpl

λagg
and fragmentation rate β we obtain the abundance

phase diagram shown in (Fig 3.3D). When λpl < λagg , we find that abundance

corresponds to the mono-association value, irrespective of changing fragmentation

rates. For λpl > λagg, the abundance corresponds to our experimentally observed

abundance values for an expulsion rate 0.13 hr−1 < λpl < 2.5 hr−1 with the overlap

more distinct in the high fragmentation regime. This is physically plausible as non-

motile cells undergo a more constant efflux in the intestine, being more susceptible

to flows compared to large aggregates that are removed in mass-expulsion events,

also observed experimentally. This suggests that the properties of planktonic non-

motile EN, with its reduced growth rate and its increased susceptibility to being

expelled from the gut, can explain the low experimentally observed values of EN

abundance.
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FIGURE 3.3. (A) Maximum intensity projections of the midgut region from a
time series showing an aggregate of EN that fragments following invasion by AE-
MB4. Times indicate hours post-invasion. Dotted curves roughly indicate the gut
boundary. Bar : 50 µm. (B) The planktonic fraction of the EN population over
time for 3 fish measured starting 6 hrs. after invasion by AE-MB4.(C) The number
of cells normalized by the initial value over time for aggregated (blue, dotted) and
planktonic (teal, solid) EN populations after invasion by AE-MB4. For aggregated
populations, each dataset depicts the growth of a single cluster of EN in a distinct
fish (N=4). For planktonic populations, each dataset corresponds to a region
comprising only planktonic cells in a distinct fish (N=3). The black curves indicate
the mean growth rates: m = 0.66 ± 0.23 hr−1 and 0.24 ± 0.11 hr−1 for aggregated
and planktonic cells, respectively. (D) Simulated abundance of EN as a function of

the ratio of the expulsion rates for planktonic to aggregated populations (
λpl

λagg
) and

the fragmentation rate β (hr−1). Experimentally measured parameters were used
for the growth rates of aggregated (ragg) and planktonic (rpl) EN clusters (shown
in C). The shaded region corresponds to the experimentally measured abundance
(log10(abundance) = 2.0 ± 0.9). See the Methods section for details.(E) Brightfield
image of EN-AE-MB4 co-aggregates in 0.4 % GlcNAc solution. Scale bar: 1mm.
(ii) Single plane of a 3D image showing co-aggregated populations of AE-MB4
(magenta), EN (green) and overlapping populations (white) in 0.4 % GlcNAc.
Scale bar: 10µm.
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We study the aggregation of EN in the presence of AE-MB4 also in in vitro

experiments, comprising 0.4 % GlcNAc solution, a medium in which AE-MB4

resists aggregation (Fig A.7). Strikingly, in co-culture experiments of AE-MB4 and

EN in the same medium, AE-MB4 readily co-aggregates with EN and we observe

large clusters comprising both species Fig. 3.3E. These observations show that in

vivo interaction dynamics and outcome are markedly different from those in vitro.

3.2.3. The Aeromonas-MB4 isolate displaces the closely related

parental AE strain

To test whether the strong competition effects and dynamics observed are

specific to EN and to examine how other gut bacterial species may be impacted

by AE-MB4, we studied AE-MB4’s interactions with the parental zebrafish isolate

AE strain. We examined intra-species interactions by inoculating, as in previous

experiments, initially germ-free zebrafish with fluorescently labeled AE at 5 dpf

and challenging by introduction of either AE-MB4 or differently-labeled AE 24

hours later. The abundance of AE after invasion by AE-MB4 (log10(abundance) =

2.8 ± 0.5) drops by over an order of magnitude compared to its mono-association

value (log10(abundance) = 4.2 ± 0.4). Comparing the probabilities of finding AE

cells in different sized clusters when invaded by itself versus when invaded with the

planktonic AE-MB4, we discovered an absence of very large clusters (n = 104) in

the presence of AE-MB4 (Fig 3.4), suggesting that the AE-MB4 isolate impacts

the parental bacteria’s ability to either form or maintain dense aggregates. The

dynamics of interactions differ, in that we observe no dissociation of AE aggregates

and instead expulsion of large AE clusters with often only small clumps persisting.
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FIGURE 3.4. (A & B) Maximum intensity projections from zebrafish initially
colonized by AE (orange), invaded 24 hrs. later by (A) differently labeled but
otherwise isogenic AE (blue) (B) AE-MB4 (magenta). Images (A) and (B) were
taken approximately 24 hrs. post-invasion. Dotted curves roughly indicate the
gut boundary. Bar: 100µm. Inset to (A): a bacterial aggregate comprising both
populations of AE (white overlapping regions). (C) Cluster probabilities as in
Fig. 3.1E for AE (orange) when (i) invaded by others of the same strain (AE)
and (ii) invaded by AE-MB4, both after 24 hrs. Circles and error bars indicate
the mean and uncertainties. Data are from N = 8 and 10 fish for (i) and (ii),
respectively.

3.2.4. Multi-species communities dampen strong AE-MB4-EN

interactions

We next studied the interactions of EN and AE-MB4 in the presence of

additional species, using a set of zebrafish commensal bacteria whose interactions

have previously been characterized [159]. The additional gut community

members comprised Plesiomonas ZOR0011 (referred to as PL), Acinetobacter

ZOR0008 (AC), Pseudomonas (ZWU0006) (PS), and Aeromonas (AE). First,

we co-inoculated four species (EN, AC, PL and PS) at 5 dpf and observed high
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abundances and large populations of aggregated EN (Fig 3.5A) in the midgut

region of the intestine, resembling its mono-association form (Fig 3.2A, E, G),

suggesting that these species have little effect on Enterobacter’s spatial structure.

Then we examined the impact of AE-MB4 when also co-inoculated along with

the other four species and found that on average populations of EN were more

planktonic (planktonic fraction = 0.7 ± 0.2), (Fig 3.5B), as in the di-association

experiments. We also noted frequent extinction of EN, with approximately 1/3

of the fish showing no trace of EN. Overall, however, EN abundance was slightly

higher (log10(abundance) = 2.8 ± 0.5) than in the di-association experiments

(log10(abundance) = 2.3 ± 0.7) (Fig 3.5E,G). This suggested that the negative

AE-MB4 interaction effects are still present but relatively weaker in these five

species co-inoculation experiments. The abundance data (Fig 3.5E) includes fish

in which all species inoculated in the experiment were detected and all species

excluding PL were detected. PL generally showed rare colonization across all

datasets.
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FIGURE 3.5. Maximum intensity projections of a larval zebrafish gut showing
the spatial distribution of (A) EN (green) in the presence of four other commensal
gut bacterial species forming large aggregates in the intestine (B) EN (green)
in the five-species co-inoculation experiment (including AE-MB4 (magenta))
has smaller fragmented clusters and many single cells (C) EN (green) in the
experiment when five species (including AE) are invaded by AE-MB4 (magenta)
where EN forms larger clusters with some single cells and AE-MB4 populations
show some aggregation. The dotted curve roughly defines the gut wall. Bar:100µm
(D) Mean normalized intensity profiles measured along the anterior-posterior
axis showing the spatial distribution of EN (green) and AE-MB4 (magenta)
along the intestine when (i) EN is invaded by AE-MB4 and (ii) all five species
are invaded by AE-MB4 showing large aggregates of EN persist in the midgut.
The circular markers indicate the center of mass. Data are from N = 13 and 11
fish for (i) and (ii) respectively. (E) Twin axis plot showing the abundance of
EN (left axis) in log10(CFUs/gut + 1) and extinction fraction (right axis) when
in mono-association, in di-association with AE-MB4, invaded by AE-MB4, in
the four-species co-inoculation experiment, in the five species co-inoculation
experiment (including AE-MB4), in the five species co-inoculation experiment
(including AE) invaded by AE-MB4. Abundances from individual fish are depicted
with green circular markers. Mean and standard deviation for abundance and
extinction fraction of EN are shown with black circular and blue line markers
respectively. N (from left to right) = 15, 36, 23, 21,11, 87, 19 fish. (F) The
planktonic fraction per fish for EN when invaded by AE-MB4, in the four–species
co-inoculation experiment, in the five-species co-inoculation experiment (including
AE-MB4) and when the five-species (including AE) are invaded by AE-MB4.
Black markers indicate the mean and standard deviation. N (from left to right)
= [12, 5, 2, 14] fish. (G) The probability of being in an n-cell cluster of EN when
(i) invaded by AE-MB4 (ii) in the four-species co-inoculation experiment (iii) in
the five-species co-inoculation experiment (including AE-MB4) (iv) in the five-
species co-inoculation experiment (including AE) invaded by AE-MB4. Mean and
uncertainties determined from jack-knife resampling are shown with black markers.
N (top to bottom) = [12, 5, 2, 14] fish.
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To determine whether these interactions persist in spite of priority effects,

we performed invasion experiments with fish co-inoculated with all five species

(AC, AE, EN, PL and PS), similar to mono-association EN experiments. We

first studied the abundance distribution of EN in the control experiment, when

no invader was introduced. We found that EN is more likely to be aggregated in

these fish, resembling its typical structure with mean abundance in these fish =

103.0±0.8 (Fig 3.5E).

On challenging this multi-species community with AE-MB4, we found

strikingly different results from that of the mono-association invasion. Large

aggregates of EN were able to persist in the presence of other species and the

mean planktonic fraction of EN (0.2 ± 0.3) was lower than in the mono-association

invasion experiments (0.7 ± 0.3) (Fig 3.5 D,C and F). The likelihood of a cell

being in clusters of size n > 103 goes up from 67% in the mono-association invasion

experiment to 97% in the multi-species challenge experiments (Fig 3.5G), while

the planktonic probability is reduced from 25% to 2%. In time series experiments

observing the dynamics of EN aggregates in the presence of other species, large

aggregates of EN either resist breakup or undergo slower fragmentation relative

to the fast timescales observed in single species mono-association invasion

experiments. Together, all of these observations suggest that having a diverse and

stable pre-existing community can inhibit strong interaction effects due to the

invader.

To quantify the strength of interactions in different contexts, we calculated

an interaction coefficient metric measuring the interaction effect of species j on

species i and defined as follows as in [159]:
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C1−2
ij =

⟨log10 P I
i ⟩ − log10 P

II
i

log10 P
II
j

(3.1)

Here, P I
i is the mono-association abundance of species i, P II

i and P II
j are the

abundances of species i and j in di-association. This follows from a competitive

Lotka-Volterra model using log-transformed abundances in place of absolute

abundance, described in detail in [159].

One can extend this interaction coefficient to quantify the effect of a single

species j on another species i in the five species experiments:

C4−5
ij =

log10 P
IV
i − log10 P

V
i

log10 P
V
j

(3.2)

These equations can be applied to the invasion experiments where P II
i and

P II
j are replaced by the abundances of species i and j in the invasion experiments.

Similarly, Eq.3.2 translated to the five species invasion case can be written as:

C5−6
ij =

log10 P
V
i − log10 P

V I
i

log10 P
V I
j

(3.3)

Where P V
i is the abundance of species i in the five species (AC, AE, EN,

PL and PS) co-inoculation experiment, P V I
i is the population of i post-invasion

with species j and P V I
j is the abundance of the invader j. Using equations Eq. 3.1,

3.2 and 3.3, with the experimental abundance data, we can extract the mean and

uncertainty of the interaction coefficients for various experiments. We measured

the interaction coefficients in the di-association and invasion experiments to be

similar with C1−2
ij = −0.64 ± 0.03 for the di-association and −0.65 ± 0.03 for the

invasion experiments. These signify strong negative interactions with populations

of EN dropping by two orders of magnitude relative to mono-association. In the 5
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species co-inoculation experiments with AE-MB4, we found C4−5
ij = −0.11 ± 0.10,

significantly weaker than C1−2
ij for di-association. For the invasion experiments

we found the magnitude of interactions to be zero within uncertainties C5−6
ij =

−0.02 ± 0.06. These coefficients affirm implications of previous work that higher

order interactions dampen strong pairwise effects and promote co-existence in a

diverse community.

To further examine the nature of interactions in a multi-species context

and how other species are impacted in the presence of AE-MB4, we returned

to characterizing the effects of AE-MB4 on the parental AE strain. In mono-

association, challenged by AE-MB4, AE was unable to persist in clusters of n

≥ 104 cells with no likelihood of being in such clusters (Fig 3.4C (ii)). When

additional species are present, we see large aggregated populations of AE in the

midgut and cells are 53% likely to be found in aggregates of size ≥ 104 cells

(Fig 3.6A, B, C). As with EN, greater gut community diversity counteracts

the changes induced by the AE-MB4 isolate. Surprisingly, we also found

that AE-MB4, highly planktonic on its own, forms aggregates in the invasion

experiment with other species present, also altering its localization in the intestine

((Fig 3.6B(ii)D).
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FIGURE 3.6. (A) Maximum intensity projection of a larval zebrafish gut showing
a large cluster of AE (orange) after invasion by AE-MB4 (magenta) in the presence
of the other four species. Small clumps of AE-MB4 are interspersed in the AE
clusters. Bar: 100µm (B) Mean normalized intensity profiles measured along the
anterior-posterior axis showing the spatial distribution of AE (orange) and AE-
MB4 (magenta) along the intestine when (i) AE and (ii) all five species (including
AE) are invaded by AE-MB4. The circular marker indicates the center of mass.
Data for (i) and (ii) are from N = 10 and 11 fish respectively.(C) The probability
of being in an n-cell cluster for AE when (i) invaded by AE-MB4 (ii) invaded
by AE-MB4 in the presence of the other four species. The mean and standard
deviation are indicated with circular markers. The x tick marks indicate the
bin intervals i.e. the bar between the tick marks 0 and 100 corresponds to the
probability of being in a cluster within (0-1]. Data are from N = 10 and 14 fish for
(i) and (ii) respectively. (D) The probabilities (as in C) for AE-MB4 (i) in mono-
association (ii) after invading the five species. The mean and standard deviation
are indicated with circular markers. N = 8 and 11 fish for (i) and (ii) respectively.

3.3. Discussion

We report an unexpected mechanism of interactions among gut bacterial

species: induced disaggregation. Specifically, in our experiments, the presence of

a non-aggregating strain disrupts a different, normally aggregated, commensal
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species, lowering its abundance and growth rate and altering its spatial

structure in the intestine. Although the AE-MB4 isolate has reduced spatial

overlap with EN than the parental strain, we find that this does not attenuate

competition, defying the simple expectation that species with different localization

characteristics are likely to have weaker interactions.

The molecular mechanism of the observed disaggregation is currently

unknown. As described in detail elsewhere [163], the Aeromonas-MB4 isolate

investigated here was derived by directed evolution in media rich in N-

Acetylglucosamine (GlcNAc), a sugar prevalent in intestinal mucus [164–167].

Aeromonas is normally highly aggregated in the zebrafish gut, with clusters likely

held together by extracellular polysaccharides and proteins as is typical for biofilms

and other microbial aggregates. It is therefore plausible that in the AE-MB4

isolate, intestinal cues that inhibit production of polysaccharide-digesting enzymes

are ignored, and these enzymes act broadly to degrade the extracellular matrix of

Enterobacter. Testing this hypothesis requires considerable further study and could

benefit from experimental assays such as using microfluidics to identify physical

and chemical conditions in which dissociation occurs and perhaps the role of

geometry of the gut in mediating this competition. Similar phenomena, however,

have been reported in non-intestinal contexts. For example, Streptococcus pyogenes

secretes a protease that disrupts Staphylococcus aureus biofilms [168], the algae C.

reinhardtii can inhibit aggregation of Escherichia coli [66], and mucus enhances in

vitro biofilm formation by Escherichia coli [169] Given the observed co-aggregation

of both Aeromonas and Enterobacter, it is likely that both species share cues and

the disruption of aggregation of one, may directly interfere with aggregation of the

other. Universal cues for inter-species bacterial communication such as AI-2 have
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been known to promote formation of mixed species biofilms [170, 171]. A study

has found that the suppression of AI-2 expression in one of the species in a dual-

species biofilm results in sparse co-aggregation and decreased biomass [172].

The Aeromonas/Enterobacter interactions we observe in the zebrafish gut

differ strikingly from interactions observed in vitro. In minimal media with 0.4%

GlcNaC, we find co-aggregates of AE-MB4 and EN (Fig 3.2E), with intermingling

of the species at the scale of single cells, a morphology never seen in the gut. The

dissimilarity is not surprising, as both the chemical and physical environment

of the intestine differ from that of a media-filled petri dish, but it highlights the

challenges of inferring in vivo behavior from in vitro assays.

The disaggregation and low abundance induced in Enterobacter by

Aeromonas-MB4 in pairwise competition in the zebrafish gut are attenuated

in the presence of additional bacterial species. The ability of such higher

order interactions to stabilize diverse communities has been noted in many

contexts [70, 71, 73, 159], and the observations described here suggest that

maintenance of spatial structure is a means by which multi-species coexistence

is manifested. It is not currently clear whether this maintenance is facilitated

by the biochemical activity of specific members of the community or by more

complex spatial organization of species that may emerge. Studies involving labeled

subsets of these species, or mutants derived with different aggregation traits, will

illuminate the mechanism.

We also note the role of priority effects in determining community

composition. It is known that early gut microbiome composition in humans

influences whether a new colonizer can establish itself [38]. Studies have linked

a diverse and healthy gut microbiome to colonization resistance [173], for example
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from invasion by the pathogen Clostridioides difficile [174, 175]. In the larval

zebrafish, we find that in the presence of a diverse pre-existing community,

AE-MB4 interactions with EN and AE are significantly weaker than when all

species are inoculated simultaneously. Imaging reveals the spatial signatures

that distinguish the outcomes of co-inoculation and invasion: AE-MB4 is more

planktonic and less aggregated in the former than the latter, and EN maintains

its aggregated phenotype with little fragmentation in invasion but not in co-

inoculation studies.

The presence of gut bacterial aggregates [51, 89, 91, 92] and their

importance to phenomena such as antibiotic response [53] and resistance to

intestinal contractions [52] have been deduced in past work involving live imaging

in larval zebrafish. This model system enables exploration of the community-level

consequences of altered aggregation of a commensal bacterial species, lending

insight into biophysical and biochemical mechanisms that may be at play more

broadly, for example in the human gut. We suggest that bacterial manipulation

of aggregation state, both their own state and the state of other species, may be a

common feature of gut microbiome dynamics.

Moreover, controlled disruption of bacterial aggregates could have

therapeutic applications. An engineered disruptor, we speculate, could be

introduced to the human gut to displace resident, aggregated microbes, facilitating

their replacement by transplanted or otherwise intentionally provided strains.

Reaching this end will require a more thorough understanding of inter-species

modulation of physical structure.
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3.4. Materials and Methods

3.4.1. Animal Care

All experiments with zebrafish were performed in accordance with protocols

approved by the University of Oregon Institutional Animal Care and Use

Committee and by following standard protocols [147]

3.4.2. Gnotobiology

Wild-type (AB X TU line) larval zebrafish (Danio rerio) were derived using

protocols described in [47]. The larvae at 0 dpf are washed with antibiotic, bleach

and iodine solutions and then moved to tissue culture flasks containing sterile

embryo medium solution at a density of approximately 1mL/larva. The flasks are

stored in a temperature-controlled room maintained at 28C.

3.4.3. Bacterial strains

Zebrafish gut isolates were previously tagged with green fluorescent

protein (GFP) and dTomato [50]. The various isolates used for this study are

textitAeromonas sp. (ZOR0001), Enterobacter sp. (ZOR0014), Plesiomonas sp.

(ZOR0011) Pseudomonas mendocina (ZWU0006) and Acinetobacter calcoaceticus

(ZOR0008). Aeromonas-MB4 strain (JS168), an isolate of Aeromonas strain

(ZOR0001) was generated through a guided evolution experiment described in

[163]. All bacterial stocks were made in 25% glycerol and maintained at -80◦C.
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3.4.4. Inoculation of tissue culture flasks

The bacteria from frozen stocks were grown in lysogeny broth (LB medium)

and shaken overnight for approximately 16 hrs in a temperature controlled room at

30◦C. 1mL of the overnight culture was washed twice by centrifuging at 7000g for

2 min and replacing the supernatant with fresh sterile embryo medium each time.

For mono-association and co-inoculation experiments, the species were inoculated

in fish at 5dpf and for the challenge experiments, the first species was inoculated

at 5dpf and the second species is inoculated approximately 24 hrs after, at 6 dpf

such that the flask water concentration of species is approximately 106 CFUs/mL.

3.4.5. Gut dissections and plating

We determined the abundances of bacterial species in the competition

experiments by dissecting and plating the intestine. At 7dpf, zebrafish were

euthanized via hypothermic shock, following which gut dissections were done to

isolate intestinal contents. The intestine was placed in 500µL of sterile embryo

medium and homogenized by blending with 0.5mm zirconium oxide beads.

Dilutions of 10−1 and 10−2 were prepared and 100µ L of these solutions were

spread on tryptic soy agar plates. For experiments with zebrafish inoculated with

> 2 species, guts were plated on Universal HiChrome agar (Sigma Aldrich) to

distinguish species based on a colorimetric indicator. The CFUs on the plates were

counted to ascertain the abundances of the inoculated bacterial species.

3.4.6. Live Imaging using light sheet fluorescence microscopy.

3D imaging of the larval zebrafish gut was done on a home-built setup

described in [89]. The larvae were anesthetized with MS-222 (Syndel) and mounted
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in 0.6% agarose gel in glass capillaries. Each capillary is inserted into an imaging

chamber containing sterile embryo medium and MS-222 at a concentration of

20µL/mL of embryo medium. Once mounted, the fish were extruded from the

capillaries. Lasers at 488nm and 568nm were used to excite GFP and dTomato

bacteria respectively. Image acquisition involves translating the specimen in z-

steps of 1 micron to capture the entire volume of the zebrafish gut. For time series

experiments, imaging was done overnight at intervals of 20 or 30 minutes. Each

acquired image comprises 2-4 regions that are stitched together using software.

After imaging, the fish were euthanized by placing in an MS-222 solution of

40µL/mL of sterile embryo medium.

3.4.7. In vitro aggregation assay

AE and EN bacterial cultures were grown over night with shaking at

30◦C, normalized to OD600=5.0, then washed 2X in equal volume buffer (sterile

embryo medium). Normalized AE and EN cell suspensions were then back diluted

1:10 into 12-well plates containing buffer supplemented with 0.4% GlcNAc and

incubated for approximately 6 hours with gentle rotation (115 RPM) at 30◦C to

allow co-aggregate formation.

3.4.8. Simulation

The model of bacterial cluster dynamics applied to EN is based on earlier

work investigating bacterial cluster size distributions in the zebrafish gut [92].

We combine four kinetic processes – growth, aggregation, fragmentation, and

expulsion – in a stochastic model simulated with a Gillespie algorithm. Growth

is deterministic and occurs at every time step while aggregation, fragmentation
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and expulsion are stochastic. Each process is described by a kernel with specific

rate parameters described below.

Growth: We model growth of each cluster as deterministic and following a

simple logistic growth curve, with the total abundance of all clusters barred

from exceeding an overall carrying capacity. The carrying capacity was fixed

at 104 cells, approximately the mono-association abundance of EN. We use

experimentally measured values of the growth rate for both forms of EN, with

rpl = 0.24 hr−1 for planktonic cells (i.e. clusters of size n = 1) and ragg = 0.66 hr−1

for clusters (n ≥ 2). Growth occurs at every time step with dt being drawn from

an exponential distribution with rate governed by the total overall reaction rate.

Aggregation: Aggregation involves a reaction of two clusters of sizes n and

m combining to form a cluster of size n + m. Aggregation is taken to be size

dependent with the rate of clusters n, m coming together given by:

Kagg = α(n ∗m)1/3 (3.4)

where 1/3 indicates that the collision of clusters is dependent on the cluster

diameter and α = 10−2.5 hr−1. The clusters are randomly grouped in pairs at

every time step and the rate of each aggregation reaction is computed.

Fragmentation: Fragmentation or breakup of a single cell from a cluster of size n

occurs at a size dependent rate-

Kfrag = β(n)2/3 (3.5)
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where 2/3 represents the surface area dependence, i.e. cells only on the surface

of clusters can fragment. A value of 0.1 hr−1 corresponds to 10 cells fragmenting

every hour from a cluster of size 1000.

Expulsion: The expulsion process involves removal of clusters from the intestine.

Prior experimental work established that expulsion occurs on average every 10-

12 hours, so the expulsion rate set to λagg = 0.1 hr−1 [51]. The expulsion rate of

non-motile individuals occurs at a rate λpl. The expulsion ratio (
λpl

λagg
) is varied

logarithmically with
λpl

λagg
∈ [0.25, 100] .

Mono-association simulation: We first generate the initial mono-association

cluster configuration for EN. Here, we keep β fixed at β = 0.01 hr−1, since in

mono-association we see rare fragmentation of EN and log10(α) = −2.5. The

expulsion rates are λpl = λagg = 0.1 hr−1. Growth of individuals and clusters

occurs at rates rpl = 0.24 hr−1 and ragg = 0.66 hr−1.

At a given time step, the rates of aggregation, fragmentation and expulsion

for all possible cluster reactions are computed. The total reaction rate i.e. the sum

of all rates determines the jump interval (dt) when the next reaction occurs. At

a given time step, only one cluster reaction is randomly chosen, weighted by the

rate. The chosen reaction is executed, following which (λpldt ) individual cells are

expelled. (Expulsion of individuals is treated deterministically, for computational

speed; note that there are large numbers of individuals, so stochasticity is unlikely

to be important.) Before proceeding to the next time step, all clusters undergo

growth as described previously.

The simulation is carried out until T = 24 hrs, the time at which the EN

population is invaded by the mutant AE-MB4 species. The configurations with
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large (n > 1000) clusters are saved as the initial configuration for the invasion

simulation.

Invasion simulation: We simulate for different parameters of β ∈ [0.02, 1]

hr−1 in steps of df=0.02 hr−1 and
λpl

λagg
∈ [0.25, 100]. Within a simulation run,

we choose
λpl

λagg
and start with the mono-association cluster size distribution. We

evolve this distribution until T = 24 hrs (usually when the invasion abundance

data is collected). All the processes i.e. growth, fragmentation, expulsion and

aggregation are simulated exactly as in generating the initial cluster configuration.

The total abundance along with final cluster sizes after 24 hrs are saved. The

mean abundance from 500 fish for the full range of parameters of fragmentation

rate and expulsion ratio are plotted in Fig 3.3D.

3.4.9. Image analysis

Identification of single cells and clusters in 3D images

Identification of single bacterial cells was done using a combination of

machine learning and semi-automated approaches. A convolutional neural network

previously trained on 3D images of single bacteria is used to classify potential

objects as bacteria or noise blobs [109]. The same network architecture was

used and the algorithm was trained on labeled datasets of AE-MB4 and EN cells.

Identification of potential bacteria objects in voxels of size (30x30x10) pixels was

done by using a local maxima finding algorithm in 2D and stitched in 3D. These

potential objects were classified by the network and the classified output was

curated manually.

For aggregate segmentation, the zebrafish gut was first segmented in 2D

using the U-net algorithm which was previously trained on a hand-labeled dataset
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of zebrafish gut images [110]. After segmentation of the gut, bacterial clusters

within the gut were segmented by applying a background threshold for each image

of the z-stack for segmentation of bacterial aggregates. The total number of cells

in an aggregate is determined by dividing the total fluorescence intensity from the

segmented object by the median intensity of individuals in the image.

Once the net population in single cells and aggregates was ascertained, these

were used to calculate the planktonic fraction, a ratio of the number of individuals

to total abundance. To measure the cumulative cluster size distributions, p(n)

and cluster size histograms depicting probabilities of finding a cell in an n-celled

cluster, we performed a jackknife resampling on the dataset for each experiment

to ascertain the mean and uncertainty in our measurements. The distributions

shown in Fig 3.1 F reflect pooled distributions with all clusters from all fish in an

experiment.

Normalized intensity profiles

After segmentation of the gut using U-net, we defined markers for the

foremost point in the anterior in a 3D image. After applying a single background

threshold for each 3D image, we computed the total intensity in this thresholded

region along the intestinal axis. The normalized intensity profile over several fish is

averaged and shown in Fig 3.1D, 3.5D and 3.6B.

Growth rate measurement

To measure growth rates, we select consecutive 3D scans from fish, wherein

aggregated or planktonic populations of bacteria are undisturbed and there

is no influx or efflux of bacteria from fragmentation or expulsion respectively.
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We identify single cells and clumps using the image analysis pipeline described

previously. An exponential fit to the abundance of single cells or clusters over time

was used to determine the growth rate of cells and clusters respectively. The mean

and the standard deviation from several fish are reported in Results. .
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CHAPTER IV

IMMUNE RESPONSE FOR DIFFERENT BACTERIAL SPECIES

4.1. Background

Plenty of evidence exists that the microbial residents within our intestines

interact with the immune system [176–178]. These interactions are crucial for

maintaining intestinal homeostasis. The immune system walks a fine line between

tolerating commensal microbiota and sensing and eliminating pathogens [178].

Which biophysical and biochemical features of bacteria may be interpreted by the

immune system in its decision-making, need further investigation.

There are different types of immune cells that cooperate to defend us from

pathogens. The innate immune system is the body’s fast, nonspecific defense

mechanism comprising an army of different cell types, namely macrophages,

monocytes, dendritic cells, neutrophils, eosinophils. We also have a more specific

and sophisticated immune response triggered by components of the adaptive

immune system, T cells and B cells. We focus here on innate immune responses,

in particular the cytokine TNFα. The adaptive immune response of zebrafish is

not activated until approximately 3 weeks into their development, beyond the age

examined in our studies [179].

Immune cells communicate using compounds called cytokines that may be

pro-inflammatory or anti-inflammatory in nature. Innate immune cells such as

macrophages secrete tumor necrosis factor alpha (TNFα), a proinflammatory

cytokine. This signaling mechanism has been found to play a role in maintaining
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intestinal homeostasis by stimulating cell-proliferation as well as triggering cell-

death or apoptosis [180].

In previous work specific to zebrafish, immune responses to several different

commensal species have been characterized [90, 101]. In both studies, the highly

motile Vibrio ZWU0020 strain is observed to cause increased inflammation,

showing an influx of neutrophil cells and an almost two orders of magnitude

increased activity of TNFα when compared to germ-free hosts [90, 101].

Interestingly in [90], a bacterial mutant deficient in motility induced a TNFα

response that was comparable to germ-free levels.

These studies of inflammation and bacterial species reveal that the spatial

organization of bacteria impacts their interactions with the immune system. In

this chapter, I focus on characterizing the inflammation response in the form of

TNFα expression and immune-bacteria co-localization in the form of macrophage

localization for a few different commensal bacterial strains. In particular, I focus

on two different bacterial species Aeromonas (AE) and a strain derived from AE

that is resistant to GlcNAc mediated aggregation in the gut, Aeromonas-MB4

(AE-MB4), also used in the studies described in Chapter III. Simultaneous studies

of bacteria and host inflammation in live animals are challenging to perform in

different animal models. The zebrafish model system is well-suited for this aspect

and allows for recording time-varying immune responses with bacterial dynamics.

A specific transgenic line of zebrafish with a fluorescent reporter for TNFα

expression was used in these studies (Tg(tnfa:gfp)) [181]. A different transgenic

line with a fluorescent reporter for macrophages Tg(mpeg1:mCherry) was used to

track macrophages [182]. A cross between these two transgenic lines Tg(tnfa:gfp)
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x Tg(mpeg1:mCherry) was often used to conduct experiments for concurrently

tracking TNFα expression and macrophage dynamics.

4.2. TNFα response of bacterial strains.

The transgenic fish were derived germ-free as described in Ch. II and III.

Culturing of bacteria and inoculations were also done as described in Ch. II and

II. The strains that were used to assess the TNFα response were Aeromonas

01 (ZOR0001) (AE), Aeromonas-MB4 (AE-MB4), and Enterobacter (ZOR0004)

(EN). Di-associations were also performed with AE and EN, AE-MB4 and

EN. TNFα reporter activity was assessed at 7dpf using light sheet fluorescence

microscopy as described in Ch. I and III. For mono-association experiments all

dTomato strains were used and excited with a 568nm laser, while for the di-

association experiments GFP EN was inoculated along with dTomato AE and

AE-MB4. Exemplar images of the spatial distribution and TNFα expression for

different strains are shown in Fig. 4.1.

To measure the number of TNFα activated cells, I segmented cells from the

images by selecting a user-specified background value for each 3D image. Note

that this approach did lose some dim TNFα cells that are likely in a transitory

state and a more fine-tuned approach would be necessary if those cells needed to

be quantified as well. The numbers of segmented cells for each experiment are

plotted in Fig. 4.1. For fish colonized with AE-MB4, either in mono-association or

di-association with EN, the number of TNFα positive cells is seen to be 3 times

as high as the germ-free condition. In fish colonized with AE and EN strains that

form large aggregates in the mid-gut as described in Ch. III, TNFα activity is
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FIGURE 4.1. Exemplar maximum intensity projections of TNFα reporter activity
(green) and bacterial spatial distribution (magenta) for (A) AE colonized (B) EN
colonized (C) AE-MB4 colonized (D) germ-free tnfa:gfp transgenic fish. (E) and
(F) are maximum intensity projections from fish co-inoculated with AE(magenta)
EN (green) and AE-MB4(magenta) and EN (green). The TNFα reporter activity
and macrophages (only E) are shown in green and magenta respectively. Scale
bar: 50µ m (E) The total number of TNFα+ cells in germ-free fish, fish mono-
associated with AE, AE-MB4, EN, co-colonized by EN and AE-MB4, EN and AE.
N (from left to right) =[10, 6, 17,7,12, 10] fish.
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comparable to germ-free fish, suggesting these strains do not produce a strong pro-

inflammatory response.

Interestingly, we also found that the TNFα response in the AE-EN

diassociation was also around 2-3 times higher compared to fish mono-colonized

with AE or EN alone.

Although there seems to be a high degree of variability in TNFα response

for fish colonized with AE-MB4, there are clear patterns of greater inflammation

compared to the response in fish with AE and EN.The differences in spatial

organization of AE and AE-MB4 characterized in Ch II could play a role in AE-

MB4 inflammation as reported with Vibrio species described in [90]. AE-MB4

is deficient in its mucus sensing pathway that results in its altered aggregation

behavior in the gut, which may directly or indirectly be responsible for increased

inflammation. More studies investigating AE-MB4 will illuminate the specific

conditions wherein this bacterial strain can trigger increased inflammation.

4.3. Macrophage bacteria interactions

Using the double transgenic- Tg(tnfa:gfp) x Tg(mpeg1:mCherry), I also

observed specific macrophage localization patterns in fish mono-associated with

AE-MB4 or in di-association with AE-MB4 and EN. We observed several examples

of ‘macrophage swarms’ in the intestinal bulb shown in Fig. 4.2. These swarms are

oftentimes localized adjacent to regions where AE-MB4 cells are localized. In rare

instances, these swarms show TNFα activity [Fig. 4.2]. Many questions regarding

what feature of AE-MB4 triggers such swarm formation and what function

these swarms serve, remain to be answered. Recent work by others has explored

swarms of innate immune cells, for example neutrophil swarms suppressing fungal
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growth [Hopke et al. 2020]. Studies in zebrafish have reported the formation

of granulomas or well-organized macrophage aggregates upon infection with

Schistosoma eggs [183, 184]. Both the TNFα and macrophage observations open

up many more possibilities for deeper exploration.

FIGURE 4.2. Examples of macrophage swarms (large clumps in magenta) from
maximum intensity projections of the gut of different fish that were initially
inoculated with EN and then challenged with AE-MB4 after 24 hrs. The gut
outline is shown in dashed white. A, E and F are from the the midgut regions,
while B, C and D are from the foregut region of the imaged fish. The region in F
shows TNFα+ cells within the macrophage swarm. Scale bar: 50µm
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4.4. Conclusion

Visualizing and quantifying immune system dynamics concurrently with

bacteria can yield many useful insights into host-microbe interactions. I show that

the planktonic species AE-MB4 stimulates increased inflammation compared to

its aggregated parental strain AE by measuring TNFα activity, suggesting that

the single trait of deficient mucus sensing and all its downstream effects can be

sufficient to alter host immune response in the vertebrate intestine. Other recent

work submitted for review also corroborates the increased inflammation seen

with the AE-MB4 strain [163]. Earlier investigations of inflammation with motile

Vibrio species showing similar planktonic behavior and localization in the anterior

region of the intestine may suggest that generic features of spatial structure and

localization of species are determinants of host immune response [90, 101].

Patterns in macrophage spatial dynamics show clustering of macrophages

upon colonization by AE-MB4. In some instances, these clusters are TNFα+

as well. It would be useful to visualize the dynamics of swarm formation and

dissociation in conjunction with bacterial dynamics. Some recent studies

characterize neutrophil migration behaviors in zebrafish, noting pioneer neutrophils

in swarms [185]. Further, what timescales dictate the formation of these swarms

are indicative of the response times of such dendritic cells and other aspects such

as the diffusion of cytokines.

The TNFα response with AE-MB4 translates into di-association experiments

with EN, retaining its proinflammatory capacity with this species. It would be

interesting to study how previously discovered anti-inflammatory zebrafish isolates

such as Shewenella [101] interact with AE-MB4 and whether they can suppress
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TNFα response. Such studies could help gain insight into whether adding select

microbial members can restore TNFα activity to normal levels.

It’s unclear why the combination of AE and EN also produced increased

inflammation, something not observed in AE and EN mono-colonized fish. What

aspects of competition and whether spatial structure changes or altered signaling

cues may be contributing to such responses requires a characterization of this

competition and spatial structure. These immune cell investigations pave the way

for more such studies visualizing and characterizing host immune response in living

organisms.
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CHAPTER V

CONCLUSIONS AND FUTURE WORK

Combining 3D live imaging, zebrafish transgenics, and the genetic tools

developed for commensal bacterial strains has enabled addressing questions

regarding interaction dynamics, physical structure, and immune activation that

would be impossible to study in humans and other model organisms. There are

many directions for future studies that build on insights from this work.

Through mapping interactions between a consortium of five native gut-

bacterial isolates, I found the existence of higher order interactions that weaken

strong competitive interactions and promote coexistence in the zebrafish gut. A

question that arises from this work is how these results translate to communities

of a greater number of species or different sets of species. These questions would

require more thoughtful experimentation, however the fact that these 4-5 species

communities are sufficient to see differences in interaction patterns is telling of the

merits of performing such controlled, tractable studies.

The similarity in abundance distributions of both four and five species

experiments as well as across different species in these experiments is striking

and indicative of species-specific features becoming less apparent in diverse

communities. In addition to this, weak competition in five-species communities

suggests a shift towards a more neutral community, or a community whose

composition is primarily determined by stochastic ecological processes. Studies to

specifically uncover the role of these stochastic processes, such as host colonization

and transmission between hosts will illuminate to what extent these processes

govern composition in complex communities.
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One may also ask, whether the addition of a strong competitor can break

patterns of coexistence in this model community. Using the interactions mapped in

Chapter II, we discovered specific pairs such as Aeromonas-Enterobacter showing

strong competition. This pair, in combination with an Aeromonas isolate (AE-

MB4) evolved by colleagues Jarrod Smith and Karen Guillemin that lacks the

trait of aggregating in a sugar found in intestinal mucus, was used to test how

altered aggregation impacts community structure. Through this study, we found

a novel interaction mechanism, namely, induced dissociation of Enterobacter

aggregates that are prone to intestinal expulsion. The study underscores the

ability of a single species to disrupt community structure and for communities

to restore themselves in the presence of diverse members. More exploration of how

these diverse communities mitigate the dramatic impact AE-MB4 has on two-

species communities would be telling of the possible mechanisms of interactions

underlying the human gut microbiome. My colleague Jarrod Smith has engineered

a genetic switch that converts the bacterial behavior of wild-type Aeromonas from

aggregated to planktonic. Using powerful genetic tools such as these, one can

perturb microbial communities in live fish and visualize community dynamics, an

impossible pursuit in humans or other model systems.

Imaging the spatial structure of multi-species communities has shed insights

into different mechanisms of co-aggregation of bacterial species in vivo vs in vitro.

Along with Jarrod, I observed differences in the structure of bacterial aggregates

of AE and EN in vivo and in vitro. For instance, in vivo, these aggregates were

often conglomerates of smaller single-species clumps rather than homogeneously

distributed cells of both species, suggesting intestinal flow dynamics, especially

mixing of isolated clumps is an important factor in co-aggregate formation.
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In contrast, imaging in vitro aggregates show that the cells of these individual

species are distributed more or less uniformly across the aggregate. More thorough

comparative studies of cluster dynamics in vitro and in vivo can illuminate the role

of the host in facilitating bacterial aggregation.

Along with the characterization of cluster structure, an understanding of

the constituents of these bacterial clusters would reveal the role of possible host-

derived structural components such as mucus in aggregation processes. During

some recent in vivo imaging studies of live fish stained with WGA (wheat germ

agglutinin), a protein that binds to particular sugars, some of which are found in

mucus, Jarrod and I found that bacterial aggregates are often times correlated

with regions found to be rich in mucus sugars. Such staining experiments can

provide details into the composition of these aggregates and perhaps what host

cues drive aggregation.

Finally, designing studies to map host immune responses of various members

and their aggregation properties illuminate what physical and biochemical factors

of microbes are being interpreted by the immune system. Through studies

comparing inflammation in fish colonized by AE and AE-MB4, clear differences

in TNFα response are observed, similar to the observations in [90]. Such

experiments outline the possibility of general spatial structure determinants of

immune response. More studies focussing on different species, their inflammation

dynamics and macrophage activity would help decipher species-specific and generic

characteristics of host-microbe interactions.

Pro-inflammatory bacterial strains such AE-MB4 can be used to address

many other questions in microbiome research. Previous studies to study the effects

of antibiotic exposure on the microbiota discovered that motile bacteria undergo a
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stress response and clump in response to antibiotics [53]. Antibiotics have emerged

as a powerful tool to perturb intestinal communities. How antibiotics differentially

impact species and can alter species interactions and intestinal community

composition remains to be known. Further, studies have shown that after a

treatment of tetracycline, zebrafish show suppressed production of cytokines [186].

Investigations of how the immune system responds to pro-inflammatory species

such as Vibrio and AE-MB4 after antibiotic exposure is unknown, a path that

could yield lots of novel information about antibiotic exposure and the immune

system.

The combination of using zebrafish as a model system, the exciting avenue

of gut microbiome research, novel bacterial engineering approaches, imaging and

quantitative modeling leads to an unending set of possibilities for future studies.

Specifically in the area of biophysics, the intersection of all of these approaches has

the potential to reveal general rules underlying these complex biological systems

that can be of great significance to human health. With increasing interest in gut

microbiome research, the need for more quantitative approaches and models by

physicists to characterize and simplify the complexity in these systems is certain

and will only spur more discoveries about the mysteries of intestinal communities.
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FIGURE A.1. The total bacterial load for different di-association experiments.The
total bacterial load for different di-association experiments, expressed as the mean
and standard deviation of log10 (total CFUs). The values on the diagonal are the
mean load from mono-association experiments.
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FIGURE A.2. Pairwise interaction coefficients for two-species and five-species
experiments using the log-transformed model. The mean pairwise interaction
coefficients CII

ij (A) and CV
ij (B) showing the effect of species j on species i

calculated using the log-transformed abundance model. The standard deviations
are calculated using a subsampling approach described in Methods.
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FIGURE A.3. Pairwise interaction coefficients from in vitro two-species
experiments calculated using the log-transformed abundance model. The matrix
of interaction coefficients showing the mean and standard deviation of CII

ij from in
vitro competition experiments.
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FIGURE A.4. Pairwise interaction coefficients for select α values for two and five-
species experiments using the power law model. Interaction coefficients generated
from the linear absolute abundance model for are compared for the one-to-two
species (left) and four-to-five species (right) experiments. The legend at the
bottom-right shows the species labels for the rows and columns.
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FIGURE A.5. Pairwise interaction coefficients for two and five-species experiments
using a linear model. The mean and standard deviation of the interaction
coefficients for the two species CII

ij and five species CV
ij experiments calculated

using a model linear in absolute species abundance.
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FIGURE A.6. Predicted five species distributions from the linear model. A.
Predicted (blue xs) and measured (brown circles) absolute abundance distributions
for five-species inoculation experiments calculated from the linear model for
pairwise interactions, for each of the five species. The means of the predicted
and measured distributions excluding nulls are shown using bold blue circles
and brown square markers, respectively, with error bars indicating the standard
deviation. The dotted line indicates the experimental detection limit of 25 cells.
The predicted distributions are generated from sampling the interaction coefficient
distributions as described in Methods, while the experimental distributions
comprise abundances from N = 202 fish. B. The observed occurrence frequencies
of each species in five-species experiments plotted against the predicted frequencies
generated from the linear model.
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AE AE-MB4

FIGURE A.7. In vitro biofilm assay for AE (top panel) and AE-MB4 (bottom
panel) in 0.4% GlcNAc solution. AE forms macroscopic aggregates in 0.4%
GlcNAc (top-right) while AE-MB4 (bottom-right) is unable to form biofilms in
the same medium.
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FIGURE A.8. The cumulative cluster size distributions (p(cluster size ≥ n)) for
(i) AE-MB4 (ii) EN (iii) AE and (iv) all three species in mono-association. The
magenta, green and orange curves in (i), (ii) and (iii) are distributions calculated
from clusters found in single fish in each mono-association experiment. The black
curve in (i)-(iii) shows the pooled distribution calculated from clusters found in
all fish. (iv) shows the pooled distribution for each of the species with all three
showing power law behavior with slope m = 0.8 ± 0.1 for AE-MB4 and AE and m
= 0.9 ± 0.2 for EN in the regime n < 102. Data are from N = 6, 7 and 8 fish for
AE, EN and AE-MB4, respectively.

106



Cluster size(n)

P
ro

b
ab

ili
ty

 o
f a

 c
el

l i
n

 a
 c

lu
st

er
 o

f s
iz

e 
n

FIGURE A.9. The probability of finding a cell in an n-cell cluster for AE (orange),
EN (green) and AE-MB4 (magenta) in mono-association. Circles and error bars
indicate the mean and uncertainties, calculated using jack-knife resampling. Tick
marks indicate bin intervals, e.g. the three bars between 0 and 100 correspond to
EN, AE and AE-MB4 probabilities to be in clusters of size n = (0-1]. Data are
from N = 6, 7 and 8 fish for AE, EN and AE-MB4, respectively.

FIGURE A.10. Maximum intensity projection of 3D image of a larval zebrafish
gut colonized with EN (green) at 5dpf and challenged with AE (orange) at 6dpf.
Overlapping populations are in yellow. Bar:100µm
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Crohnâs disease. Scientific Reports, 6(1):35216, October 2016.

[29] N. A. Nagalingam and S. V. Lynch. Role of the Microbiota in Inflammatory
Bowel Diseases. Inflammatory Bowel Diseases, 18(5):968–984, May 2012.

[30] M. Saleh and C. O. Elson. Experimental Inflammatory Bowel Disease: Insights
into the Host-Microbiota Dialog. Immunity, 34(3):293–302, March 2011.

[31] C. Abraham and R. Medzhitov. Interactions Between the Host Innate Immune
System and Microbes in Inflammatory Bowel Disease. Gastroenterology,
140(6):1729–1737, 2011.

[32] J. Cremer et al. Effect of flow and peristaltic mixing on bacterial growth in a
gut-like channel. Proceedings of the National Academy of Sciences, 113(41),
October 2016.

[33] M. Arnoldini et al. Bacterial growth, flow, and mixing shape human gut
microbiota density and composition. Gut Microbes, 9(6), May 2018.

[34] F. Vuik et al. Composition of the mucosa-associated microbiota along the
entire gastrointestinal tract of human individuals. United European
Gastroenterology Journal, 7(7):897–907, 2019.

[35] J. Lloyd-Price et al. The healthy human microbiome. Genome Medicine, 8:51,
April 2016.

[36] A. Almeida et al. A new genomic blueprint of the human gut microbiota.
Nature, 568(7753):499–504, 2019.

[37] C. Milani et al. The First Microbial Colonizers of the Human Gut:
Composition, Activities, and Health Implications of the Infant Gut
Microbiota. Microbiology and molecular biology reviews: MMBR,
81(4):e00036–17, December 2017.

[38] D. Sprockett et al. Role of priority effects in the early-life assembly of the gut
microbiota. Nature Reviews Gastroenterology & Hepatology, 15(4), April
2018.

110



[39] J. L. Sonnenburg and F. BÃ€ckhed. Dietâmicrobiota interactions as
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