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DISSERTATION ABSTRACT

Abigail Pauls

Doctor of Philosophy

Department of Physics

December 2022

Title: Developing a Platform for cQED Studies of Silicon Vacancy Centers in
Diamond within the Good-Cavity Limit

Silicon vacancy centers (SiVs) in diamond are local defects in the diamond

lattice that behave as atomic-like systems with electronic energy levels and optical

transitions. The SiV’s optical properties and long spin decoherence times (> 10

ms @ 100 mK), along with its ability to be integrated into nano-engineered devices

while maintaining its optical coherence, make it an attractive option as a solid

state spin qubit for applications in quantum information.[1, 2, 3] Here I present

my work to develop a composite platform for cavity quantum electrodynamics

(cQED) studies of SiVs in diamond in the good-cavity limit, κ < g < γ, where

κ, g, and γ are the cavity decay rate, single-photon coupling rate, and excited state

decay respectively. The system utilizes a strain-tunable silica microsphere optical

resonator in contact with a 100 nm thin SiV diamond membrane which couples to

the cavity modes via the external evanescent field. This system takes advantage of

the exceptionally narrow cavity linewidths (<50 MHz) of microspheres to enable
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cQED studies in the good cavity limit and eventually allow cavity mediated

control of the SiV spin state through the use of three-level Λ systems. Cavity

transmission measurements confirm that cavity mode broadening can be as small

as 3 MHz when the membrane is in contact with the sphere. Photoluminescence

(PL) and Photoluminescence Excitation (PLE) spectroscopy of the composite

system show efficient coupling of SiV fluorescence into the cavity modes with

single SiV optical transitions that are spectrally resolvable (γ/2π ≈ 200-400 MHz.)

Strain tuning of the cavity has been demonstrated over a range of 500 GHz, and

the system has been made robust to the vibration and acoustic noise created by

the operation of the cryostat that keeps the system at 4 K. A theoretical estimate

of the single photon coupling rate (g/2π = 150 MHz) suggests this system can

reach cooperativities of C ≈ 10, which should be sufficient to observe cQED

coupling effects in the SiV-cavity system.

This dissertation contains previously published and unpublished material.
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CHAPTER I

INTRODUCTION

1.1. An Introduction to an Introduction

Through the centuries as our understanding of light and matter has

progressed, we have always found new ways to apply that understanding to

facilitate the exchange of information over large distances through the use of

light. In the third century B.C.E., optics was in its infancy and matter was only

understood in terms of the elements described by Empedocles: water, earth, fire,

and air. The Lighthouse of Alexandria, an engineering marvel for its time, served

as a beacon to warn ships at sea from running aground. Its light was created

by a simple wood-fueled bonfire at its peak, with only a flat metal mirror to

reflect the otherwise omni-directional light towards the sea. Many centuries later,

early advancements in chemistry enabled brighter, more efficient flames through

oil burning lanterns whose combustion had been optimized to burn hotter and

brighter, and advances in optics enabled the manipulation of light through the use

of lenses. This enabled lighthouses that could produce light from a more efficient

source that was enhanced further through collimation. Not only did this increase

the visibility of the beacon, but it also enabled the encoding of information into

the light through the amplitude modulation resulting from rotating lenses.

Further advances in chemistry and the study of black body radiation

facilitated the invention of incandescent bulbs, which enabled the generation of

light through electricity. The advent of a quantum mechanical description of atoms

resulted in the invention of lasers, which generate coherent light that can be more
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FIGURE 1.1. The evolution of optics applied to sending information over large
distances: the Lighthouse of Alexandria to modern day fiber optic networks.

effectively collimated and modulated in intensity and polarization to transmit large

volumes of data rapidly over distances on the scales of continents and even the

solar system.

Today, lasers are beginning to be used as high speed data links between

spacecraft exploring the solar system, and the backbone of our information

infrastructure is built upon networks that transmit digital information across the

globe as modulated laser light confined within fiber optic cables. The current

frontier of optics at its intersection with information is the development of

quantum networks and computers, which will utilize the quantum nature of both

light and matter simultaneously to create systems for exchanging and processing

information in radically new ways.

A primary motivator for the work described in this thesis is the development

of platforms for quantum computing and quantum networking. There is large

interest in the development of quantum computers due to their potential to offer
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dramatic increases in processing speed for certain tasks and their potential ability

to accurately simulate quantum systems that are intractable with any realistic

classical computer. The distinction between classical computing and quantum

computing comes from the basic logical unit used to construct them. Classical

computers rely on transistors for storing and manipulating information, which

have only “on” and “off” states - in binary terms: “1” and “0” - known as bits.

If engineered properly, however, the individual bits of a computer can be made to

be susceptible to the weirdness of quantum mechanics. A classical bit, whether

observed or not, will always have a definite state of either 1 or 0. In a quantum

system, however, the phenomenon of superposition of states allows for the bit to

exist in a well-defined state that is a weighted superposition of both 1 and 0, until

it is “collapsed” via measurement or decoherence from environmental noise. These

quantum-affected bits are referred to as a qubits. Their superposition of states, as

well as the phenomenon of quantum entanglement within a computational system,

should in theory enable the execution of certain algorithms that can be completed

exponentially faster than what is possible with a classical computer, as well as

enable more effective encryption schemes for communication.

Along with the interest in the development of quantum computers comes

the need to create quantum networks that can transmit information via qubits

instead of bits.[4] If we wish to connect two separate quantum computers or

nodes while still utilizing quantum behavior, we need both a channel capable of

carrying that quantum information and a means to exchange information between

whatever quantum system constitutes each node/computer and the networking

channel. There are several general types of qubits currently being explored for use

in quantum computing networking, including trapped ions/cold atoms, quantum
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dots, superconducting qubits, and solid state qubits. [4, 5, 6, 7, 8] Each of these

different qubit types has advantages and disadvantages, which likely means the

future of computing and networking will not be dominated by one single qubit

type but a mix of several used in different applications according to their strengths

and weaknesses. Ultimately, quantum networks of the future will almost certainly

be built upon the backbone of fiber optics.[4, 9] The already widespread use of

fiber optics in telecommunications, as well as their ability to effectively transmit

light long distances with minimal loss or distortion, make fiber optics an ideal

method for transmitting quantum information. This ultimately leads us to the

question that motivates this project: how can we create a system that allows

effective exchange of quantum information between an optical channel/qubit and a

stationary qubit that is part of a local quantum node?

The work presented here will focus specifically on the use of a particular

kind of solid state qubit known as a color center in diamond, in particular a silicon

vacancy color center. Color centers in diamond are local defects in the diamond

lattice that behave as an atomic-like system with its own electronic energy level

structure and are the phenomena responsible for the different colors diamonds

can exhibit (think The Pink Panther) The more well known nitrogen vacancy

center, for example, has an optical transition at 637 nm, which results in the

diamonds containing them to appear pink or red depending on the density of

NVs.[10, 11, 12, 13] The work presented here focuses specifically on the silicon

vacancy (SiV) color center for application in quantum networking.[9, 14, 15, 16, 17]

In the case of SiVs, the electronic structure is that of a spin-1/2 system, and under

the proper conditions, it can exhibit spin decoherence times greater than 10 ms.

This long lived spin can be used to store quantum information over the course
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of quantum operations functioning as logic gates.[1, 2, 3, 18, 19] Experiments

with the neutral SiV charge state have shown longer coherence times achievable

at room temperatures.[20] SiVs are also ideal for integration in nano-fabricated

systems because they can retain their narrow ( 200 MHz) transition linewidths,

whereas NVs experience dramatic broadening due to a greater susceptibility

to the electric field noise that comes with being positioned near the diamond

surface.[21, 22, 23, 24, 25, 26, 27, 28] If we wish to use the SiV spin state as a

qubit, the question then becomes how we go about coupling to it optically to

facilitate a quantum network. The quantum state of an SiV can be controlled

by classical laser fields[22, 23, 24, 25], but for SiVs to be used in a quantum

optical network, we need a quantum system that can also be effected by single

light quanta. A way to achieve this is through the integration of SiVs into optical

cavities.

Optical cavities function by trapping light within a confined volume for

some finite amount of time. By confining light, a cavity can enhance any optical

field coupled into it that matches one of its resonance frequencies. The smaller a

cavity is, and the longer light can propagate within the cavity before being lost,

the greater the enhancement. The application of cavities into quantum systems

can then be used to enhance quantum control for applications in computing and

networking.[9, 17, 29] The coupling of an atomic system with a cavity field is

described by the single-photon coupling rate, g, which characterizes the strength of

coupling between the cavity field and dipole moment associated with the particular

atomic transition. For an atomic transition with an excited-state decoherence rate

γ, and an optical cavity with decay rate κ, a useful figure of merit for describing
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the coupling between the cavity and atom is its cooperativity which is given by,

C =
4g2

κγ
. (1.1)

For the case C > 1, the behavior of the system becomes susceptible to the presence

of individual atoms and/or photons. The task now becomes creating a SiV-cavity

system that optimizes the relevant cQED parameters.

Some work has already explored integration of SiVs into both whispering

gallery mode (WGM) and photonic crystal cavities[21, 30, 31], as well as the

integration of SiVs and other color centers into mechanical cavities that use similar

principles.[32, 33] One such system has already been developed by Sipahigil et.

al at Harvard University. Their system utilizes monolithic 1D photonic crystal

cavities constructed from the same diamond that contains the SiVs to which they

couple. A long narrow beam of diamond is suspended on either end to a carrier

chip. Holes are then milled into the beam at a periodic interval using focused

ion-beam milling that then behave as two opposing Bragg mirrors. SiVs are then

formed by implanting the center of the cavity mode volume with silicon atoms

and annealing it to form the SiVs.[21, 30, 34, 35] This system has been utilized to

demonstrate cavity mediated optical control of SiVs and cavity-mediated coupling

between multiple SiVs contained within the same cavity. This system has also

been used to demonstrate its implementation in a quantum register.[36] A key

advantage to this cavity system is its small mode volume, which helps to enhance

the coupling strength (g = 8 GHz) and achieve cooperativies as high as C ≈ 100.

In this thesis, I present a SiV cQED coupling scheme complementary to the

photonic crystal scheme that utilizes a silica microsphere optical resonator as an

alternative optical cavity that then couples to an ultra-thin (100 nm) diamond
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membrane containing the SiVs.[28, 37, 38, 39] Silica microspheres are, as the name

would suggest, near perfectly spherical cavities composed purely of silica.[40]

Microspheres support a particular family of cavity modes known as whispering

gallery modes (WGMs) that are confined to circulate within the boundary of the

sphere due to the effects of total internal reflection. Microspheres can achieve

exceptional cavity linewidths that make them well suited for cQED experiments

within the good-cavity limit (γ ≫ gκ) where the cavity linewidth is much

less than the single-photon coupling rate and SiV optical transition linewidth.

Whereas the photonic crystal scheme is limited to cavity linewidths of 20 GHz,

silica microspheres can achieve linewidths of 30 MHz.

FIGURE 1.2. The photonic crystal SiV cQED system developed by Sipahigil et. al
and our complementary cQED system utilizing a silica microsphere and ultra thin
SiV diamond membrane.

Due to the confinement from total internal reflection, a portion of the

WGM also circulates just outside the boundary of the cavity as an evanescent

field decaying exponentially away from the sphere. The presence of this external

field allows objects, near or in contact with the sphere, to couple to the cavity
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mode.[41, 42] If a thin SiV implanted diamond membrane is brought into contact

with the sphere, the overlap of the evanescent field with the membrane will allow

the nearest SiVs to couple to the cavity. By ensuring that the SiV-containing

membrane is fabricated as thin as possible, contact of the membrane with the

sphere will result in coupling of the SiVs to the cavity while also minimizing

the mode broadening (also known as Q-spoiling) caused through absorption and

scattering by the membrane.

A particular drawback of the photonic crystal cavity system stems from its

cavity linewidth. The photonic crystal design is inherently limited to a cavity

linewidth in the tens of gigahertz.[21, 34] This poses a roadblock to utilizing

the system for cavity mediated interactions and control of the SiV spin state.

Each of the four SiV energy levels are actually a pair of degenerate spin 1/2 and

spin -1/2 states. An external magnetic field can be used to lift the degeneracy

via Zeeman splitting, which then allows for optical control of the SiV spin state

through Ramman transitions using a pair of ground states (whose degeneracy

has been lifted by a magnetic field) as the bottom two states of a Λ-type optical

system. Realization of optical control using a classical driving in tandem with the

optical cavity resonance is useful in that it opens up the potential for swapping

quantum information between the SiV spin and cavity field states, enabling

optical SiV state preparation and control through adiabatic following, optically-

mediated entanglement of SiVs, and realizing cavity mediated interactions between

multiple SiV spin states within the same cavity. A necessary condition to using

the cavity field in this three level cQED system is that the cavity linewidth be

small relative to the Zeeman splitting. For a cavity with a linewidth of 20 GHz,

this would require a magnetic field in excess of 9 T just to reach a spin splitting
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comparable to the cavity linedwith. This extreme of a magnetic field poses

significant experimental challenges. On the other hand, our composite system with

a cavity decay rate of 30 MHz only requires a field of 0.013 T to achieve Zeeman

splitting equal to the cavity linewidth.

FIGURE 1.3. Example of how the SiV spin state can be optically controlled using
a classical laser field ΩL and an optical cavity g to drive a three-level Λ system
when a magnetic field is applied to lift the SiV spin degeneracy. [43]

The cQED system developed in this work is complementary to the photonic

crystal design in that it should achieve a three-order magnitude improvement

in the cavity linewidth, while at the same time result in a smaller single-photon

coupling rate (8 GHz vs 150 MHz) due to the larger mode volumes of WGMs for

realistically sized microspheres. While the composite system will likely be limited

to lower coopertivities than the photonic system, its high finesse optical cavity

should allow for the exploration of cavity mediated control of the SiV spin state

that thus far has not been achieved.
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1.2. Experimental Confirmation of Murphy’s Law

FIGURE 1.4. “Serenity Now!” - a poster haphazardly scotch-taped to the cryostat
helium compressor unit.

As I hope will become evident over the course this dissertation, the obstacles

that were overcome to reach the point where this project is left at the conclusion

of my research were both numerous and incredibly challenging. My intent in

including this particular section is to offer some context for the type of challenges

that shaped the course of this project and the kinds of tasks that were required to

achieve what has been accomplished thus far.

Conceptually, describing the basic mechanics of the experimental system

is fairly straight forward: a silica microsphere is moved into contact with a

nanometer-thin diamond membrane that allows the cavity to couple to the SiVs

within the membrane. Arguably, the general concepts behind the experiments

both completed and planned for future work are fairly clear cut as well. In

practice, however, the numerous systems required to run this experiment and the
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sensitivities of the components used presented numerous challenges that drastically

complicated an otherwise “simple” experiment. Many of these challenges at their

core stem from one of the factors that motivated the experiment in the first place:

silica microspheres and their exceptionally narrow cavity linewidths.

Part of what makes microspheres an interesting candidate for cavities in

solid state cQED applications is their ability to reach narrow linewidths that

thus far have not been achieved in similar cQED systems. Doing so would open

up the possibility of cavity mediated quantum control of the SiV spin qubit.

While microspheres offer exceptional cavity linewidths, this comes at the cost

of exceptional sensitivity to variables that impact the cavity decay rate and/or

mode spectral placement. As an example, consider that silica microsphere

optical cavities have been used as bio/chemical sensors for their ability to display

measurable mode broadening from the presence of a single protein molecule that

has attached itself to the cavity surface. This sensitivity means that factors

such as sphere/membrane surface contamination, vacuum quality, and vibration

sensitivity left unaddressed can lead to decreased performance from the system,

even to the point of the sphere or other elements needing to be replaced.

Considerable work was done developing from scratch, and subsequently,

redesigning an experimental platform that could perform all the necessary

functions required for positioning and controlling the membrane/sphere/taper

system, while also being mounted in the sample chamber of a closed cycle

cryostat at 4K. The operation within a closed cycle cryostat presented many

challenges, including unexpected contamination sources, nitrogen ice buildup

on the microsphere, and significant noise in the cavity transmission spectra

due to vibration and sound conduction caused by the operation of the cryostat
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compressor and cold head. Ultimately, the task was undertaken to completely

redesign and re-fabricate the cryostat system to mitigate the noise issues, and

several changes had to be made to operating procedures to prevent contamination

from particulates and nitrogen ice. In hindsight, while the Montana Instruments

Fusion F2 cryostat utilized for this research was refreshingly easy to use and work

with (and fun too!), this project is operating at the limits of what it was designed

to do in terms of the high sensitivity to vacuum and vibration performance. As

will be shown in later chapters, the data collected suggests that the objective of

demonstrating cQED coupling between a microsphere and single SiV is achievable

with the experiment in its current state; however, a very large portion of time

spent refining the experiment involved working around the limits of the cryostat.

Already delicate procedures, such as the fabrication of double stemmed

microspheres and tapered fiber waveguides, were further complicated by the need

to accommodate the thermal contraction and expansion they experience over the

course of a cryostat cool down/warm up cycle. Left unchanged, the fabrication

and mounting procedures used for room temperature experiments would result

in spheres snapped by the strain induced from thermal contraction of their two

anchor points, as well as tapered fibers that are either too lose to couple effectively

or snap during cool down because of the different thermal expansion curves for

silica and the Invar steel fork used to mount them.

To further complicate things, the fact that this experiment integrated many

delicate systems and components also left it vulnerable to the indisputable fact of

nature that in experimentation sometimes stuff just breaks. In this particular case,

evidence of Murphy’s Law was exceptionally clear from failures with the attocube

nanopositioners, tapered fiber waveguides, double stemmed spheres, and cryostat
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control electronics. Some issues such as malfunctioning attocubes were simple to

address but time consuming to repair. Because they are constructed from thin

silica optical fiber, components like double stemmed spheres and tapered fibers

could sometimes break under the stress of thermal expansion/contraction from

cycling the cryostat as well as occasionally stress from normal use or user error.

While the general process of making spheres and tapers is conceptually simple,

it is a delicate process requiring very specific techniques and precise handling to

successfully produce an end result that checks all the necessary boxes for use in the

intended experiments. As a consequence, replacing broken tapers and spheres has

tended to be time consuming, typically taking several days to completely finish

reloading the cryostat. We also experienced dramatic systems damage on the

cryostat due to a power bump in the building’s mains power which resulted in

cooked electronics that took several months to completely diagnose and correct.

This is by no means an exhaustive list of the kinds of obstacles faced in the long

series of unfortunate events that was such a major component of this project, but

I want to make a point of identifying this, as much of the learning and problem

solving involved with this project centered around finding, then fixing, broken

things. From my perspective, this particular project being what it is resulted in

an effort-in to data-out ratio that is lower than what otherwise might be the norm.

1.3. Outline

Chapter two will examine the underlying physics governing the behavior of

atomic systems in cavities in general, and SiVs coupled to a microsphere cavities in

particular. After covering the basic properties of a coupled cavity-atom system, I
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will provide a theoretical estimate for the likely cQED coupling regime achievable

based off the assumed characteristics of the sphere-membrane system.

In the next chapter, I will cover silica microsphere optical cavities, reviewing

the physics behind the spatial and spectral characteristics of their optical modes.

The method of coupling to microspheres via tapered fiber waveguides will be

discussed, as well as the methods and procedures used to fabricate double

stemmed microspheres and tapered fibers.

In the fourth chapter, I will discuss silicon vacancy centers in diamond, in

particular their physical and electronic structure, optical properties, as well as the

specific details of the SiV diamond membranes used in this research.

Chapter five will provide a brief explanation of the dynamics of a cavity

coupled to an SiV three-level Λ system in the good cavity limit (a longer term

objective of this research) and its application in the exchange of quantum

information between the SiV spin qubit and the cavity field.

In the sixth chapter, I will describe the experimental design developed from

the ground up for these particular experiments. I will also cover the methods and

procedures for preparing the system for experimentation and the experiments

themselves, as well as the major obstacles that were overcome to reach the

project’s current state.

Chapter seven will provide and discuss experimental results characterizing

the performance of the cQED system in terms of Q-spoiling and WGM strain

tuning. Data will also be provided that characterizes the system’s susceptibility to

noise when driven by vibration and acoustic conduction into the sample chamber

from the operation of the cryostat.
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Chapter 8 will cover the results of PL and PLE spectroscopy studies of the

composite sphere-membrane system that is used to both demonstrate optical

coupling between the SiVs and the cavity as well as verify the optical linewidths

of SiVs in the composite system. I will then revisit the theoretical estimates

of the cQED coupling strength from chapter two in light of the experimental

measurements of both κ and γ.

In the concluding chapter, I will discuss next experimental steps for future

work as well as aspects of the experimental system that could be modified and

improved upon to achieve better experimental results. Finally, I will conclude with

a summary review of the current state of the project, results, and potential for

further use.
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CHAPTER II

CAVITY QUANTUM ELECTRODYNAMICS, AN OVERVIEW

FIGURE 2.1. Cartoon of a simple atom and Fabry-Pérot cQED system.

2.1. Introduction

In this chapter, we will consider the quantum properties and behavior of

optical cavities, simple atomic systems, and the dynamics that emerge when the

two are coupled via the optical/dipole interaction. We examine these dynamics

through the use of the Jaynes-Cummings Hamiltonian for a single cavity field

coupled to a single two-level atomic system. The dynamics of a cQED system

will be considered by treating the system as two coupled harmonic oscillators

to examine the system response to near resonant driving from an externally

applied field. This will become relevant in the eventual search for signals indicating

successful cQED coupling between microsphere WGMs and SiV optical transitions.

I will also provide a theoretical estimate of the single-photon coupling rate for the

sphere-membrane system used in this research.
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2.2. Jaynes-Cummings Model for a Two Level Atomic System

The benefit of using a cavity to couple to an optical transition of an atom

or an atom-like system comes from the enhancement of the atomic-optical field

interaction that the cavity produces. Here I will provide a brief overview of the

basic theory of atom-cavity coupling. The specific model of a single cavity optical

mode coupling to a two-level atomic system is described by the Jaynes-Cummings

Hamiltonian, which is given by [44],

H =
ℏω◦

2
σz + ℏωca

†a+ ℏg
(
σ+a+ σ−a

†) , (2.1)

where

σ− =

1 0

0 −1

 , σ− =

0 0

1 0

 , σ− =

0 1

0 0

 . (2.2)

Independently, the first term in the Hamiltonian gives the energy level structure

of a two-level atomic system. Similarly, the second term alone is the Hamiltonian

for an optical field of a particular cavity mode with frequency ωc. The last term is

the interaction Hamiltonian linking the cavity and atom. The term ωc is the cavity

field frequency, ω◦ is the atomic transition frequency, a and a† are the raising and

lowering operators for the optical field, σ+ and σ− are the raising and lowering

operators for the atomic system, and g is the single-photon coupling frequency

that describes the coupling strength between a single field excitation and the atom.

Also known as the vacuum Rabi frequency, g is defined as,

g =
d · E
ℏ

. (2.3)
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Here d is the dipole moment assocated with the relevant optical transition, and

E is the electric field at the location of the atom due to a single photon present

in the coupling cavity mode. The energy-level structure for the atom alone is

just two energy levels with energies ±ℏω◦
2
, and the energy-level structure for the

cavity alone is a ladder with levels evenly spaced by ℏωc, where each successive

level has one more excitation of the optical field. If there were no interaction term,

the eigenstates of the whole system would just be the tensor product of the two

different eigen spaces, e.g. |e, n⟩ or |g, n⟩, where |n⟩ counts the number of photons

in the cavity mode, and |g⟩ and |e⟩ denote the ground and excited atomic states

respectively. However, with the introduction of the interaction term the exact

eigenstates become,

|n±⟩ = 1√
2
(|e, n⟩ ± |g, n+ 1⟩) , (2.4)

E = nℏω ± ℏΩn0, (2.5)

Ωn0 = 2g
√
n+ 1, (2.6)

which are now superposition states of the eigenstates of the independent systems,

also known as dressed states.

The energy-level structure of the combined system is knows as the Jaynes-

Cummings ladder. A significant difference between this energy structure and that

of the uncoupled case is that when there is zero detuning between the cavity and

the atom in the uncoupled system, the states with the same total number of field

and atomic excitations are degenerate, while in the Jaynes-Cummings model even

at zero detuning the |n±⟩ states are still split by the quantity ℏΩn0.
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FIGURE 2.2. Energy-level structure for the independent and coupled system
Hamiltonians. The energy structure given for the total interaction Hamiltonian
is shown for the case when there is zero detuning between the cavity and atomic
transition frequencies

2.3. cQED in the Linear Regime

It is useful to consider the dynamics of this system using the equations of

motion for the expectation values of the field strength and atom polarization in

order to incorporate the decay of a realistic cavity and atom. The time evolution

of operators in the Heisenberg picture is given by
˙̂
O = 1

iℏ [Ô,H], where the dot

notation indicates the derivative with respect to time. From this and the total

Hamiltonian of the system, the equations of motion for σ− and a are,

ȧ = −iωca− igσ−, (2.7)
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σ̇− = −iω◦σ− + igaσz, (2.8)

We can then add decay terms to these equations, describing finite cavity lifetimes

and spontaneous decay of the two level system. When adding decay terms to these

equations of motion, we must also introduce Langevin noise operators,

ȧ = −iωca− igσ− − κa+ Fa, (2.9)

σ̇− = −iω◦σ− + igaσz − γσ− + Fσ− , (2.10)

Where Fσ− and Fa are Langevin noise operators, and κ and γ are the introduced

decay rates for the cavity and atom respectively. The decay rate κ represents

optical loss of the cavity, and γ represents the spontaneous decay rate of the

atomic excited state. Next, we take the expectation value of these equations.

⟨ȧ⟩ = −iωc⟨a⟩ − ig⟨σ−⟩ − κ⟨a⟩+ ⟨Fa⟩ (2.11)

⟨σ̇−⟩ = −iω◦⟨σ−⟩+ ig⟨aσz⟩ − γ⟨σ−⟩+
〈
Fσ−

〉
(2.12)

The noise terms drop out since ⟨Fi⟩ = 0. If we consider the case of a weakly

excited atom where ⟨σz⟩ ≈ −1, we can linearize the term ⟨aσz⟩ ≈ −⟨a⟩. We

can also rewrite p = ⟨σ−⟩, and α = ⟨a⟩ where p and a are the expectation values of

the atomic polarization and the cavity field strength, respectively. The equations

of motion then become,

α̇ = −(iωc + κ)α− igp, (2.13)

ṗ = −(iω◦ + γ)p− igα, (2.14)
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which describes two coupled harmonic oscillators. Considering the case when there

is zero cavity-atom detuning (δ = ωc−ω◦ = 0), and switching to the rotating frame

(p = p̃e−iωt, α = α̃e−iωt), we can solve for the motion of the system

˙̃α = −κα̃− igp̃, (2.15)

˙̃p = −γp̃− igα̃, (2.16)

using the solution α̃ = α◦e
λt and p̃ = p◦e

λt. For the weak coupling regime when

κ ≫ g ≫ γ, λ simplifies to λ+ = −γ − g2

κ
, demonstrating how the cavity enhances

the atomic decay rate. This also suggests a useful figure of merit for characterizing

the coupling between the atom-cavity system. The ratio between the intrinsic

atomic decay rate and the enhancement is

C =
g2

κγ
, (2.17)

which is known as the cooperativity. When C ≫ 1, the atomic transition and

cavity mode are strongly coupled and the transition becomes susceptible to the

applied field on the scale of single photons. This also means that the presence of

the atom in the cavity will begin to significantly impact the optical characteristics

of the cavity.

In the case of strong coupling g > (γ, κ), λ takes the form λ± = −1
2
(γ + κ)±

ig, which demonstrates two normal modes of the system in addition to the decay

with separation 2g. So we again find the splitting of dressed states that we see in

the solution for the exact Hamiltonian.

If we consider the case where an external field A is coupled into the cavity at

a rate κex,
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ȧ = −(iωc + κ)α− igp+ κexA, (2.18)

we can examine the case when the cavity has reached a steady state field to

look at the cavity field as a function of driving frequency. Assuming the cavity

and atom again have negligible detuning, and that the cavity and polarization

oscillate at the same frequency as the driving field (ω), the cavity field and atomic

polarization are given by

α̃ =
κexÃ◦

(κ+ iδ) + g2

γ+iδ

, (2.19)

p̃ =
−ig
iδ + γ

κexÃ◦

(κ+ iδ) + g2

γ+iδ

. (2.20)

Figure 2.3 shows the field intensity and atom polarization as a function of detuning

of the driving field for the good cavity (g > κ), bad cavity (g < κ), and strong

coupling (g > (κ, γ)) limits. In the strong coupling case, we can resolve the two

different dressed states of the combined system as two resonances separated by

2g present in both the cavity and polarization response spectra. While strong

coupling would be the best case outcome of our system, cQED coupling of the

system can still be observed in both the good and bad cavity limits as well. For

the good cavity limit, the optical transition with a much greater decay rate will

effectively damp the cavity mode as energy is exchanged between cavity and atom

and lost through decay via fluorescence. This is evident as a broadening of the

cavity linewidth when the coupled atom is both resonant and optically active

such that the zero detuned transition can be driven. The atomic polarization will

appear as it normally would without the presence of the cavity except for a dip

that lines up with the resonance frequency of the cavity. The depth of the dip in
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the atomic polarization is determined by the coopertivity of coupled cavity-atom

system. Experimentally, atomic polarization will correspond to fluorescence data

from photoluminescence excitation spectroscopy (PLE). The case of the bad-cavity

limit essentially mirrors that of the good-cavity limit with the roles reversed where

the cavity then becomes the mechanism that damps the atom. Other intermediate

coupling regimes could be considered as well, but the essential characteristics of

cQED coupling are sufficiently depicted by the three cases considered here.

FIGURE 2.3. Plots of the cavity field and atomic polarization for steady state
driving of the cavity field in the bad cavity, good cavity, and strong coupling
limits. The cavity mode is zero-detuned from the atomic transition
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2.4. Theoretical Estimation of cQED Performance of the Sphere-

Membrane System

As a sanity check, it is worth using the known parameters of the sphere-

membrane system and realistic estimate of what is practically achievable in the

lab to make a theoretical calculation of the single-photon dipole coupling rate

g to both verify the feasibility of the system and clarify the kinds of signals in

the PLE and transmission data to search for. This was found by first using the

MATLAB package WGMode [45] to model a 737 nm equatorial cavity mode within

a microsphere with a 30 µm diameter. The mode volume was found to be 110

µm3. The optical field strength was then normalized to have the same energy of a

single cavity photon of ℏωc using the relation for the mode volume,[46, 47]

Vmode =

∫
ϵ (r) |E|2 d3r

max
(
ϵ (r) |E|2

) , (2.21)

where ϵ (r) is the permittivity as a function of r. This then made it possible to

determine the optical field strength at any point of the cavity mode. The electric

field strength was found for a distance of 25 µm away from the sphere surface

along the equator. This corresponds to what should be the case with our current

membrane sample given the thickness of the membrane and the SiV implantation

depth. Using the transition dipole value of 14.3 Debye for the SiV C transition[48],

a coupling rate of g/2π = 150 MHz was found. This takes into account the

potential mismatch between the cavity mode polarization and the SiV axis. For

the case of an optical transition with a linewidth of γ/2π = 200 MHz and an

equatorial WGM with linewidth of κ/2π = 40 MHz, this gives a coopertivity

of C = 4g2/κγ = 11, well within the regime where cQED effects should be

24



observable in both cavity transmission and SiV fluorescence measurements. The

FIGURE 2.4. Plots of the steady state cavity field and atomic polarization for
cQED parameters matching the estimates for the SiV-microsphere system. Both
are plotted for various values of the cavity-atom detuning.

30 µm diameter sphere is smaller than what is typically employed by most of

our experimental runs to simplify the fabrication process but is still certainly
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achievable.[49] A larger sphere in the 60 µm range should still result in detectable

coupling, but the coupling rate will be reduced due to a diminished evanescent

field and increased mode volume. The calculation of the single-photon coupling

rate also utilized the worst case polarization coupling scenario. In a mono-

crystalline diamond, the SiV axis has four possible orientations, corresponding

to the four different orientations of carbon-carbon bonds present. For a given

optical-field polarization, the dot product of the optical field with the SiV C-

transition dipole moment will vary depending on the orientation of the SiV axis.

The calculation used to determine the single-photon coupling rate was for the case

when the projection of the field polarization onto the most optimally aligned SiV

axis was minimized. In other words, for any other case of membrane orientation

relative to the WGM, the projection of the polarization onto at least one family of

SiV orientations would be increased, resulting in a higher single-photon coupling

rate than what is calculated here, at most a 1.7x improvement in g.
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CHAPTER III

SILICA MICROSPHERE OPTICAL CAVITIES

3.1. An Introduction to Optical Cavities

The simplest example of an optical cavity is the Fabry-Pérot cavity, which

is constructed with two opposing mirrors. Photons trapped within the cavity will

be reflected back and forth between the two mirrors. Due to interference effects

within the cavity, modes with wavelengths that evenly divide the cavity path

length will constructively interfere and are enhanced inside the cavity, whereas

all other wavelengths of light will destructively interfere and be suppressed within

the cavity. The mode spectrum for this system is a set of resonances evenly spaced

by a frequency separation known as the free spectral range, which is given by,

ωFSR = 2π
c

nsl
, (3.1)

where ns is the index of refraction of the cavity medium, l is the cavity path

length, and c is the speed of light in vacuum. In a perfect cavity with 100%

reflecting mirrors and no loss mechanisms, photons trapped within the cavity will

circulate forever and only modes with exactly the cavity resonance frequency will

be supported in the cavity. The resonances for such a cavity are delta functions

in frequency space. In actuality, imperfect mirrors or other loss mechanisms in

the cavity mean that a photon will have a finite lifetime propagating within the

cavity. This finite lifetime (τ) leads to cavity resonances which are broadened into

a smooth peak. The width of those resonance peaks directly gives the decay rate

(κ) of the cavity which is related to the cavity lifetime by κ = 1
τ
. A useful figure of
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merit for describing the ability of a cavity to confine optical energy is the quality

or Q factor:

Q = ω

(
Estored

Pdiss

)
=
ω

κ
, (3.2)

Which is the ratio of the average energy stored in the cavity to the energy

dissipated per round trip. The utility of an optical cavity comes from its ability

to spatially and temporally confine light. An external field that is coupled into an

optical cavity will lead to a buildup of the cavity field such that the field intensity

of the cavity mode is orders of magnitude greater than the applied field.

Fabry-Pérot cavities, while conceptually simple can be more difficult to

implement in a cavity-QED system due to of their fabrication methods, mode

volume, and limited quality factors. Another type of optical cavity that is the

type used in this research is a silica microsphere. In an ideal (perfectly spherical

and uniform) microsphere optical cavity, light propagating within the cavity is

constrained within the sphere via total-internal reflection at the silica/vacuum

boundary due to the discrete change in the index of refraction. This results in

optical modes in which the field circulates about an axis of the sphere, generally

close to the surface, in what are known as whispering gallery modes (WGMs). In

the case of a microsphere formed at the tip of a silica fiber stem, typically, the

stem will define the axis of the sphere. In a similar way to how light of a particular

frequency within a Fabry-Pérot cavity will constructively interfere to form an

optical standing wave within the cavity, in microspheres, light of the proper

frequencies will circulate within the cavity and constructively interfere with itself

if, upon a complete orbit of its path length, its phase matches the same as it was

at the beginning of the path. One distinction is that typically for microspheres,

this results in constructive interference as a traveling wave.
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3.2. Whispering Gallery Mode Solutions

The field solutions to WGMs in a spherical optical cavity can be found by

solving Maxwell’s field equations, leading to the wave equation,

▽2E+ n2k2E = 0, (3.3)

where n is the index of refraction and k is the free space optical wave number.

Because the system being solved is spherically symmetric, this can be reduced to

the scalar wave equation,[50]

▽2ψ + n2k2ψ = 0. (3.4)

The electromagnetic field for the cavity is reduced to two cases of either

transverse-electric (TE) or transverse-magnetic (TM) polarization orientations,

where the radial component of the electric and magnetic fields are zero in their

respective cases. These two different mode families are given by

E = ▽× (rψ), (3.5)

for TE modes and,

E = ▽× ▽× (rψ), (3.6)

for TM modes. The general solution for ψ is described by,[51]

ψlm(r, θ, ϕ) = zl(nkr)Ylm(θ, ϕ), (3.7)
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where Ylm(θ, ϕ) are the spherical harmonics and zlm(nkr) are the spherical Bessel

functions. A physical solution to this equation requires that ψ be finite at the

origin and approach zero as r approaches infinity. For a silica sphere with index

n and radius R situated within a vacuum, the solution to the scalar wave equation

is constrained to the form

ψlm(r, θ, ϕ) =


∑

lm almjl(nkr)Ylm(θ, ϕ) r ≤ R∑
lm blmh

(1)
l (nkr)Y

(1))
lm (θ, ϕ) r > R

(3.8)

where the function h
(1)
l (kr) for the case r > R is the spherical Hankel function of

the first kind. Boundary conditions at the sphere surface require the continuity of

ψ, as well as the continuity of the derivative of ψ with respect to r. This leads to

the addition constraints,

blmh
(1)
l (nkR) = almjl(nkR), (3.9)

and

nljl−1(nkR)− n(l + 1)jl+1(nkR)−
jl(nkR)

h
(1)
l (nkR)

[
lh

(1)
l−1(kR)− (l + 1)h

(1)
l+1(kR)

]
= 0.

(3.10)

Cavity mode solutions are then determined by finding the roots to equation

3.10, which can be solved computationally. The respective TE and TM WGM

solutions for the spherical cavity are described by the characteristic mode numbers

µ (radial), l (angular momentum), and m (z angular momentum), where µ is

denoting the solution which gives the µth root to equation 3.10.
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The mode number µ counts the number of field lobes along the radial

direction moving from the center of the sphere outwards towards the equator.

The mode number l determines the number of field maxima crossed making a

complete trip about the sphere’s equator. Lastly, the value of l −m+ 1 determines

the number latitudinal bands to which the mode is confined. When l and m

are equal, the mode is constrained to propagate along a single band around the

equator, known as equatorial modes.[52, 53] As will be discussed later, these are

the particular modes desired for use in this experiment. This stems from the fact

that equatorial modes have the smallest mode volumes that are needed to achieve

the greatest cavity/atom coupling rate possible. Additionally, only µ = 1 modes

are used. Higher radial number modes have both a larger mode volumes and

reduced evanescent field intensity making them less desirable for cavity coupling

experiments.

For a perfect sphere, all modes with the same n and l will be degenerate in

their resonance frequencies. For a realistic sphere, however, subtle defects such as

slight eccentricity, local aberrations, or local changes to the index of refraction will

cause modes with different values of m to have their degeneracy lifted. This results

from modes that occupy different volumes of the cavity experiencing a slightly

different round trip distance and result in a frequency perturbation from the case

of an ideal sphere. [40]

One key feature of WGMs is the evanescent field that extends outside the

cavity surface. Because the cavity field is contained due to total internal reflection,

there is an evanescent field component that propagates around the sphere external

to the cavity. The strength of this evanescent field is well approximated by the
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FIGURE 3.1. Micrographs visualizing the cavity mode distribution of several
modes with different l and m values. [40] The silica sphere is doped with erbium
atoms which fluoresces due to the cavity field.

exponential decay,[54]

E ∝ exp

(
i
2π

λ

s

(1− n)1/2

)
= exp

(
−s
τ

)
(3.11)

where s is the distance from the sphere surface, l is the characteristic decay length

of the evanescent field, and λ is the WGM resonance wavelength. For the spheres

used in this project, l was a few hundred nanometers, varying depending on the

cavity diameter. The presence of the evanescent field is key to this project because

it enables the cavity to couple to the diamond membrane as well as the tapered

fiber waveguide which allows measurements of the cavity transmission spectrum

and the collection of any light that couples into the WGMs. When another media
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is brought into the external evanescent field, the overlap allows for the evanescent

field to couple to the optical modes supported by the adjacent object. Effectively,

the evanescent overlap allows light to tunnel from the cavity to the waveguide,

sample, etc..

3.3. Coupling to a Microsphere via Tapered Optical Fiber Waveguide

With a WGM optical cavity, we need some way to couple an external

optical field into and out of the cavity in order to drive the WGM and monitor

the transmission of the system. Because of the difference in indices of refraction

between the silica and external vacuum (or air), coupling a free space laser to

the cavity is highly inefficient. Most of the light is simply scattered.[55] This can

be made more efficient by fabricating resonators with outer diameters that are

slightly elliptical; however, a simpler, more efficient alternative is to use a tapered

optical fiber (which is roughly index matched) to couple to the cavity.[56, 57] By

stretching an optical fiber so that it has a smooth transition from full diameter

(125 µm) to only a few microns, more and more of the optical mode will be

outside of the taper, propagating as a decaying evanescent field. By bringing the

tapered fiber to a short distance from the cavity, the taper evanescent field will

overlap with the cavity mode and light will couple into into the cavity, essentially

tunneling from the taper to the cavity. This similarly allows light to couple from

the cavity back into the taper, which can then be detected at the fiber output.[40]

The overlap between the two modes is increased by bringing the fiber closer

to the sphere, which results in a higher κex, which should be thought of as both

the rate that light is coupled into the cavity mode as well as the decay rate of the

cavity due to loss out through the tapered fiber. In addition to κex, every sphere
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also has some intrinsic cavity decay rate, κo, which is actually the sum of the

decay rates for the various loss mechanisms of the cavity. These loss mechanisms

include things such as scattering from surface deformations, absorption/scattering

from surface contamination, and the small but non-zero absorption coefficient of

silica. Another source of loss comes from absorption due to water on the cavity

surface. In normal ambient conditions, water vapor in the air will deposit on the

sphere surface creating a mono-layer of water molecules that have an increased

rate of absorption compared to silica. Whereas the intrinsic coupling rate is

due to properties of the sphere, κex is dependant solely on the geometry of the

taper/sphere system. One benefit to the use of tapered fiber wave guides is

their ability to selectively couple to certain groups of WGMs depending on their

position relative to the sphere. A tapered fiber position at or near the equator

will couple strongly to modes with a small l − m + 1 values. Similarly, a taper

coupled to a sphere nearer to the poles will preferentially couple to modes with

large l−m+ 1 values. Since this project depends on the use of equatorial and near

equatorial modes, the positional dependence on taper fiber coupling offers a tool

for simplifying the process of coupling to and identifying the necessary WGMs.

The actual transmission spectrum of an individual cavity mode will vary with

the taper-sphere distance. If light is sent into the tapered fiber at one end and the

output of the tapered fiber is measured with a photo-detector, when the taper is

removed from the sphere, the spectrum will be a constant power with respect to

laser frequency. As the taper is lowered and the modes begin to overlap, a dip in

the transmission spectrum will begin to appear, which corresponds to the WGM

resonance. Light is being coupled into the cavity, and due to the other decay

mechanisms, some of the light is lost via scatter or absorption which results in
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FIGURE 3.2. Illustration of the optical coupling between sphere and taper via
overlapping evanescent fields.

reduced transmission. Transmission spectrum for a WGM is given by

T =

∣∣∣∣κex − κ0 − iδ

κex + κ0 + iδ

∣∣∣∣2 (3.12)

where δ is the detuning of the driving laser field relative to the WGM resonance

frequency, not to be confused to the atom-cavity detuning from chapter 2. Note

that this function is a lorentzian and the linewidth (full width at half max) is

simply κex + κo. As the taper is brought closer to the sphere, the transmission

on resonance will decrease and the linewidth of the dip will expand as the total

cavity decay rate increases with κex. This regime where κex < κo is referred to as

being under coupled.

When κex = κo, the system is referred to as critically coupled. While

light is coupled into the cavity, there is a π phase difference between the fiber

waveguide mode and cavity mode coupling back into the fiber. This results in

total destructive interference which leads to a complete extinction of the cavity

35



FIGURE 3.3. Plots of the cavity transmission spectrum for a single WGM in
under coupled, critically coupled, and over coupled regimes.

transmission when precisely on resonance with the WGM. The case of κex > κo

is referred to as over coupled. As the sphere-taper gap is further reduced, the

transmission on resonance begins to rebound as the cavity linewidth continues

to expand. In this case, most of the cavity loss comes from light coupling back into

the taper leading to increased fiber transmission.

FIGURE 3.4. Cavity mode transmission for the case of a tapered fiber aligned
with the equator (red) and the case a of taper positioned away from the equator
(blue). The presence of a specific WGM in the red spectrum while being absent in
the blue spectrum indicates it is an equatorial mode.
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3.4. WGM Strain Tuning

For silica microspheres, the fabrication process (discussed in the following

section) does not result in perfectly controlled and reproducible cavities.[40] That

is, we do not have precise control of the sphere size while fabricating it. Very slight

differences in the subtle asymmetries of the sphere results in essentially no control

over the resulting modes structure for each sphere. This fact, in tandem with the

need to have control of the frequency detuning between cavity modes and SiV

transitions for cQED experiments, necessitates a means for shifting cavity modes

in a controlled repeatable manner. In the case of the research done by Lukin et. al

using monolithic diamond optical lattice cavities, this is achieved by incrementally

depositing or evaporating minute amounts of nitrogen gas on to the cold cavity.[21]

The presence of the nitrogen causes a change in the effective index of refraction

of the cavity, changing the frequencies for which light can constructively interfere

within the cavity forming cavity modes.

As will be discussed in the following chapter, nitrogen deposition onto the

cavity due to the inherent leak rate of the cryostat sample chamber results in

unwanted Q-spoiling brought about by scattering and absorption of the modes

via the deposited nitrogen. Without changing the effective index of refraction, the

only other method to tune the cavity modes requires modifying the cavity path

length itself. This can be accomplished by stretching the sphere along the stem

axis.[52, 53, 58, 59] For tension tuning of the cavity modes, a second stem opposite

and parallel to the first is necessary to allow for two separate mounting points.

When tension is applied to the cavity, it causes it to deform very slightly from its

normal geometry, essentially slightly elongating it along the direction of the stem

axis and reducing the circumference around the equator slightly, which in turn,
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leads to a blue shift of the WGM relative to its natural position in frequency. A

second concurrent mode of tuning comes from the change in refractive index of the

silica due to the applied tension. Strain modulation of the cavity optical length

is by far the dominant tuning mechanism. The frequency shift is approximately

linear and is given by,

∆ω =
∆d

d
ω (3.13)

where d is the diameter of the microsphere. Divergences from a linear response in

a measured tuning curve is typically due to the smaller strain induced modulation

of the index of refraction. [58]

Key advantages to this means of cavity tuning over the use of nitrogen

deposition are that it is both fast, quickly reversible, and precise. The change in

WGM mode frequency is immediate as the tension is changed, and there is no

functional difference between tuning in the positive or negative direction. In the

case of this project, tuning was accomplished using an attocube ANP/x/101/LT

nanopositioner. This positioner features both a course grain step function for large

scale movements, as well as a continuous fine grain positioning mode in which

a DC offset signal is used to control a piezoelectric crystal. When using the DC

offset mode, the precision of the tuning is functionally limited only by the precision

and noise limit of the voltage supply used to control the attocube. For the 0.1 V

step size of the ANM 300 attocube controller used for this project, that practically

means that the resolution of tuning control is well below even the 10MHz and less

linewidths of non-equitorial modes of a completely intact sphere.
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FIGURE 3.5. Illustration depicting the process of WGM resonance tuning
via tension provided by an attocube nanopositioner. Displacement of the
nanopositioner causes a change in the stem tension which causes a small
deformation of the cavity geometry, and in turn results in a frequency shift of
the cavity resonance.

FIGURE 3.6. Like beads of water, molten silica will naturally relax into a
spherical geometry from the presence of surface tension.

3.5. Fabricating Double Stemmed Microsphere Cavities

For a portion of this research, bottle resonators were used in place of

microspheres because of their simpler fabrication methods and physical strength

while still allowing for strain tuning.[52, 53] However, this was later dropped

in favor of returning to double stemmed microspheres, as the non-spherical

geometry of the bottle resonators made focusing of the resonant and off-resonant

laser beams onto the membrane extremely difficult. For fabricating both silica
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microspheres and tapered fiber waveguides, we use methods similar to those

outlined by Kippenberg[40], with several modifications in particular for the

fabrication of double-stemmed spheres (DSS). Silica microspheres are fabricated

by melting/reflowing bare silica optical fiber with a high power CO2 laser. CO2

lasers emit at 10.6 microns. That wavelength has an extremely high absorption

coefficient for silica, making it efficient at melting silica when focused down to

a sufficiently small beam spot. The laser used is a Synrad 32-1SAC 5 watt CO2

laser. Power modulation of the laser is achieved by modifying the duty cycle of

square wave generated from an arbitrary function generator (AFG) that is fed to

the laser’s gating input. The beam of the laser is then sent through a convex ZnSe

long IR lens with a 80 mm focal length to focus the beam down to a point. The

focusing lens is mounted on a three axis positioning stage to allow alignment of the

beam path past the lens.

FIGURE 3.7. System for making double stemmed microspheres. Top and bottom
fiber chucks are visible, with the CO2 laser focusing lens visible behind the top
fiber chuck, and the imaging objective visible to the left.
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The process of making microspheres, especially DSSs, is very sensitive to the

laser power. The CO2 laser naturally has a periodic power fluctuation of about 10

percent with a characteristic fluctuation timescale of tens of seconds. When the

pulse width of the gating signal is significantly below the 200 µs rise time of the

laser, the power fluctuations are even more exaggerated. This means that without

attenuation, the laser power can be adjusted to effectively reflow the sphere, but

over time, the power will climb to the point of beginning to vaporize the sphere

or drop to the point that no reflow occurs. For this reason, a SnZN 50:50 beam

splitter and a high absorptive reflector (glass slide) are used to attenuate the laser

beam before it passes through the focusing lens. This allows for running the laser

with longer pulse widths while maintaining a usable amount of IR power incident

on the sphere. As a consequence, the appropriate power for reflowing the sphere is

achieved, but at a driving power further above the lasing threshold resulting in a

more stable power output.

Two three-axis translations stages hold rotation stages used to mount the

fiber chucks that hold the two fibers stems used to make a DSS. Each stage axis is

controlled using a manually operated micrometer. A 10x objective is used with a

CCD detector and display to image the fiber during the fabrication process. The

objective is aligned so that its field of view coincides with the beam waist of the

laser.

Fabricating double stemmed spheres was by far the most delicate procedure

required to prep the cryostat system for an experimental run. A portion of optical

fiber is threaded though a fiber chuck that will later be used to mount it in the

CO2 laser setup. A fiber stripper is used to remove the plastic jacket from a

roughly 2 cm section of fiber, which is then placed in the hydrogen torch pulling
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FIGURE 3.8. A) The hydrogen torch heating optical fiber while stretching it. B)
An illustration of the stretching process.

system and clamped down. The torch is then ignited and the fiber stretched as

the fiber waist is observed on a CCD camera. The torch and pulling are stopped

once the fiber waist reaches around 20 microns. The fiber is then removed and

brought to the CO2 laser where the fiber chuck is mounted on a x-y-z translation

stage to allow the fiber to hang in the beam path of the CO2 laser. A small piece

of aluminum foil is then attached to the dangling end of the fiber using a section of

kapton tape to act as a ballast. Other kinds of tape will not work as they require

some level of pressure to adhere to the fiber, which typically results in enough

shearing force to break the fiber. Most of the time, electrostatic forces cause the

hanging fiber to be repelled by the kapton tape making it difficult to make contact

with the fiber. By lowering the fiber and first bringing it in contact with the foil, it

will be attracted/stick to the foil, which helps to mitigate the repulsive static force

between the fiber and tape. Once the lower portion of the hanging fiber has gently

stuck to the foil, the fiber can then be gently adjusted to bring the rest in contact

with the kapton tape.
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The imaging CCD is used to find the CO2 beam waist, and the fiber is raised

until the diameter of the fiber in the beam path is just slightly larger than the

target width for the stem at the base of the sphere. The CO2 laser is then used at

high power, causing the fiber to melt and the fiber segment below the laser spot

to fall off. The presence of the weight attached to the bottom of the fiber is what

enables the removed stretch of fiber to drop away when it is cut with the laser. If

no weight is used, the force of gravity on the excess fiber alone is not enough to

counteract the force of surface tension when the silica is melted and the fiber will

only be deformed.

The CO2 laser power is then turned down and used to melt the tip of the

fiber enough to form a small sphere not much larger than the fiber diameter at

that point. The fiber is then removed from the chuck and cut so that there is only

1-2 cm of un-stripped fiber remaining. The un-stripped portion of this taper is

inserted into the emptied out 500 µm jacket of a FT200-EMT multimode fiber,

which is itself mounted in a second fiber chuck. This taper will eventually form the

bottom stem of the DSS. Inserting it into an empty fiber jacket allows it to be held

in a fiber chuck for positioning, and because it is only being held by the friction of

the jacket, it is possible to pull it out of the chuck using minimal force, allowing it

to be removed without the DSS breaking under the tension of removing it.

This process is repeated a second time, except in the second iteration, the

fiber is cut with the laser at a much thicker point than the first, leaving extra

material that will form the body of the sphere. The laser is then used to reflow

the fiber to the point that the sphere reaches a point where the fiber is the desired

thickness for the stem. If the sphere becomes larger than the desired diameter,

the sphere can be exposed to the laser at very high power, which will cause some
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of the silica to vaporize, shrinking the sphere diameter. At this point, the second

fiber chuck is placed on the second x-y-z translation stage and is moved so that

the two stems are in contact at their tips. This essentially resembles a sphere of

the desired size in contact with a much smaller sphere. The CO2 laser is then

used to heat the spheres just to the point of melting while one of the the two z

stages is used to gently push the two together until they form a single, asymmetric

mass. The z-stage for the top fiber chuck is slowly raised until the bottom stem is

completely removed from the bottom chuck and is hanging free.

The next step is crucial to forming a usable sphere, but is also extremely

delicate. At this point in the process, the sphere is more of a blob and needs to be

slowly and repeatedly heated in order to form a perfect sphere. If the annealing

process were performed with the bottom taper as-is, there would be too much

mass from the bottom stem hanging from the sphere, which would stretch the

sphere along the axis of the stem as it is heated. This produces an elongated and

asymmetrical DSS which cannot support the high Q equatorial WGMs necessary

for the experiment. Similar problems occur if the hanging stem is too short.

Because the CO2 laser is heating the silica through optical absorption, this causes

asymmetric heating of the sphere, i.e. the side facing the laser is heated more

than the opposite side. If the bottom hanging stem is too light when annealing

the sphere, it can lead to greater asymmetry as well as causing the bottom stem

to bend towards the laser beam. In order to achieve the proper weight for the

bottom stem, it needs to be cut just above the the point where the fiber jacket

is still present. This is an extremely delicate process as the cutting process can

cause unintended tension or shearing forces on the DSS, causing it to break. It

took considerable trial and error to refine the technique for successfully cutting the
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stem using the cutting edge of a fiber stripper. Using a Greenly Communication

Fiver Optic stripper, the bottom stem should be suspended close to the vertex of

the inner cutting edges as possible such that the transition from jacketed to un-

jacketed fiber is hanging just below the cutting edges. Before cutting the fiber, the

chuck holding the DSS should be held at a slight angle such that there is some

slack on the fiber and a bend around the thinnest section where the sphere is

located. This is necessary to prevent the stem from snapping under tension when

the fiber is being cut. While the cutting edges are engaged with the fiber, small

hand movements can cause an excess tension on the fiber, and it is also possible

the act of cutting also inherently causes some tension as well. By maintaining a

slight bend in the fiber with a small amount of slack, the DSS has more freedom to

move/flex when it is cut rather than snap under tension.

FIGURE 3.9. Trimming the excess fiber from the hanging stem of a double
stemmed sphere. A) An arrow points to the specific point where the fiber needs
to rest during cutting. B) An illustration showing roughly the necessary angles
for holding the fiber strippers and fiber chuck to successfully cut the excess
fiber without breaking the sphere. Note that in addition to the bend as the fiber
transitions from the chuck alignment to the alignment of the hanging stem, there
is a slight second segment of curvature on the fiber chuck end of the sphere which
indicates there is slack on the the fiber.
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Once the fiber has been clipped, the sphere is brought back into the beam

path of the laser, and is heated until the two fused spheres appear as a one single

(if asymmetric) sphere. If the right mass for the hanging fiber stem has been

achieved, when the sphere is heated enough to reflow, it should not elongate, and

it should appear to very slowly move upward along the top stem leaving behind

a longer bottom stem as it moves up, maintaining its same stem diameter. This

indicates that during the reflow process, the surface tension of the molten silica

is significantly out-competing the downward pull of gravity on the bottom taper.

This is in contrast to a bottom taper that is too heavy, in which case, the sphere

will appear to stay stationary and will take on a more elliptical profile and possibly

grow as material from the bottom stem is heated and becomes part of the sphere.

The sphere is then rotated about the chuck axis and repeatedly annealed

with the CO2 laser at moderate power for 1 second bursts at 8 different angles,

each 45° apart. First, the sphere is annealed at 0° and 180°, 90° and 270°, 45° and

265°, 135° and 315°. This is necessary to achieve a sphere that is as rotationally

symmetric as possible. Since the laser causes asymmetric heating, it can still cause

some unwanted deformation of the sphere. Annealing the sphere from several

angles helps compensate for heating induced asymmetry. Because the sphere

is rotated about its stem axis during the annealing process, it is essential that

care is made to ensure that the stem axis lines up with the fiber chuck/rotation

stage axis. If it does not, this will lead to the two stem axes being misaligned, or

even a sphere with enough asymmetry that it cannot support WGMs. Once the

sphere has been repeatedly annealed at each angle multiple times, it is ready to be

mounted on the DSS mounting assembly.
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The fiber chuck and rotation stage are removed from the CO2 laser setup and

transferred to a x-y-z stage so that the top fiber is suspended parallel to the table.

The DSS is then lowered down onto the mounting assembly so that each stem rests

at the base of its respective v-groove. The x stage is then used to align the DSS

so that the sphere rests at the midpoint the sample mount access recess. A small

drop of UV epoxy (Norland Optical Adhesive 81) is applied to the v-groove above

the tensioning attocube and then is cured under UV light for 10 seconds. This is

not enough to completely cure the epoxy, but it is enough to allow for a hold that

is plastic enough that the DSS can then be tightened to remove any slack without

breaking the DSS. This step helps to ensure the stem axes are co-aligned. Once

the slack is removed from the DSS, the epoxy is cured for one minute, and then a

second drop is added to the other v-groove and cured for one minute. After this,

a third drop of UV epoxy is typically added to the first v-grove at the very inside

edge of the grove. This serves the purpose of minimizing the distance between the

anchor points of the two stems to help maximize the resonance frequencies of the

guitar string vibrational modes of the DSS to limit susceptibility to noise from the

cryostat.

3.6. Fabricating Tapered Fiber Waveguides

For fabricating tapered fiber waveguides for coupling to the sphere, we use

an approach based on designs developed by Kippenberg [40], utilizing a hydrogen

torch to heat a small section of fiber and a pair of servo motors that are used to

continuously apply tension as the fiber stretches. The flame is created using a

standard torch (typically used for acetylene/O2 cutting) that is fed using an HGH-

500E electrolysis hydrogen generator. A needle flow valve, along with a 90 degree
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FIGURE 3.10. A double stemmed sphere in the process of being mounted and
epoxied on to the sphere assembly. The both stems rest in their respective v-
grooves and the sphere (not visible) rests at the center of the gap between the two
grooves.

ball valve, are placed in-line with the torch to allow flow regulation and a quick

method to immediately stop the flame when necessary. Hydrogen is preferred for

taper fabrication because of its high burning temperature and completely clean

combustion products. A hydrogen flame will only produce water vapor whereas

organic fuels can sometimes leave behind incomplete combustion products that can

contaminate the fiber surface.

The two translation stages used to clamp both ends of the taper are driven

using a pair of computer controlled stepper motors. A custom fiber mount rests on

both translation stages and uses fiber clamps to secure the taper over the hydrogen
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flame. During the pulling process, both stepper motors rotate at the same rate,

leading to symmetric pulling of the fiber. The computer control software allows

for precise control of the pulling rates of the stepper motors, which is necessary

to produce a fiber with usable transmission efficiencies. Lastly, a 20x objective

mounted on a translation stage in tandem with a CCD are used to image the fiber

at any point along the pulling region.

The taper process begins by stripping a 2-3cm section of SM600 single-mode

fiber, and then cleaning using an organic solvent such as IPA or methanol. The

segment of cleaned fiber is then secured in the two fiber clamps on the translation

stage. About one meter of extra fiber on the non-spool end is left, and the end is

coupled to an amplified photodiode. During the taper pulling process, constant

frequency and power laser light is coupled into the fiber spool and the output

is measured with the photodiode. This makes it possible to observe the power

transmission of the taper in real time on an oscilloscope while the taper is being

pulled.

When the torch is ignited, it is allowed to burn for about a minute before

starting the pulling process to allow the flame to stabilize. The position of the

fiber within the flame has a large impact on the length of fiber being heated

and subsequently has a large effect on the pulling rates necessary to achieve

an adiabatic fiber with an acceptable rate of transmission loss. The flame

characteristics are extremely sensitive to air currents in the room as well as the

hydrogen flow rate from the H2 generator. The H2 generator flow rate changes

over time due to the constantly reducing volume of water in the electrolysis

chamber, which often necessitates making several adjustments to the flame height

and pulling rate to produce a good taper.
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After the flame has stabilized, the servo motors are started at a speed of 30

mm/min. Once the heated section of fiber has been stretched by 30 mm, the rate

of pulling is increased to 70 mm/min. Typically, the longer the fiber is stretched at

slow speed before the pull rate is increased, the more adiabatic the fiber, yielding

lower transmission loss. Transmission of 99 percent are achievable; however, the

size constraints of the cryostat system limit the stretching distance to about 180

mm before the taper is susceptible to breaking during handling.

As the fiber is stretched and the core diameter of the fiber decreases, it

departs from functioning as a single-mode fiber to allowing propagation of non-

Gaussian spatial modes. Due to a constantly diminishing diameter of the fiber

waist as the fiber shrinks, the relative phases of the various spatial modes will

interfere, leading to an oscillation of the transmission amplitude, which can be

observed on the oscilloscope. Eventually, the fiber core shrinks small enough that

it can only support a single Gaussian mode again and the oscillation ceases. A

few seconds after the transmission flatlines, the torch is put out and the stepper

motors stopped. Observing the return to single mode transmission is useful as a

benchmark for ensuring that the fiber is thin enough to allow effective coupling to

the DSS. If the fiber core is too thick, the evanescent field of the waveguide mode

will not be strong enough to allow an effective mode overlap with that of the DSS

WGMs. Coupling can sometimes be achieved with a thicker fiber, but typically at

the expense of greater cavity loss and difficulty maintaining taper-sphere coupling

without the two contacting.

Once the taper is stretched, it is cut from the spool end about one meter

from the taper point, and then lifted out using the removable taper clamp stage.

After it is moved to a separate table, a micrometer on the taper stage is used
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to adjust the taper tension to remove any slack and limit its susceptibility to

vibration. The Invar mounting fork is held by a three axis positioner stage and

brought into contact with the taper in the approximate position that it will be

epoxied to the fork. Since the tapered fiber assembly in the cryostat only has an x

and z stage, it is not possible to translate the taper horizontally (along the taper

axis). Because the taper does not have uniform thickness it is essential that the

narrowest part of the fiber be aligned with the midpoint of the fork to be usable.

This is done by shining a bright white light at the taper. Near the fiber waist,

the taper is thin enough such that it produces thin-film interference resulting in

colored bands around the center, typically with one larger solid band surrounded

by many thinner bands indicating the taper waist. Once the positioning stage has

been used to align the taper center, two small drops of UV epoxy are applied to

either end of the fork and cured, fixing the taper in place.

FIGURE 3.11. Color bands due to thin-film interference indicate the taper waist
location during gluing of the fiber to the carrier fork. The center (wide yellow
band) is surrounded by many other colored bands. The apparent thickness of the
taper is an artifact from camera motion during the exposure.
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FIGURE 3.12. A series of photographs taken at successive steps of DSS
fabrication. 1) A tapered fiber is cut with the laser and the tip is melted into a
small droplet. The sphere can be seen glowing from the heat of the CO2 laser. 2)
The process is repeated for a second larger sphere and the first sphere is mounted
on the translations stage below. 3) Both spheres are brought into contact and
fused with low laser power. 4) Continued annealing of the fused spheres results in
a single elongated almond shape. Also note that at this stage, the stems are not
parallel to one another. 5) The hanging stem is trimmed and the sphere annealed
repeatedly from multiple angles until it produces a nearly perfect sphere with co-
aligned stems.
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CHAPTER IV

SILICON VACANCY COLOR CENTERS IN DIAMOND: THEIR PROPERTIES,

AND FABRICATION OF SIV IMPLANTED MEMBRANES

4.1. An Introduction to Color Centers

Color centers in diamond are given their name precisely because they are

responsible for the colors observed in diamond in some natural diamonds as well

as lab grown diamonds that have been intentionally implanted with impurities to

produce color. Perhaps the most well known diamond color center from its study

in solid state physics, nitrogen vacancies (NVs) are responsible for the pink to red

coloring sometimes seen in diamond. Color centers in diamond are a local defect

in the covalent diamond lattice. Both nitrogen vacancies and silicon vacancies are

di-vacancy type defects, where two adjacent carbon atoms are missing and either

a nitrogen or silicon atom is situated in the vacancy left by the missing carbons.

With the two missing carbons, the adjoining carbon atoms are no longer covalently

bonded to one of their former nearest neighbors. As a result, the vacancy center

contains several overlapping electron orbitals for the carbon nearest neighbors as

well as those from the substituting non-carbon atom, and the interaction of these

dangling orbitals results in an atomic-like system with its own energy levels and

transitions governed by selection rules. In the case of NVs, the red color is due to

its 637 nm optical transition, which is absorbing and then re-emitting resonant

ambient light, hence the red hue associated with their presence in diamond.[10]
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FIGURE 4.1. A) A 2D representation of the SiV geometry. B) SiV− energy-level
diagram for zero B field, and the case when an applied magnetic field lifts the spin
state degeneracy. Green arrows indicate dipole-allowed transitions and red arrows
indicate dipole-forbidden transitions. Dipole-forbidden transition may be allowed
due to state mixing from the presence of an off-axis magnetic field. [43]

4.2. SiV Electronic Structure and Optical Properties

In its negative charge state, denoted SiV−, the SiV color center has a fairly

simple energy level structure compared to the negatively charged NV center. It

features a degenerate ground state and a degenerate excited state with an optical

transition wavelength of 737 nm. Both the ground state and excited state have

these degeneracies lifted via spin-orbit coupling that results in both ground and

excited states split into an upper and lower branch. Under zero strain in the

diamond lattice, the ground and excited state splittings are 50 GHz and 250

GHz respectively. There are four distinct optical transitions corresponding to a

transition from either excited state to either ground state. Local strain in the

diamond can lead to variation of the excited and ground state splitting. The

SiV− is a spin-1/2 system, and consequentially, each of the four energy levels
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are actually two degenerate level corresponding to either spin 1/2 or -1/2. This

degeneracy can then be lifted through the application of a magnetic field resulting

in Zeeman splitting. Optical dipole transitions are spin conserving, therefore

only transitions between ground and excited states with the same spin state are

allowed. However, this is only the case for a B-field aligned along the axis of the

SiV and the application of a B-field off-axis will result in Zeeman splitting as

well as state mixing, which allows spin non-conserving transitions.[43, 60] This is

particularly important for the optical control of the SiV spin state, as selectively

only utilizing for example the two transitions between the excited state lower

branch spin +1/2 energy level and both spin states of the lower branch ground

state allows for optical processes involving a three level Λ-type system.

Transitions between spin -1/2 and 1/2 states whose degeneracy has been

lifted via Zeeman splitting can be driven by microwaves.[32, 60, 61, 62] The ground

state splitting of 50 GHz is the primary source of spin decoherence in the system,

as state mixing between the upper and lower branches of the ground state are

driven by phononic coupling. While at higher temperatures, the spin decoherence

times are fairly short; below about 700 mK kbT is sufficiently low such that spin

decoherence times greater than 10 ms are achievable. The SiV− also emits 70%

of its florescence in the phonon side band compared to the 10% emission in the

zero-phonon line (ZPL) of the NV−. The excited state lifetime for the SiV− of

1.7 ns gives a lifetime limited transition linewidth of 94 MHz, and observed SiV

linewidths in bulk diamond tend to be within 200 to 400 MHz.[1] The SiV energy

levels also couple to the local strain of the diamond lattice which impacts the

spectral position of all four SiV optical transitions and consequentially, can be

used as a method for controlled tuning of optical transitions.[32, 60, 61, 62]
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A key physical distinction between the SiV and NV color centers that

motivates the use of SiVs for this project is the position of the substitution

atom within the di-vacancy defect. In the case of nitrogen vacancies, the

nitrogen substitution sits at either of the two adjacent vacancy locations, exactly

overlapping where the missing carbon atom would otherwise be. In the case of

SiVs, the silicon atom is situated at the center of the defect, equidistant to both

vacancy sites. The physical outcome of this slightly different arrangement and its

value for this work comes down to symmetry. Unlike the NV, SiVs have inversion

symmetry. Imagine that the silicon atom is the center of our transformations and

the position of every atom is inverted through that center point. The result of that

transformation would be indistinguishable from the original lattice. Because of

this inversion symmetry, the SiV lacks any permanent electronic dipole moment.

NVs on the other hand, being asymmetrical, result in a charge distribution that

does have a permanent electric dipole moment. For the SiV, this means that it is

comparatively robust to the effects of electric field noise in its local environment,

making it much more stable.[2, 21, 25, 26, 27, 28]

The motivation for using SiVs in this system stems in part from the

requirements imposed on the diamond membrane to limit Q-spoiling of the cavity

while the two are in contact. To keep the diamond membrane from introducing

excessive amounts of cavity loss, the membrane needs to be as thin as possible

to limit dissipative coupling. For membranes that are approaching 100 nm in

thickness, this means the actual distance from the surface to the SiV implantation

depth may only be a few dozen nanometers. One constraint to fabricating

nano-scale systems are the added impacts of surface effects on the local charge

environment. The electric field noise produced by surface defects and mobile
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surface charges is quite substantial compared to noise present in bulk diamond.

For color centers close to the surface, the field noise can have a variety of negative

impacts, including spectral broadening of optical transitions and spectral diffusion.

For NVs, because of their permanent dipole, they are particularly sensitive to

electric field noise making them generally unusable in applications where they

need to be close to the diamond surface. When present in a diamond membrane

less than 500 /mum, even with processing to limit surface defects, NV transitions

will consistently show linewidths of 500 MHz or larger. SiVs, on the other hand,

are capable of being implanted near the surface while still maintaining relatively

constant transition frequencies over time and able to achieve transition linewidths

consistent with linewidths observed in bulk diamond.

Both SiVs and NV are produced artificially in similar ways. A particle

accelerator is used to implant the respective ions into the diamond. This results

in Silicon/Nitrogen atoms that are embedded in the lattice and also produces local

points of damage in the lattice from the momentum of the embedded atoms as

they collided with the carbon atoms. The kinetic energy of the silicon ions will

also roughly determine the implantation depth where they are stopped. While the

implantation process will result in silicon atoms within the diamond lattice, that

implantation alone is not sufficient to produce SiVs. Since the SiV is a di-vacancy

color center, the silicon atom needs to combine with a di-vacancy defect, which

are not inherently formed at the location where the silicon atom ends up. The

SiVs are finally formed by annealing the sample under high vacuum (10−6 torr) at

high temps ranging from 400 to 1200 C, which allow vacancy defects to become

mobile and combine with the stationary embedded silicon atoms forming SiVs.
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FIGURE 4.2. Confocal PLE of SiVs in the diamond membrane with no sphere
present. A) PLE spectra of the SiV C and D transitions constructed from
five individual narrow frequency laser scans. B) PLE of the D transition only.
C) Scatter plot showing measured SiV transition linewidths as a function of
membrane thickness demonstrating good optical coherence even when integrated in
a nanophotonic device. D and E) Scans of individual SiV transitions corresponding
to the two data points in C identified with blue arrows.

This annealing process also helps to repair other damage in the diamond lattice

caused during the implantation process.

4.3. Fabricating SiV Implanted Nano-Membranes in Diamond

The diamond membranes for this work were fabricated by Ignas Lekavicius

and Xinzhu Lee. Here I will provide a brief overview of the fabrication steps used

to produce the membrane and the characterization of the resulting SiVs in the

finished product. For a more detailed description of the fabrication process, please
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FIGURE 4.3. Scatter plot showing measured SV transition linewidths as a
function of membrane thickness. In contrast to the SiV membrane samples, the
NV linewidths are dramatically broadened. Membrane thicknesses of less than 600
nm result in linewidths greater than 1 GHz.

refer the paper on their design and characterization published in Optics Express

[63]

The diamond membranes are fabricated from pre-cut monocrystaline

diamond films that measure 2 mm by 4 mm with a thickness of 30 µm. The

process of slicing the larger diamond into these films results in some surface

damage. The top 2 to 3 µm of damaged diamond are then removed via an

Argon/Chlorine inductively coupled plasma reactive ion etch. To remove any

chlorine atoms potentially left behind on the surface, another few hundred

nanometers of material are etched using an Oxygen plasma, before finally being

cleaned using a tri-acid solution of 1:1:1 nitric, sulphuric, and perchloric acids to

remove any residual contaminants.

After surface processing is completed, the sample is then implanted with

Si+ ions. In order to achieve the lower SiV density membranes needed to

spectrally resolve individual SiV transitions in this experiment, an implantation
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dosage of 1 × 1010/cm2 was used. An implantation energy of 150 keV was used,

which resulted in a mean stopping depth of 100 nm and a straggle (the range of

implantation depths) of 20 nm. After implantation, the sample is annealed under

vacuum to allow the formation of SiVs and repair unwanted implantation damage

as described above. Following the annealing process, the sample is then cleaned

again with the tri-acid solution to remove any layers of graphite that may have

formed during the annealing process.

The fabrication of the membranes themselves was performed by depositing

a 280 nm layer of silica nitride (Si3N4) onto the top surface of the diamond film

using plasma enhanced chemical vapor deposition. A thin layer of titanium is also

deposited to facilitate SEM microscopy without surface charging. Lastly, a 500 nm

layer of PMMA photo-resist is applied above the titanium and e-beam lithography

is used to develop the PMMA layer according to the desired membrane pattern.

Plasma etching with CHF3 is used to etch the PMMA and underlying silica nitride

resulting in a silica nitride hard mask. The sample is then etched using O2 ICP

to etch the pattern into the diamond itself. The sample is then flipped over and

etched from underneath until the membrane cantilevers are released from the

excess diamond.

To achieve the desired tapered thickness profile of the membranes, the

sample is then flipped over and etched from underneath using a series of Ar/Cl2

and O2 plasma etches. This etch releases the excess diamond not indented to

form membranes and also produces the tapered profile of the membranes with

their thinnest segments being at their tips. Lastly, O2 soft plasma etching is used

to remove the top layers of the membrane potentially damaged and embedded

with ions from the plasma and reactive ion etching. PLE studies of the completed
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membranes show that reasonable transition linewidths are maintained even after

fabrication from the bulk material.

FIGURE 4.4. A) Optical microscope image of the low SiV density membrane
mounted on the copper sample mount. B) An enlarged view of the blue box. Color
bands indicating a tapered membrane thickness are visible.
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CHAPTER V

SIVS AND CQED: APPLICATIONS IN THE GOOD CAVITY LIMIT USING

THREE-LEVEL Λ SYSTEMS

5.1. Introduction

While the initial objective of this system is to observe cQED effects of single

SiV optical transitions coupling to cavity modes, the real utility of this system

for further study and application in quantum information emerges when using

SiV energy level to form a three level or “Λ” systems to enable quantum level

control and interactions between the cavity field and SiV spin state via cavity

mediated dark states/EIT.[64, 65] Similar control of SiVs, but with only classical

field driving, has already been demonstrated.[22, 23, 24, 61] In this chapter, I

will provide a brief overview of how an SiV would be used in a cavity mediated

Λ system and briefly cover the different applications of that system for use in

quantum computing and networking.

5.2. A Λ System for the SiV Spin State

In the case where a magnetic field is applied to an SiV, the degeneracy of the

spin up and spin down states for each energy level is lifted.[24, 60] If the applied

magnetic field has some component perpendicular to the SiV axis, this will also

lead to state mixing, which will allow previously forbidden spin non-conserving

optical transitions.[43, 60] The result of this splitting and state mixing is that now

an optical system can be formed utilizing one excited-state energy level and two

previously degenerate spin ground states with two optical transitions of slightly

62



FIGURE 5.1. Three level Λ system of the SiV spin state using the cavity mode
and classical driving field.[66, 67]

different frequencies. Provided the SiV is initially in one of these three states, both

transitions can be driven by external fields to control the SiV state. In the case

where the cavity couples to one transition while a classical driving field couples to

the other, the interaction Hamiltonian is given by,

Hint = ℏg
(
â† | −⟩⟨e | + â | e⟩⟨− |

)
+

ℏΩL

2

(
â† | +⟩⟨e | + â | e⟩⟨+ |

)
(5.1)

where â† and â are the cavity mode creation and annihilation operators, | e⟩, |+⟩,

and |−⟩ are the excited state and two ground states of the SiV Λ system, g is the

single-photon coupling rate, and ΩL is the Rabi frequency of the classical driving

field. The states |+⟩ and |−⟩ correspond to the two different spin states of the SiV

(1/2 and −1/2), but the assignment of spin states to |+⟩ and |−⟩ depend on the

direction of Zeeman splitting governed by the magnetic field orientation.
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The eigenvalues for this three level system are three nearly degenerate

energies given by,

E0 = ℏωc, E0,± = ℏωc2± ℏ
√

4g2 + ΩL

2
. (5.2)

One of the eigenstates of this system, known as the dark state, is given by,

| D0⟩ =
2g | +, 0⟩ − ΩL | −, 1⟩√

4g2 + Ω2
L

(5.3)

where the integer in the ket denotes the number of photons in the cavity mode.

Notably, the dark state is defined without the use of the excited state. This is

the reason for it being given the name dark state; it is completely decoupled from

the excited state of the Λ system. Consequentially, this means the dark state is

also decoupled from the optical decoherence associated with spontaneous decay

from the excited state to the two lower ground states. The coefficients for the two

separate spin states are determined independently by g and ΩL. The presence of

cQED dark states can be experimentally observed through the cavity transmission

spectrum of the system. Figure 5.2 shows how the transmission peak of a cavity

mode is perturbed when coupled to lambda system with zero Ramman detuning

(∆ = 0). Through the process of adiabatic following, it is possible to adjust these

parameters at a suitably slow rate resulting in the evolution of the system into

the desired superposition states of the SiV spin, which is determined by the final

values of g and ΩL. Using this three level system would allow for optical control of

the SiV spin state through control of the power of the classical optical field used

to drive one transition, while the other transition is mediated on the level of single

photons by coupling to the cavity mode.[69, 70, 71] If the classical driving field is

adiabatically ramped from ΩL = 0 to ΩL ≫ g, the dark state will evolve from
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FIGURE 5.2. Calculated transmission spectrum (solid curve) of a cavity QED
system containing a Λ-type 3-level system driven by a classical control field, with
∆ = 0, γ/2π = 200 MHz, κ/2π = g/2π = ΩL = 100 MHz, and γs/2π = 4.5 MHz.
The dashed line shows the transmission spectrum of the empty cavity.[68]

| +, 0⟩ to | −, 1⟩. This process can similarly be reversed by instead ramping down

ΩL, evolving the system from | −, 1⟩ to | +, 0⟩. If, however, the system is in the

state | −, 0⟩, no change will occur from the evolution of ΩL. Through the use

of a suitable pulse shape of the control field, this can be used to reversibly swap

quantum information between the spin state and cavity mode:

(
α | +⟩+ β | −⟩

)
⊗ | 0⟩ ⇌ | −⟩ ⊗

(
α | 1⟩+ β | 0⟩

)
. (5.4)

This is useful for applications in a quantum network because it enables the transfer

of quantum information between a stationary solid state spin qubit and an optical

qubit which can then be coupled into an optical fiber and sent elsewhere.

This method of control and state swapping can be further extended through

the use of multiple SiVs within the cavity to achieve cavity mediated state
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swapping and entanglement between SiVs. For the case of two slightly detuned

SiVs, it is possible to use the same cavity mode to perform state swapping between

each SiV and the cavity via resonant Ramman transitions without needing to tune

the cavity field for each state swap. State swapping can be performed on the first

SiV using a Ramman detuned classical field and cavity field. This transfers the

spin state of the SiV to the cavity mode. Successively performing a state-swap

on the second SiV using a second Ramman detuned classical field will result in

the cavity state being swapped with the second SiV. Provided this procedure is

completed on a time scale below 1/κ, this will effectively result in a state transfer

of the first SiV spin to the second. Being that for our system g > κ and C ≈ 10, it

will be possible to demonstrate such processes with the cavity-membrane system.

FIGURE 5.3. Cavity mediated spin state transfer between two SiVs within the
same optical cavity.

A similar process can also be used to generate entanglement between two

SiV spins in the cavity by instead applying a π/2 pulse of the effective single-
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photon coupling rate on the first SiV-cavity system, followed by a π pulse of the

second SiV-cavity system, resulting in a maximally entangled spin state of the

two SiVs.[29][72] This three level system can also be used to mediate interactions

between SiVs within the same cavity utilizing through exchange of virtual cavity

photons[67, 68, 73, 74], and has been demonstrated using SiVs however not

utilizing the SiV spin state.[34] Cavity QED quantum control of SiV spins could

be applied to quantum error correction, [69, 70, 75] used to create quantum cluster

states for the development of quantum repeaters,[14, 76, 77, 78, 79, 80] as well as

serve an interface between optical channels and scalable chip based platforms for

quantum information. [81, 82]
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CHAPTER VI

”THINKING ON YOUR FEET:” EXPERIMENTAL DESIGN, METHODS, AND

CHALLENGES

FIGURE 6.1. Top view of the last evolution of the cryostat system design,
installed in the cryostat sample chamber with the radiation shield in place.

6.1. Constraints and Objectives of the System Design

To a large extent, the system used to run the experiments for this project

was developed from the ground up. While the optics setup outside of the cryostat

vacuum chamber were largely based off of prior work done in the Wang Lab, the
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task of designing an experimental system within the cryostat to control all the

necessary degrees of freedom for coupling the taper-sphere-membrane system

meant starting from a blank slate. A new experimental platform needed to be

designed and fabricated based off of the constraints imposed by the cryostat and

the conditions required to spectrally resolve single silicon vacancy centers and

couple them to high-Q whispering gallery modes.

In addition to the challenges of designing a system that could properly

position the sphere, taper, and membrane relative to one another, other major

concerns were thermal conduction and cooling performance, vacuum quality,

and sensitivity to noise and vibration. In this chapter, I will elaborate on the

development and evolution of the cryostat system design. The larger experimental

design and methods for preparing the system for experimentation, as well as the

methods used for data collection, will also be discussed. Lastly, I will also discuss

the major challenges encountered through multiple iterations of experimentation

and optimizing the system design.

6.2. Cryostat System Design

The basic function of the experimental setup contained in the cryostat is to

allow the positioning of the diamond and taper relative to the sphere in order to

achieve effective coupling and to allow strain tuning of the cavity resonances. The

system is designed to do this while maintaining a sample temperature near 4K to

achieve the necessary SiV transition linewidths. In addition to these basic criteria,

the system also needs to minimize the effects of mechanical noise from the cryostat

on the mode spectrum of the cavity.
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FIGURE 6.2. A cross section sketch of the cryostat setup.

The system design consists of three separate systems that serve the purposes

of mounting and positioning the diamond, sphere, and taper. There are two

separate mounting pedestals, a central pedestal that rests on the cryostat cold

platform, and an outer platform that rests on the 4K PCB boards that encircles

the cold platform. The center pedestal is used exclusively for mounting the sample

positioning assembly, and the outer pedestal is used for mounting the taper and

sphere assemblies. The center pedestal is used for the sample assembly because it

is essential that the diamond receives the optimum cooling power possible.

While the system does cool down the PCB boards to 4K as well, the PCB

boards are not highly conductive, and further, the PCB boards are connected

to the cold platform via an aluminum mounting bracket, which also has very

poor thermal conductivity at cryogenic temperatures. While the outer pedestal

70



FIGURE 6.3. Cryostat sample chamber with central pedestal, attocube
nanopositioners with flex link, and sample mount installed on the 4K cold
platform. The 4K PCB boards (gold) are visible surrounding the pedestal.

temperature has not been measured when the system is operating at target

temperature, it is likely it does not reach the target temperature, whereas there

is only a 0.2 K ∆T from the cold platform to the sample mount. Because the

outer pedestal is still contained within the cryostat radiation shield, which is

held at 30K, it is likely that the temperature of the assembly mounted on the

outer pedestal is somewhere between 30K to 4K when the cryostat has reached its

target temperature. This might at first seem like a problem, if the sample needs

to be kept at 4K while the sphere it is in contact with is significantly warmer.

Fortunately, at cryogenic temperatures, the thermal conductivity of silica is
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extremely poor and well below that of diamond, so minimal heat of the sphere

occurs due to conduction from the outer pedestal.

FIGURE 6.4. Outer pedestal mounted on the 4K PCB boards.

When the sphere is brought into contact with the diamond, it cools down

rapidly and reaches a steady state temperature in a matter of several seconds.

This can be seen from observing the cavity mode spectrum when the diamond is

brought into contact with the diamond, as the changing temperature shifts the

cavity resonances due to the thermal dependence of silica’s index of refraction. As

will be discussed later, PLE scans of the SiV transitions indicate that the contact

of the sphere to the diamond does not present a significant heat load and the

sample is able to maintain a continuous temperature low enough to reach suitably

narrow SiV transition linewidths. An advantage of using a fairly massive piece of
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copper as the outer pedestal is that it also acts as a thermal battery and prevents

rapid temperature changes when the cryostat is stopped for short periods of time,

potentially allowing alignment or brief experimentation with limited mechanical

noise from the cryostat while still operating in the required temperature range.

The sample assembly consists a stack of three attocube nanopositioners (one

ANP/z/51/LT and two ANP/x/51/LT) and a small platform mount to which the

diamond is fixed using silver thermal paste. The nanopositioners are not effective

thermal conductors, especially at cryogenic temperatures, so the top and bottom

of the attocube stack is thermally bridged using a Montana Instruments flex link

adapter, which allows for the normal range of motion of the positions while still

maintaining a good thermal connection to the sample.

The taper mount assembly consists of a base plate that fits on the outer

pedestal and an x/z attocube stack for positioning the taper. The fiber itself is

epoxied on either end to a mounting fork that is secured on the top x attocube.

The fiber fork has to be made out of Invar 36, which is a stainless steel alloy

engineered to minimize thermal expansion/contraction from large changes in

temperature. Once the sphere has been epoxied to the fork, it is important that

the thermal contraction/expansion match that of the silica fiber as much as

possible. If the fork contracts significantly more than the taper, the taper will

become extremely loose and makes it impossible to achieve effective coupling of

the taper to the sphere. If the taper contracts significantly compared to the fork,

it will eventually snap during cool down. Ideally the fork would be made out of

the same material as the taper: fused silica. This option was considered; however,

there were a few design challenges associated with that option and the Invar fork

worked well enough, so it was not made a priority.
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FIGURE 6.5. Taper assembly (missing the Invar fork) mounted on the outside
pedestal

The sphere mounting assembly consists of a monolithic copper plate, an

ANP/x/101/LT nano positioner, and a v-groove mounting plate that secures to

the top of the attocube. There is a second v-groove on the monolithic mounting

plate that is aligned with the attocube v groove, which are separated by a hole

in the monolithic plate to allow the diamond sample mount to protrude up

and contact the sphere. The v-grooves are used for aligning the DSS during

the epoxy process to 1) insure that both stem axes are properly co-aligned and

2) to guarantee that the stem axis will be parallel to the plane of the diamond

membrane sample. If the stem’s axes are not co-aligned, as more and more tension

is applied, the DSS will straighten out, but as it does so, the sphere will move as

the DSS straightens out under tension. This is undesirable, as motion of the sphere
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while it is coupled to the diamond and tapered fiber will also impact coupling

rates or potentially even break the membrane coupled to the sphere. Secondly,

the DSS axis needs to be parallel with the plane of the diamond membrane to

allow coupling without the stem contacting the sample or sample mount. For a

70 µm DSS with a stem diameter of 20 µm, which is reflective of those used for

this experiment, if the angle of the stem axis relative to the membrane exceeds

1.25°, the stem will contact the sample mount before the sphere can contact the

membrane, making coupling between the two impossible. In order to keep the

stem axis angle small enough to allow the system to function properly, the two

v-grooves cannot be offset in height by more than 180 µm, the width of a human

hair, which is indicative of the machining tolerances required while fabricating

these components.

6.3. Optics Setup and Data Acquisition

Optically, the experimental setup outside of the cryostat consists of free

space and fiber optics used to perform PL and PLE experiments and image the

system, as well as an optical fiber system used to couple to the cavity and to

collect the fluorescence from the system. The free space aspect of the experiment

follows a typical design used for confocal microscopy. There are two lasers used,

a 532 nm diode pumped solid state laser used for charge state initialization

and photoluminesence spectroscopy, and a tunable (730-739 nm) New Focus

diode laser, which is used for resonant SiV excitation and observing the cavity

transmission spectrum. For both red and green optical paths, acoustic optical

modulators are used as optical gates for pulse sequencing as well as power

attenuation of the lasers. The 737 nm beam is then coupled into a single-mode
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FIGURE 6.6. Cryostat setup with the top sphere mounting assembly installed and
fiber fork mounted to the fiber positioning attocubes. Note that the fork pictured
is from the first design iteration and the improved design used for experimental
runs with the low SiV density sample is pictured in the first figure of this chapter.

fiber. When the system is being used for PLE experiments, the output of the

single mode fiber is launched via a collimator and then merged with the 532

optical path via a dichroic beam splitter which transmits the 737 nm beam but

reflects the 532 nm. The shared red/green beam path is then launched vertically

from the bench into an x-y galvo mirror system mounted on a platform above

the cryostat sample chamber. The beam from the galvo goes directly to the 20x

objective, which is focused onto the diamond, passing through the sphere before it

reaches the membrane. In addition to the green and red paths, two beam splitters

just before the light is launched into the galvo mirrors are used to illuminate the

sample with white light and to image the reflection via a CCD and monitor.
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FIGURE 6.7. Closeup of the cryostat system (without tapered fiber). The DSS
is visible suspended across the two v-grooves. The diamond membrane is seen
mounted to the copper pedestal with silver paste.

One way the optical system differs from a typical confocal microscopy setup

used for PLE is that while the objective can be used to optically excite the SiVs,

it cannot be used for efficient free space collection of the fluorescence due to the

presence of the microsphere in the beam path. The geometry of the system is such

that the excitation beam must pass though and be focused by the sphere before

it is incident to the diamond membrane. As a consequence, it would be incredibly

difficult to achieve the necessary alignment of the free space collection path.
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FIGURE 6.8. Schematic of optical and data aquisition setup.

Instead, the SiV fluoresce is collected via the cavity. When the sphere is in

contact with the membrane, some of the fluorescence of the SiVs couples into

the cavity, which can then be collected via the tapered fiber coupled to it. One

of the fiber outputs from the cryostat is sent to a collimator to launch the fiber

and then coupled back into a multimode fiber, which can then be sent to either the

avalanche photodiode detector (APD) or spectrometer. The short space in which

the collection path propagates through free space allows for the use of of several

long-pass filters to attenuate the unwanted 532 nm light which also couples into

the collection path. When the system is used to run PLE experiments, a tunable
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long pass filter is inserted as well to block the 737 nm laser while allowing the

fluorescence of the SiV in the phonon side band to pass.

While at first glance, it would seem simpler to use the fiber input to the

cavity for the excitation path, it is not, in fact, a suitable option. While it

would greatly simplify the need for optical alignments, the optical driving field

experienced by the SiV would vary wildly at different excitation wavelengths due

to the response of the cavity resonances. For the purposes of having a uniform 737

nm optical driving power across the range of frequencies being scanned for PLE

spectroscopy, free space excitation is necessary.

When the system is used to observe the cavity transmission spectrum, the

737 nm light is not re-launched into free space but connected to one of the fiber

feed-through outputs from the cryostat, and the other output from the cryostat is

sent to an amplified photo diode for detection. The fiber optical path of the 737

nm input also contains a fiber polarization controller which is used to adjust the

laser polarization to selectively excite either the TE or TM family of WGMs.

The cavity transmission spectrum is measured through the use of a 2 V peak-

to-peak ramp wave signal input to the 737 nm New Focus laser frequency control

input. The frequency control input modulates the voltage applied to a piezoelectric

crystal that controls the diffraction grating responsible for tuning the laser cavity.

Adjusting the input voltage will slightly adjust the grating angle, leading to change

in the frequency of the laser output. One volt applied to the piezo corresponds to

a 10 GHz frequency shift from the laser’s usual set point, with a maximum tuning

range of ±30 GHz. An arbitrary function generator (AFG) is used to generate

the ramp wave with a frequency of 80 Hz. The AFG output is then sent to a

New Focus laser controller unit which allows for manual fine tuned adjustments
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of the ramp wave amplitude and offset, the output of which is then sent to the

frequency control input on the New Focus laser. An amplified photodiode is used

to detect the transmission via the other fiber optic output from the cryostat. The

output signal from the photodetector, as well as the frequency sweep from the

laser controller, are observed via an oscilloscope. The resulting waveform collected

is the cavity transmission power as a function of time, and because of the linear

ramp wave used to modulate the laser frequency, the horizontal axis of the scope

can be mapped to the laser frequency, and thus the cavity transmission spectrum

measured.

FIGURE 6.9. Illustration of the method used to measure the cavity transmission
spectrum.

6.4. Configuring the Cryostat System

The first step in preparing the system for experimentation is to bring the

taper into contact with the sphere. The taper needs to be aligned with the

sphere’s equator. This can be roughly accomplished by scanning the fiber along

the DSS axis while the fiber is in contact with the sphere. The evanescent cavity

loss is visible through the CCD as light being emitted tangentially from one edge
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of the sphere. The pattern of light essentially makes the spatial distribution of

the WGMs visible, and the taper is positioned such that light is primarily emitted

from the equator. This alignment method is typically effective enough for PL and

PLE experiments, but to be more precise, after that alignment method has been

completed, the taper is stepped away from the DSS and then coupled to the sphere

without touching. Fine adjustments can then be made with the piezo offset mode

of the x nano-positioner to find the fiber position that optimizes the coupling rate

to the equatorial modes while minimizing coupling to lower m value modes. Once

the alignment is complete, the fiber is stepped down into contact with the sphere.

After the taper is configured properly, the diamond is raised until it is

roughly 100 microns below the sphere. The CCD image is used to pick the specific

membrane to use for experimentation and the sample is positioned to bring the

chosen membrane underneath the sphere. The diamond is then slowly raised step

by step. Quickly scanning the diamond position up risks damaging the diamond,

as well as the sphere and taper, if it continues to move after the diamond has

made contact with the sphere. Contact of the diamond to the sphere can be

confirmed by monitoring the sudden change in the cavity transmission spectrum

as well as visually through the CCD image. When the diamond contacts the

sphere, concentric newton rings appear at the contact point. It is important to

confirm that the center of the newton rings has a dark spot, and that the dark

spot does not appear to “blink” when the cryostat is running. This indicates that

the membrane does not have continuous contact with the sphere and needs to

be raised slightly to maintain constant pressure at the contact point. To find the

optimum coupling point on the membrane that produces the least q-spoiling, the

membrane should be moved and the q-spoiling checked at multiple points about
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the membrane. While doing so, it is extremely important to drop the sample down

away from the sphere while translating the membrane in the x/y plane to limit

the accumulation of contamination on the sphere. It is also necessary to avoid

bringing the sphere in contact with the edges of the membrane which can scratch

the sphere. In general, the membranes are surprisingly resistant to breaking under

the typical conditions of contact forces with the sphere; however, at the edge, small

pieces of the membrane can break off and become stuck to the sphere.

Since occasionally the taper or membrane can move away from the sphere

during long experimental runs, it is useful to have a method to confirm contact

without needing to adjust alignment optics to view the system through the CCD,

which would require realignment. The membrane can be tested by observing the

count rate with the APD for CW 532 nm while stepping the attocube down several

steps. If the membrane is in contact with the sphere and then releases, there

will no longer be an object to cause significant scatter of 532 nm light into the

cavity and the APD counts will drop significantly. If the counts instead increase

significantly when the membrane is removed, this indicates that considerable

contamination has accumulated on the sphere and it needs to be replaced. A

similar method can be used with the taper as well.

6.5. Cavity Transmission Spectrum Measurement

To observe the cavity transmission spectrum, CW 737 nm is sent through

the tapered fiber and the output from the fiber is measured using an amplified

photo diode. Typically, the optical power is not allowed to exceed 100 µW. This

is important both for preserving the taper as well as preventing thermal drift of

the resonances due to optical absorption induced heating. Particularly when the
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system is under vacuum and cold, the thermal cooling of the taper is very poor.

As a consequence, if high power 737 nm light is used, any contaminant or defect on

the taper that will absorb the 737 nm light will heat up rapidly and quickly burn

out the taper.

An 80 Hz 3 V peak-to-peak ramp wave is generated from an AFG, which is

then sent to a New Focus servo controller, which allows for fine tuned adjustments

to the ramp wave amplitude and offset. The output of the servo controller is then

sent to the frequency control channel of the 737 nm laser which modulates the

optical frequency by adjusting the laser cavity just slightly through a piezoelectric

crystal that controls the cavity diffraction grating. The laser is calibrated such

that a 1 volt input signal corresponds to a 10 GHz frequency shift of the laser from

its normal set point. The output from the amplified photo diode is then measured

via an oscilloscope. The continuous ramp of the laser frequency input signal results

in a constant sweep of the laser frequency through a set range, which allows the

cavity transmission spectrum to be seen in real time through the oscilloscope.

6.6. Optical Alignment and Spectroscopy Experiments

The first step in PL/PLE experiments after the membrane, sphere, and

taper are all properly coupled is to use the galvo mirror to find the point where

the cavity contacts the membrane, the point where the SiVs will couple to the

WGMs. Using the manual micrometers on the galvo/obective stage, the laser spot

is coarsely positioned at the center point of the sphere and focused onto the back

side of the sphere. The 532 laser is then scanned over an area around the center of

the sphere while the output of the taper is measured with the APD to generate a

two dimension raster image of the APD signal. Ideally, the long pass filters in the
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collection path would block out all of the 532 nm excitation light and the detected

photons would be only from the SiV PL. However, even with multiple long pass

filters, the green vastly outshines the red PL, so the resulting image is a map of

green scatter into the cavity and not the SiV fluorescence. On a clean sphere, the

image will typically show a silhouette around the edge of the sphere, and near

the center, the contact point is visible as two spots of scatter separated by a dark

section of minimal scatter. The dark spot is the contact point.

FIGURE 6.10. 532 nm scan raster image of the sphere-membrane system. The
silhouette of the sphere can be seen, and the point of high intensity at the left edge
of the sphere is due to free space coupling of the 532 nm light into the sphere. The
blue dotted circle denotes the approximate contact point.

To confirm the location of the contact point and optimize the beam

alignment for fluorescence experiments the collection output is switched from

the APD to the spectrometer. Systematically sampling points at and around the

center by running 3 min integrations on the spectrometer with the 532 nm CW at

maximum power, the location can be confirmed by finding the point of maximum

PL amplitude from the SiVs. PL is the preferred method for optimizing the laser

spot because all of the fluorescence coupled into the fiber is collected, whereas for
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PLE experiments, it is necessary to block the zero phonon-line which accounts for

90% of the SiV’s emission, requiring significantly longer integration times. The

image produced by detection of green scatter into the cavity can vary from sphere

to sphere. For this reason, it is recommended to optimize using the PL method for

a few days until you are familiar with the pattern and can skip straight to PLE

experiments.

For PLE experiments, a tunable long pass filter is needed in the collection

path to block the driving 737 nm laser. The alignment process is delicate and care

needs to be taken as to avoid over saturating and damaging the APD detector.

The filter is placed in the collection beam path so that it is initially normal to

the incident beam. The APD counts are monitored with CW 737 nm focused

at the contact point while the filter angle is slowly adjusted. When the filter is

normal to the collection path, there is still a red leak rate of a few hundred counts

per second when using max red power. The filter should be adjusted to let in no

more than three times that leak rate into the detector. Because only 10 percent

of the fluorescence from SiVs comes from the phonon side band, the filter cutoff

should be tuned as close to the ZPL as possible without collecting too much of the

driving laser. If the filter is tuned past about three times the red leak lower limit,

the light from laser scatter into WGMs will become significant, and in addition

to the desired SiV spectroscopy data, the PLE scan will also show peaks from the

cavity mode structure. For anything other than low optical power high resolution

scans, it is extremely difficult to do background subtraction to identify the actual

SiV transition peaks from the unwanted WGMs in the scan.
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6.7. Challenges of Working in the Cryostat Environment

Our Montana Instruments closed cycle cryostat simplifies this experiment in

some ways but also poses challenges that had to be overcome. The main advantage

of the cryostat is that it can be cooled down with the press of a button and can

essentially maintain the target temperature for months at a time. A helium flow

cryostat, on the other hand, requires a large dewar of liquid helium and can only

maintain the target temperature as long as there is still liquid helium remaining.

The drawbacks of the system for this experiment are its noise/vibrational isolation

and its vacuum performance. The narrow linewidths of silica microspheres make

them an ideal cavity for a cQED system, but their high Q modes also means they

are very susceptible to noise and contamination in the system.

6.8. Vacuum Performance

When the Fusion is at its target temperature, it can maintain vacuum

pressures of approximately 10−8 torr. The system achieves this pressure by

utilizing charcoal absorbers that act as cryopumps when the system is cold. At

cryogenic temperatures, gas molecules that collide with the charcoal stick to

its surface. The only difference between the charcoal absorbers and every other

component in the cryostat at cryogenic temperatures is the porous nature of the

charcoal provides a very large surface area for gas molecules to stick to. Every

other cold component in the sample chamber also cryo-pumps to some degree,

and that includes the microsphere as well. This can pose a problem when enough

nitrogen has deposited onto the surface of the sphere leading to scattering loss and

a significant degradation of the cavity linewidths.
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Whereas most high and ultra high vacuum systems utilize copper ConFlat

flanges to provide seals, the Fusion utilizes rubber o-rings which have a

significantly higher inherent leak rate even when properly installed. While the

system can reach pressures of 10−8 torr inside the sample space, the constant

low level leakage of atmosphere into the system means that nitrogen deposition

will always occur and eventually degrade the sphere. Unlike other causes of

sphere degradation like scratches and surface contamination from microscopic

particulates, q-spoiling from nitrogen deposition is reversible. Stopping the

cryostat and heating the sample platform to 100 K causes the frozen nitrogen to

sublimate off of all heated components. Running an external turbo vacuum pump

during the heating process removes the gas which has accumulated in the system

and then the cryostat can be started again. Depending on the quality of the o-ring

seals, the system can go weeks between low temp burn off cycles.

FIGURE 6.11. An extreme case of nitrogen ice deposition during an initial
test run without the top radiation shield lid installed. Sub-micron sized spots
of nitrogen ice deposition cause scattering of nearly 100 percent of the light
propagating in the fiber into free space, causing it to glow red from the scattered
laser light.
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This process was used extensively to maintain the microsphere linewidths;

however, after one particular burn off cycle, I forgot to valve off and shut off the

external turbo pump before restarting the cryostat. The external turbo pump

used was backed by a “wet” roughing pump that uses a silicone lubricant. When

oil pumps run, they tend to create tiny microscopic droplets of oil. Normally,

when a turbo pump runs, those droplets do not make it past the turbo pump due

to the pressure gradient from the pump. When the pump was left running and

open to the vacuum chamber after the cryostat was restarted, the charcoal cooled

back down to 30 K and began to cryopump again. The turbo being used could

only pump down to around 10−5 torr, while the charcoal absorbers pump down

to 10−8. Having both pumps run at the same time created a pressure gradient

opposite of the nominal direction for the turbo to function properly. That reverse

pressure gradient caused the oil droplets created by the roughing pump to drift

into the sample chamber and cryopump onto all of the components at cryogenic

temperatures. This led to such a high buildup of oil in the sample chamber that

the diamond was completely coated in oil and the optical modes of the cavity were

effectively destroyed.

This oil leak was a significant setback as it took well over a month to

sufficiently clean the system. Any oil left in the system could still potentially

cause further contamination to the diamond during the process of warming the

cryostat up to room temperature. If a contaminated surface on the first stage

of the cryostat reaches higher temperatures while the sample platform is still at

cryogenic temperatures, it could cause the deposited oil droplets to be cryopumped

back onto the sphere and diamond again.
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FIGURE 6.12. Micrograph of the sphere after the oil leak into the sample
chamber. Significant oil accumulation is visible where the sphere was in contact
with the membrane.

It took several iterations of washing/wiping components with acetone and

IPA and performing a system bake-out until the vacuum chamber was clean

enough to proceed. After all the experimental components were reinstalled,

including a new sphere and taper, the system was cooled down to run the

experiment. After a few days, the cavity linewidths degraded to the point that

it was worth running a low temp burn off cycle. I was much more conservative

with how I utilized the turbo for that burn-off. I let the system rise to 150 K and

only ran the turbo for roughly 15 minutes before valving it off and restarting the

cryostat. Unfortunately, even with the extra precautions, it was still apparent that

there was increased q-spoiling due to oil contamination.

In hindsight, oil contamination has probably always occurred during these

burn off cycles, but was misattributed to other sources of cavity loss. Generally,
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over time, spheres tend to degrade to the point that they need to be replaced.

I attributed this to accumulation of dust contamination and scratches from the

sphere coming in contact with a diamond membrane that is not perfectly clean.

While that probably still contributes to q spoiling, a burn off cycle could still

incrementally degrade a sphere even if it appears to be improving the linewidths

after every burn off. A burn off cycle might lead to a temporary significant

reduction in the line width, but the slow accumulation of oil droplets would

increase the irreversible scattering loss each time. This issue has likely been a root

cause of gradual q-spoiliing over time, and it was only identified because of one

particularly acute instance of oil contamination.

6.9. Noise and Vibrational Performance

The cooling mechanism for the Fusion closed cycle cryostat is a two stage

cold head which uses pistons to adiabatically expand compressed helium gas.

While the cryostat is running, these pistons cycle, typically at around 1 Hz. This

action of the pistons creates a significant source of noise in the system through

vibration and sound conduction into the cold platform. For most applications, the

Fusion’s sample chamber has been engineered to be well isolated from vibrations

from the cryostat, with platform peak-to-peak vibration amplitudes on the order

of 5 nm. While this is exceptionally small, a DSS coupled to a tapered fiber is

extremely sensitive to noise. The two parameters of the sphere-taper system that

are extremely sensitive to noise are the length of the sphere-taper coupling gap and

the strain tuning of the cavity resonances.

For the sphere-taper-gap, noise can come from both guitar string vibrational

modes in the sphere as well as the taper. For the range of sphere sizes used in
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FIGURE 6.13. Illustration depicting cases of vibrational modes of the sphere-taper
system inducing coupling noise. In the top example, the sphere is stationary while
the taper experiences guitar string vibrational modes. The bottom case depicts
vibration of the sphere either due to guitar string modes of the DSS stems, or
vibration through contact with a vibrating sample mount.

this experiment, the decay length of the cavity’s evanescent field is usually several

hundred nanometers. As discussed previously, that decay length also characterizes

the dependence of the taper-cavity coupling rate on the separation between the

two. A 5 nm peak-to-peak oscillation in a taper-sphere gap of several hundred

nanometers would cause minimal noise in the cavity transmission spectrum.

However, the stated spec for vibrational performance of the cold platform is not

the same as the vibrational stability of the sphere or taper. Since both can act

as mechanical resonators with guitar string-like modes, the 5 nm peak-to-peak

oscillation at the base of the system leads to resonant driving of these modes

leading to an appreciable source of noise in the transmission signal. Uncorrected,
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this noise can make it impossible to accurately observe features like cavity

linewidths. Stopping the cryostat can temporarily solve this issue; however, as

the platform warms, the system will experience thermal drift, which can effect the

relative positions of the membrane-sphere-taper system, and will also lead to a

steady drift of the cavity resonances due to the thermal dependence of the sphere’s

index of refraction. Warming the system will also lead to broadening of the SiV

optical transitions.

Apart from system design considerations to limit noise, which will be

discussed in the next section, one method for reducing the susceptibility to

vibration is maintaining adequate tension on the sphere and the taper. Increasing

the tension on the sphere and taper raises the resonant frequency of their

fundamental vibrational modes so that there is less effective driving of the mode

by the lower frequency noise/impulse of the cryostat piston.

A second way for vibrations/sound to generate noise in the WGM spectrum

of the cavity comes through vibration driven frequency modulation of the cavity

resonances. Maintaining a stable cavity resonance frequency requires that the

sphere have a static tension applied to it, i.e. that both anchor points where

the stems are glued remain fixed relative to one another. If vibration/sound

conduction through the system causes any vibrations at the anchor points of

the double stemmed sphere, that will result in a rapid oscillation of the WGM

resonance frequencies. In the case of the first system design for this experiment,

one of the anchor points for the stems was on a pedestal-like post (20mm x 10mm

x 3mm). A downside to this design was that this post would essentially behave as

a cantilever-like tuning fork. Each time the piston in the cryostat would cycle,

it would cause an impulse that would ring the pedestal. When the sphere was
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under tension, this would result in an oscillation of the resonance about the set

frequency by as much as tens of gigahertz. Considering the fact that the cavity

linewidths of the WGMs being observed are typically on the order of 50 MHz or

less, and that the mechanical oscillation frequency of the pedestal was on the order

of 10 kHz, it was essentially impossible to accurately observe the linewidths of

the WGMs while the cryostat was running. The frequency sweep of the laser to

scan the cavity mode spectrum generally should not cycle faster than 100 Hz, and

as a result, the cavity resonance would oscillate about the set point hundreds of

times during a given sweep of the laser frequency. At best, this oscillation would

cause the mode to appear artificially broadened, and at worst, it was impossible to

observe anything that could be considered a peak.

FIGURE 6.14. A simplified illustration of the process responsible for vibration
and acoustically induced cavity frequency noise. Sound and/or vibration from
the cryostat excites resonant vibration of one of the anchor points of the double
stemmed sphere. The resulting vibration at the anchor point results in high
frequency variation of the stem tension leading to rapid modulation of the cavity
mode resonance frequency.

To give an anecdotal example of the system’s sensitivity to sound conduction,

when the system is running and the taper is coupled to the DSS and the cavity

mode spectrum is being observed in real time, the sound of someone sitting next

to the cryostat talking can be enough to significantly disturb the transmission

background. By humming a scale next to the vacuum chamber, you can find the
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pitch of the taper or sphere resonance frequencies, and by humming or singing at

slightly higher volume, drive the vibration enough to cause the taper to stick to

the sphere. In the past, sources of noise as small as a heat sink fan on a laser, or

the vibrations of a powered but not running stepper motor on the far end of the

optics bench 15 feet away, was sufficient to make collecting usable data impossible.

Another major flaw with the initial system design was the mount for the

diamond membrane sample. The original configuration had the sample sitting on

top of an approximately 30 mm pedestal that was secured onto an x-y-z attocube

stack. This also acted as a cantilever that could vibrate, but this was further

exacerbated by the fact that the three attocubes it rested on were much less rigid

compared to monolithic copper and can act as very rigid springs. This resulted

in vibrations of the diamond sample on the order of several microns when the

cryostat was running, and when the diamond was brought into contact with the

sphere while the cryostat was running, it was impossible to effectively observe the

cavity mode spectrum or even maintain taper-fiber coupling without the taper

sticking to the sphere.

6.10. Redesigning the Cryostat System to Limit the Impact of

Vibration

When it was determined that the first iteration of the experimental setup

inside the cryostat was too susceptible to vibration to be useable in the desired

experiments, a revised system design was made to limit the susceptibility to noise

from the cryostat. Most of the major changes to the system design were made to

the top plate that is used to mount the taper and sphere. The new mounting plate

design was monolithic, fabricated as one single piece as opposed to the old design
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FIGURE 6.15. The original cryostat system design. Note the relatively tall and
thin sample mount and taper anchor point which posed major issues for vibration
and acoustic sensitivity.

which consisted of four separate pieces secured with screws. The new design also

increased the thickness and mass of the sphere mounting plate to limit structures

that would be prone to vibrating. Lastly, the new design eliminated the presence

of long pedestal-like components used to mount the sphere and sample which were

extremely sensitive to vibration.

The impact of this redesign was dramatic and reduced the effect of the

cryostat noise to the point that it is possible to effectively observe the cavity
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transmission spectrum and make measurements of cavity linewidths while

the cryostat is running. Further reduction of vibration and sound conduction

into the experiment would be ideal for obtaining very precise cavity linewidth

measurements; however, most further steps to limit vibrational effects entail

modifications to the cryostat itself, which was beyond the scope of what was

achievable in the time necessary to complete this project.

96



CHAPTER VII

CHARACTERIZATION OF THE TUNABLE CAVITY QED SYSTEM

7.1. Introduction

In this chapter, I will cover data collected on the performance of the tunable

microsphere cavity. Cavity transmission measurements are used to verify minimal

Q-spoiling of equatorial WGMs upon contact with the membrane, as well as verify

the range of cavity mode tuning achievable using the strain tuning method. Lastly,

I will also characterize the noise present in the cavity transmission spectrum

resulting from acoustic and vibrational conduction into the cryostat sample

chamber due to the operation of the cryostat’s compressor and cold head.

7.2. WGM Q-Spoiling

The key condition this system needs to achieve cQED coupling in the good

cavity limit is the preservation of narrow linewidth equatorial cavity modes even

when in contact with the sphere. Figure 7.1 shows the mode spectrum of a single

equatorial cavity mode before contact and while in contact with the diamond

membrane. Note the minimal broadening of only 3 MHz. The extent of Q-spoiling

is particularly dependant on the choice of contact point on the membrane and

it can at times be tricky to achieve such a result. The optimum location on the

membrane for minimizing the Q-spoiling is generally near the thinnest point of

the membrane where the color interference fringes are not present, and roughly

equidistant from either edge of the membrane. The high degree of sensitivity to

location suggests there might be additional unexpected behavior in the interaction
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of the cavity mode with the membrane which impacts the coupling behavior. This

could also have implications for the field strength of the WGM at the SiV depth.

The minimal Q-spoiling induced by the membrane indicates that cavity linewidths

can be preserved while integrated into the taper-sphere-membrane composite

system.

FIGURE 7.1. Cavity transmission spectra of an equatorial WGM with the sphere
alone, and the case when the diamond membrane is in contact with the sphere.

7.3. Tension mediated cavity tuning

Given the fact that the DSS fabrication process results in an unpredictable

mode spectrum, the need to achieve a zero SiV-cavity detuning for cQED

experiments necessitates a working tuning cavity tuning range somewhat

comparable to the free spectral length of the cavity. Figure 7.4 shows data

collected from a test of the tuning performance of the system at room

temperature. Using the step positioning mode of the nanopositiner, a frequency

shift of nearly 200 GHz was achieved with just over 250 steps. In this case, data

collection was limited by researcher fatigue, not any limits of the system itself.

Even after data collection was concluded, it was possible to continue stretching the
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sphere for several hundred steps before the attocube was seen to hit its stick-slip

limit and fail to apply further tension.

Even though the data were collected at room temperature, the only

practical difference between this data and the capabilities of the attocube at lower

temperatures is finer resolution. When the attocube is cooled down to cryogenic

temperatures, a 30 V step input will produce a considerably smaller displacement

of the stage that using the same step size at room temperature. The result is

simply that the step count required to shift a WGM a fixed amount is increased

when cold. The non-linearity present in the long range tuning data is likely due to

an additional tuning effect from the applied tension also modulating the index of

refraction in the silica sphere. [58]

It should be emphasized that for performing fairly long range tuning (300+

steps) of DSSs with narrow (20 microns or less) stem waists, the sample should be

lowered away from the sphere and a lower step voltage closer to 30 V used. The

dynamic force on the DSS during each individual step exceeds the static stretching

force, and if a higher step voltage is used with a thin stem, it increases the chance

of the sphere snapping. The sample should be lowered down for the long distance

tuning process in case the stem does in fact fail under tension. If the sphere is in

contact with the sphere or close by when it fails under high tension, the energy it

releases is enough to damage any of the membranes it hits. This occurred once and

damaged approximately 50 percent of the best membranes.

Given the capacity to tune several hundred megahertz and the ability to

choose from four different sets of SiV transitions, we are well situated to be able to

tune an equatorial WGM into resonance with an SiV even if it is initially relatively

detuned from the closest SiV transition.
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FIGURE 7.2. Data showing WGM frequency shift data from strain tuning
experiments. A) Long range tuning data utilizing the attocube step function.
B) Tuning data using the continuous DC offset mode over 60 volts of its 150 volt
range. C) DC offset tuning data over a narrower 5V range to demonstrate the
tuning resolution. Note that this data was taken using the first cryostat system
design which was more sensitive to ambient system noise. Also note that the need
to readjust the taper coupling over the course of the experiment introduces some
variation due to frequency shifts from the taper coupling.

7.4. Vibration Performance

Because vibration proved to be such an issue with the original cryostat

design, data were taken using the new redesigned system to verify the system’s

stability when the cryostat is in operation. These data were collected by taking

the traces of the cavity transmission spectrum while the cryostat was running, and

gating the data collection at fixed delays relative to the 1 Hz trigger signal output

from the cryostat which is synced with the operation of the cold head. In addition

to this data, the various modes observed for this experiment were also measured
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with the cryostat fully stopped to obtain the ”natural” linewidths of the modes

when they are not being effectively broadened by cryostat noise.

For the 1 second cycle period of the cryostat, data was collected at delay

intervals of 100 ms. For each mode, the data set consists of 9 traces. Due to

inefficiencies of the oscilloscope trigger, the scope would not consistently acquire

at the proper moment of the signal burst which scanned the laser frequency. As a

result, data acquisition of all 9 traces for each trigger delay time took place over

several minutes, rather than the 9 second time it would take for the cryostat to

complete 9 piston cycles. As a consequence, longer timescale drifting of the modes

was a significant factor in the broadening of the average linewidths. This drift was

likely due to intermittent contact of the membrane with the sphere and will be

discussed in more detail later in this section.

FIGURE 7.3. Illustration of the data acquisition scheme used to measure the
effective cavity broadening at different points in the cryostat cold head cycle.
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It is important to emphasize that the broadening of the modes discussed in

this section is not physical in that it is not due to any change of the cavity decay

rate, but instead an artifact of a non-stationary mode in frequency that results in

apparent broadening due to the averaging/integration time inherent to the data

acquisition process.

Data were collected of an 18 MHz near-equatorial mode (l −m + 1 = 3) not

in contact with the membrane and slightly under-coupled. Tension on the sphere

was 200 attocube steps past being slack using a 30 volt step size for driving the

positioner. Note that using higher voltage step sizes increases the risk of snapping

the sphere due to higher dynamic forces over the duration of the step. Unless

using a sphere with stems much thicker than 15 microns at the taper waist, using

step voltages of 40+ volts will consistently result in structural failure before the

attocube hits its stick-slip limit.

Note that of the different trigger delay values used, the maximal average

linewidth observed was 30 MHz, giving a maximum effective broadening of 15

MHz. Also note that the reference trace of the mode taken when the cryostat is

stopped was 60 percent coupled compared to the 80 percent coupling while the

system was running, so the relative broadening is actually slightly less than the

data suggests. This demonstrates minimal sensitivity to sound conduction and

vibration, the effects of which can be further reduced by gating data collection

using the cryostat trigger output to collect data only during the intervals of the

cycle with minimal effective mode broadening. As an example, if data were only

taken around the 700 ms delay period, the apparent broadening due to cryostat

operation would only be 2 MHz.
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Even without gated data collection or post-selection, these results are

promising, especially when taken into consideration that the equatorial mode

linewidths while in contact with membrane will typically be closer to 30 or 50

MHz. While no noise data were collected for the original system design, this is a

significant improvement in performance. With the old system design, while the

sphere was under tension, the frequency modulation of modes was so intense that

it made it difficult to obtain an average trace that resembled a lorentzian or even

a centralized peak. The modes would oscillate hundreds of megahertz about their

center frequency and the timescale of the ring-down process was roughly on the

same order as the period between piston cycles making gated data acquisition or

post selection infeasible. In some cases, the maximum amplitude of the frequency

oscillation of the mode could be as large as tens of gigahertz.

Data were also collected for various modes at low and high tension while the

sphere was in contact with the membrane. As can be seen from figures 7.5 and

7.6, the effective broadening was greater with the membrane in contact. This is

indicated both by the linewidth of the average traces for each time delay as well

as the average trace acquired through the scope by integrating 128 successive

frequency sweeps for a frequency sweep rate of 80 Hz. One point of interest is that

in most cases, the best fit linewidth of the average trace for each time delay is

greater than the linewidth found from the average trace obtained using continuous

averaging with the scope. A potential explanation for this can be inferred from

noting how the center frequency of the mode fluctuates over the course of the

9 scans for a given trigger delay. The successive traces are colored in chromatic

order from red (first) to violet (last). Notably in many of the trigger delay plots,

the successive mode traces seem to show a continual smooth drift of the mode
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frequency in one direction. This is in contrast to a random distribution not

ordered in time that would be expected if the only cause of the spread was the

rapid frequency modulation caused by sound conduction into the sample chamber.

The likely cause of continual drift in frequency is thermal fluctuations of the

sphere. Especially at the cryogenic temperatures used for these experiments, the

temperature dependence of the index of refraction in silica is fairly sensitive. Due

to the fact that the principal cooling source for the sphere is conduction through

the membrane and not cooling through the silica sphere stems, if contact with

the membrane is interrupted the heating/cooling, load will change and the sphere

temperature will no longer be in a steady state leading to a frequency drift as the

system moves towards a new thermal steady state.

The process leading to the intermittent sphere-membrane contact is likely

due to motion of the membrane itself. The negligible amount of coupling noise

observed from these data (variation in taper/cavity coupling rate) indicates that

the sphere-taper gap is stable and neither component experiences significant

motion due to mechanical modes driven by impulse or noise from the cryostat

piston. This leaves motion of the membrane itself as the source of the intermittent

contact. The membranes resembling cantilevers are likely behaving as very poor

mechanical resonators that are driven by the vibration/sound conduction from

the cryostat. In some cases when the contact between the sphere and membrane

is fairly light, intermittent contact can be observed through the imaging CCD

for the system. When the membrane is in contact with the sphere and proper

objective focus is used, newton rings can be seen at the contact point due to

the interference effects of two medium boundaries separated by a small distance.

When the membrane is in contact, the center of the newton ring pattern is a dark
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circular spot surrounded by concentric interference rings. When the contact force

between the two components is fairly light, the center spot of the interference

pattern can actually be seen to “blink” in sync with the cycling of the cold head.

This blink is also accompanied by a rapid frequency shift in the mode spectrum

followed by a drift back to its original position. A variation in the pattern of the

newton rings indicates that the separation between the sphere and membrane is

varying, in this case from contact to some non-zero separation. If the amplitude

of the initial thermal frequency shift is larger than the distance in frequency, the

mode is able to drift back towards its initial steady state position. The end result

will be a continual shift away from the original frequency position of the mode over

time. Thermal fluctuations of the WGM resonances ceases when the cryostat is

stopped.

To a certain extent, the intermittent contact can be avoided by slightly

raising the membrane a few extra steps, such that the membrane is forced away

from its natural equilibrium position by the sphere. In the case of the particular

experimental run used to collect the vibration data, the thermal drift was worse

than what is typically observed. Generally, slower timescale motion of modes

in frequency should be unnoticeable, but for this particular experimental run, it

was present, and increasing the pressure of the sphere on the membrane had little

effect. Time constraints on concluding research for this project prevented repeating

this experiment with different conditions to mitigate the drift.

As has been mentioned in other sections, the most desirable membranes to

use are the longest ones with a more gradual taper, because they make it easier to

find the region of optimal coupling where the membrane has the least negative

impact on the cavity linewidths. The flip side to this is that longer, thinner
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membranes are less rigid, and consequentially, their motion is difficult to damp via

contact with the sphere. The magnitude of thermal fluctuations for this run was

anomalous and it is possible the specific membrane used has a particular problem

causing it to move more, as this problem has not been nearly as pronounced for

past tests of the system using other long membranes. If this problem persists, it

could be mitigated by using some of the shorter membranes which don’t tend to

have the same issue. This could potentially come at the cost of greater actual q-

spoiling due to coupling at a thicker point on the membrane but still a net gain

from the reduction of thermal drift.

Because of the manner with which these particular data were taken, there

is no way to analytically and precisely decouple the effects of the longer timescale

drift from the shorter timescale fluctuations due to strain modulation. Therefore,

it is difficult to make a precise quantitative analysis of the stability of the system

with regards to noise from acoustically driven strain modulation. That said,

qualitatively, the data do seem to suggest that a significant factor leading to

broadened average linewidths for each trigger delay is slow drift. At several

different values of trigger delay, the linewidths of the individual traces more

closely resemble the linewidths of the modes with the cryostat stopped or the trace

made from continuous averaging than the linewidth of the averaged trace for the

particular trigger delay. This suggests that a large portion of the broadening is

due to fluctuations with a characteristic timescale at least as long as the 6.25ms

duration of the frequency sweep used to acquire each trace.

Further, as an illustration, looking at the case of a 400 ms trigger delay from

figure 7.5, if we make the rough approximation that the rate of drift was constant

and the intervals between each successive trace was constant, we can correct the

106



data for the assumed drift to recover a narrower averaged linewidth. Given these

assumptions, the averaged linewidth is reduced from 117 MHz to 56 MHz, which

is less than the averaged linewidth of the trace acquired from 128 iterations of

continuous averaging over a full cycle of the cryostat piston.

While this model uses a fairly crude approximation of the long time scale

drift, the fact that it was able to reduce the averaged linewidth by over 50 percent

is indicative of the significant impact of long timescale drift. Similar rough analysis

of data with the same model for other trigger delays and tensions suggests slow

drift is a major contributor to averaged mode broadening when the membrane is in

contact with the sphere. Further, because the model made an overly simplistic

approximation of a constant rate of drift and constant intervals between data

acquisition, a more accurate model would likely have lead to greater reductions

of the averaged linewidths for each trigger delay.

For performing actual cQED experiments where the cavity-SiV detuning

is an important variable that needs to be finely controlled and stable, it is not

possible to simply analytically compensate for drift in the data analysis for such

experiments. The issue needs to be resolved physically. As mentioned previously,

the issue will likely be solved through the appropriate choice of membrane and the

coupling spot on the membrane used, picking a membrane and spot that minimizes

the intermittent contact with the sphere. Given that intermittent contact with

the sphere could also be causing frequency modulation of the cavity resonances

leading to further broadening, solving the drift issue could result in a reduction

of averaged linewidths better than would be suggested by a model that perfectly

accounts for slow drift.
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If the use of different membranes fails to resolve the issue, it could

potentially be managed through feedback control of the stretching attocube, using

tension modulation to maintain a stabilized cavity resonance frequency. Lastly,

data could always be collected intermittently during intervals when the cryostat

is stopped completely. With the drift issue resolved for a running cryostat, gated

data acquisition can then be employed when necessary to achieve optimized cavity

linewidths.
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FIGURE 7.4. WGM frequency noise data consisting of 9 successive frequency
scans gated by a set delay time relative to the 1 Hz trigger output from the
cryostat. A single scan of the mode with the cryostat off is used to establish the
natural linewidth of the mode. The linewidth of the averaged trace is given for
each delay. The specific WGM is a near equitorial (l −m + 1 = 3) mode which has
been tightened to 200 attocube steps past being slack using a 30V step size.
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FIGURE 7.5. Vibration data for an l−m+1 = 3 WGM with the DSS tightened to
50 attocube steps past slack. 9 successive WGM traces are taken for each trigger
delay, and the best fit linewidth is given for the cumulative average curve for each
delay set.
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FIGURE 7.6. Vibration data for an l−m+1 = 3 WGM with the DSS tightened to
150 attocube steps past slack. 9 successive WGM traces are taken for each trigger
delay, and the best fit linewidth is given for the cumulative average curve for each
delay set. Contamination of the sphere led to a larger intrinsic WGM linewidth.

111



FIGURE 7.7. Reduction of averaged WGM linewidth via a naive drift correction
model. A) Successive cavity resonance scans taken at a 400ms delay relative to
the cold head trigger signal. Colored in chromatic order from red (first) to violet
(last). B) averaged trace (blue) and lorentzian best fit model (red) which gives a
linewidth of 117 MHz. C) Corrected WGM traces shifted in frequency assuming
constant rate of drift. D) Averaged trace with the correction applied (blue) and
lorentzian best fit (red) which gives a linewidth of 56 MHz.
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CHAPTER VIII

COUPLING BETWEEN SILICON VACANCY CENTERS AND WHISPERING

GALLERY MODES

8.1. Introduction

In this chapter, I will cover results of spectroscopy of the SiV-cavity system

to verify optical coupling of SiVs into the cavity modes. PL and PLE spectroscopy

were used to observe SiV fluorescence collected by the sphere and coupled from

the tapered fiber into the collection path, demonstrating that the SiVs within the

membrane at the diamond-sphere contact point do, in fact, optically couple to the

WGMs of the cavity. I will revisit the estimate for C ≈ 11 made in chapter 2 in

light of the experimentally observed values of κ and γ.

8.2. PL and PLE Spectroscopy

For the initial high SiV density samples, both PL and PLE data were taken

demonstrating optical collection of the SiV fluorescence through the tapered

fiber via optical coupling to the DSS cavity modes. PL spectra were collected via

spectrometer using CW green excitation. Typically, three minutes was used as

the standard integration time. Initial alignment of the excitation laser with the

contact point can take a few tries to optimize, so it is ideal to use the 3 minute

integration time to help identify the SiV fluorescence when the initial alignment is

off and the signal is low. However, reduced integration times can be used once the

system is optimized. PL spectra of the SiV fluorescence reveals two peaks, which

indicate the excited state splitting of the transitions. Note that the presence of
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only two peaks, and not the four that are expected from the four different optical

transitions, is due to the limited resolution of the spectrometer. The roughly

2 angstrom resolution is not sufficient to resolve the 50 GHz SiV ground state

splitting. The observation of SiV fluorescence is significant in that it demonstrates

there is optical coupling occurring between the SiV and the cavity modes.

FIGURE 8.1. PL spectra of the sphere-membrane system showing two peaks
separated by the SiV excited state splitting. The blue line is from data collected
with no 532 nm excitation, using the same integration duration as a control to
distinguish SiV fluorescence from background.

Sometimes the PL spectra will show additional peaks, such as multiple peaks

red-detuned from the SiV transitions. Typically, these peaks are much weaker

and spectrally separated from each other by a distance that seems to possibly

correspond to the free spectral range of the cavity. This is likely indicating

effective collection of the SiV phonon side band by equatorial and near equatorial

modes that are well coupled to the fluorescing SiVs. This could potentially be used

as a way to check that the membrane/sphere configuration is optimally configured.
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Another phenomenon that is sometimes observed is a third peak, comparable

in amplitude to the expected SiV transition fluorescence, and slightly blue detuned

by a distance roughly comparable to the SiV excited state splitting. It seems that

the presence of this peak is dependant on the sphere being in contact with the

membrane, but the actual cause is not understood. Typically, PL can be observed

when the 532 nm laser is focused away from the contact point, with a reduced

PL count rate the further the 532 nm spot is away from the contact point. This

is potentially due to the SiV fluorescence coupling into some sort of waveguide

mode within the membrane, that then propagates to the contact point where

some of the fluorescence then couples into the cavity and is collected via the

tapered fiber. This third peak is only ever visible with the 532 nm focused at the

contact point, which indicates that something about the contact with the sphere

is necessary for it to be present. The presence of the third peak is not consistent

with any expected cQED effects. It was considered that the third peak could in

fact be from SiV transitions which have been shifted by strain effects at the cavity

site; however, PLE scans taken in cases where the third peak was visible never

revealed any features that obviously corresponded to the peak visible in the PL

data. Additionally, a survey of SiV strain splitting shows there is limited strain

present at the tips of the membranes.[28] It still remains unclear whether this

feature results from some sort of interaction with the SiVs, or if it is due to an

entirely different color center or another phenomenon.

PLE spectroscopy of the same high SiV density system has a much higher

resolution, limited only by the laser linewidth (¡200 kHz) and laser tuning step size

used. Consequentially, PLE spectroscopy reveals all four SiV transitions. PLE data

were taken both with 532 nm initialization and without 532 nm initialization as a
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FIGURE 8.2. PLE spectra of the sphere-membrane system using the original high
SiV density membrane sample. All four SiV transitions are visible. The data has
been background subtracted using an identical PLE scan that was taken without
off resonant 532 nm excitation.

means for comparison to identify and distinguish SiV fluorescence from the leakage

of cavity mode transmission as well as other potential sources of fluorescence.

While a tunable band-pass filter is used to block the resonant driving laser, there

is still measurable leakage of the 737 nm light into the detector that comes from

scattering of the 737 nm light into the cavity modes which are then collected by

the taper. Identification of fluorescence peaks that are present in both scans with

and without 532 nm initialization serves as a means for identifying which peaks are

due to factors other than SiV optical transitions.

One important detail lacking in the PLE spectra for the initial higher density

samples used is the presence of individual smaller linewidth peaks indicating single

transitions from individual SiVs. Assuming the cavity is coupling to multiple SiVs,
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unless there are factors causing significant broadening of the transition linewidths,

it should be possible to resolve single transitions from a single SiV. PLE scans

of the system using greatly reduced excitation power did not result in resolvable

peaks with linewidths corresponding to the known linewidths of individual SiVs in

the sample (200-500 MHz). This rules out optical power broadening as a limiting

factor to single SiV resolution.

One possible contributing factor is thermal broadening. While it is known

that the ∆T from the cold platform to the sample mount is only around 0.2K,

that value does not necessarily reflect the temperature at the sample itself. While

the actual temperature of the sphere is not known, the observed frequency shift of

the cavity mode spectra upon contact with the membrane indicates a difference in

temperature between the two components and cooling of the sphere via thermal

contact with the cold membrane. Due to the fact that the membrane is acting

as a heat sink for the sphere, it is not known whether the membrane maintains

a temperature similar to that when it is not in contact with the sphere, or if the

additional heat load from the sphere causes an appreciable temperature increase

after the system reaches a steady state. Due to the inability to spectrally resolve

single SiV transitions with this data, it was not possible to determine the potential

impact of thermal broadening.

A second possibility is that something about the mechanics of the contact

between the sphere and membrane, such as charging effects, is impacting the SiVs.

Confocal PLE spectroscopy of the membrane alone verifies that SiV linewidths are

preserved after the membrane fabrication process. Any mechanisms broadening

the transitions would therefore need to be due to the presence of the sphere.

While the symmetric structure and lack of a permanent dipole help to protect
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the SiV from the effects of electric field noise in its local environment, given

a sufficient amount of electric field noise, there will eventually be an impact.

Since the silica comprising the sphere and the diamond of the membrane are

two different materials with different electronegativities, even stationary contact

between the two will result in local charge formation from the triboelectric

effect, the phenomenon responsible for the buildup of static charge from surface

contact between two materials. We have not attempted to model the potential

magnitude and charge mobility of the triboelectric effect at the contact point, so

the potential impact on the SiV linewidths is unknown. Again, because individual

SiV transitions are not resolvable in the PLE data, it is difficult to make any

assessment of its impact.

Lastly, a third factor that could be at play with this data is the spacial

density of SiVs in the membrane. If the density is sufficiently high, depending

on the typical transition linewidths, the sphere could be coupling to a sufficiently

high number of SiVs such that they all overlap in frequency and form a continuous

distribution of SiV fluorescence. All three of these factors could be contributing to

the inability to resolve single transitions, and it is difficult to tease out the solution

from the data.

In an attempt to solve this issue, a new membrane sample was fabricated

using a lower SiV implantation dose intended to result in a lower spatial density

of SiVs in the membrane. Secondly, the etch process used to form the tapered

thickness profile of the membranes was extended, resulting in thinner membranes

which also removed more SiVs via etching.

PL spectroscopy of the system incorporating the new lower SiV density

membrane sample resulted in the same expected double peak indicating coupling
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of fluorescence into the cavity, albeit with a lower intensity likely due to the

fluorescence of fewer SiVs. Fortunately, PLE spectroscopy of the system reveals

peaks that no longer resemble a smooth distribution of fluorescence around where

we expect to find the transitions, and further, some details look as if they could be

from single SiV transitions. Note that for wide PLE scans covering the full range

of all four transition groups high power 737 nm is typically used. This is because

for PLE spectroscopy of the system given the coupling of 737 nm scatter into the

modes, it is generally necessary to be more aggressive with blocking the laser beam

than you would typically need to be with PLE spectroscopy using a confocal setup

only. As a consequence of using a higher cutoff wavelength, more of the already

small phonon side band is rejected leading to reduced fluorescence counts. This

results in a lower signal to background ratio than what is achievable with PL

spectroscopy. This makes it preferable to use higher power to reduce integration

times when possible.

A narrow frequency PLE scan of the spectral region corresponding to the

SiV B transitions shows multiple resolvable peaks within a frequency range of

less than 10 GHz. A narrower view from this scan shows what appears to be 5 or

more individual fluorescence peaks with linewdiths less than 1 GHz, many possibly

closer to 500 MHz in width. This scan was performed at higher 737 nm power

which should lead to power broadening. To obtain clearer data of individual peaks,

a narrow frequency PLE scan was also taken of the SiV C transition group. Two

peaks on the edge of the C transition distribution were chosen for closer scans to

reduce the potential for multiple overlapping transitions presenting as single SiVs

with broadened linewidths.
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FIGURE 8.3. Blue line: PLE spectra of the sphere-membrane system using the
low SiV density membrane sample. Orange line: control scan taken with zero 523
nm initialization pulse. Much sharper features are visible suggesting single SiV
transitions.

A narrower PLE scan of the system centered on the group of C transitions

reveals two fluorescence peaks with linewidths of 880 MHz and 650 MHz. A repeat

of the same scan, but at reduced 737 nm power, reveals reduced linewidths of 250

MHz and 370 MHz respectively, indicating the presence of power broadening in

the previous scan. The presence of these peaks, in conjunction with their observed

power broadening and linewidths consistent with those measured using confocal

PLE spectroscopy of the membrane alone, supports that these peaks indicate

transitions of two individual SiVs. This is important because 1) it means that

cQED experiments can be performed utilizing individual SiVs and 2) neither

broadening from higher membrane temperatures nor electric charge noise from the

membrane-sphere contact are dramatically degrading the SiV optical quality. This
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FIGURE 8.4. A) PLE scan of the SiV B transitions. B) A narrower plot of the
data with arrows identifying potential single SiV transitions.

serves as a means to verify that effective cooling of the membrane is still occurring

even with the added heat load of the sphere in contact.

8.3. Revisiting the Estimate for C in the Composite cQED System

From the data collected in this chapter as well as the previous, linewidths

for both equatorial cavity modes and single SiV transitions were measured. The

fluorescence of one particular transition for a single SiV was found to have a

linewidth of γ/2π = 250 MHz, and an equatorial cavity mode demonstrated Q-

spoiling of only 3 MHz when brought into contact with the diamond membrane

(with a total broadened linewidth of 38 MHz). Both of these values are relatively

comparable to the estimated values of κ/2π and γ/2π used in the theoretical

calculation for the achievable cooperativity of the system in chapter 2 (C ≈ 11).

Keeping the same theoretical value for g/2π of 150 MHz and using the

measured best case (so far) values of κ/2π = 38 MHz and γ/2π = 250 MHz

gives a cooperativity of C ≈ 9, well within the regime where cQED effects

should be visible in cavity transmission and PLE measurements for small or
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FIGURE 8.5. A) Wide frequency PLE scan of the SiV C transitions. B) A
narrower scan of the two peaks shown within the outlined box in A. C) A
repeated scan of both peaks but with reduced 737 nm power, revealing narrower
fluorescence peaks of presumably single SiV transitions.

zero cavity-SiV detuning. Given that a confocal PLE spectroscopy survey of the

membrane by itself showed some SiVs with linewidths even closer to 200 MHz,

even higher cooperativites could be achievable. Limited time was spent trying to

find transitions in the composite system with the smallest linewidths so this seems

very plausible. Even in a less ideal scenario where the cavity modes are especially

broad and minimal effort is put into finding narrow SiV transitions, values of

γ/2π = 350 MHz and κ/2π = 100 MHz still give a cooperativity of C ≈ 2.3 which

would still be detectable through PLE and cavity transmission measurements.

While g has yet to be measured through cQED specific experiments, these

results are encouraging as it so far confirms the viability of this system for

performing experiments in the good cavity regime where C > 1 and g > κ.
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CHAPTER IX

GUIDANCE FOR FUTURE WORK AND CONCLUSIONS

9.1. Introduction

At the conclusion of research, this project is on the cusp of performing

experiments to observe cQED effects of SiV-cavity coupling through cavity

transmission and PLE spectroscopy measurements. Significant progress has

been made to resolve the major roadblocks towards realizing SiV coupling

experiments, including reduction of vibration sensitivity and the fabrication of a

low SiV density membrane sample. As has been shown in the previous chapters,

the system does in fact exhibit SiV optical transitions and equatorial WGMs

with appropriate lindewidths to operate in the desired good cavity limit, and

theoretical estimates suggest that the coupling rate, g, should also be sufficient

to observe cQED effects of SiV-cavity coupling. The system and methods currently

used for experimentation thus far should already be sufficient to observe cQED

effects; however, in addition to performing those experiments, there are further

actions that could be taken to optimize the system performance, enhance the

longevity of the system, and increase the quality of data collected. Here I will

cover recommended further work to mitigate existing issues and provide better

control of the experimental system, as well as next experimental steps that should

be taken to finally observe cQED coupling between the cavity and SiV optical

transitions.
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9.2. Further Modifications for Vibration and Acoustic Susceptibility

In terms of further limiting the effects of vibration on data collection, the

only structural changes that could be made would be on the outside of the vacuum

chamber. The vacuum chamber and the cryostat are both mounted on a structural

carrier plate and connected via a thermal cross link under vacuum which is what

thermally connects the cold platform of the vacuum chamber to the cold finger

of the cryostat. The cross link design uses several spring-like clamps to limit

vibrations transmitted though the cross link. The structural carrier plate, however,

is completely monolithic and ridged. To further increase the vibrational isolation,

the cryostat could be mounted on a separate bench, not connected to the optics

bench containing the vacuum chamber, and the carrier plate could be cut so that

the only mechanical link from the cryostat to the vacuum chamber would be the

flexible cross link.

In order to limit sound conduction into the vacuum chamber, the cryostat

could be mounted on top of a layer of material to dampen the conduction of

sound from the optics bench. Additionally, acoustic foam could be placed around

the vacuum chamber to attenuate ambient sounds from the room which can

also include sounds from the cryostat itself that propagate through the air as

well as the cross link. It is likely most of the sound conduction into the sample

chamber comes from the cross-link and the carrier plate bolted to the optics

bench, however, the addition of sound damping foam around the sample chamber

is extremely simple and cheap and could still be beneficial for very precise

measurements of the cavity mode spectrum.

Lastly, one non-structural option to address vibration from the cryostat

would be to gate all data collection using the timing trigger for the cryostat piston.
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By omitting data collected based on its time of collection relative to the cycling of

the cryostat piston, the impact of cryostat noise can be limited. Because certain

elements of the system, such as the taper and sphere, have vibrational modes that

can be resonantly excited through the impulse of the cryostat piston, the trigger

for data collection can be timed such that the relevant data is only collected after

the initial piston cycle, plus an additional delay period to allow the ring-down of

those mechanical modes. Because the resonance frequencies and decay rates of the

various mechanical modes can vary from sphere to sphere or taper to taper, etc.

(as well as vary with changes in tension), the gated collection window will need to

be adjusted on a case by case basis, or a much more conservative collection window

could be used across the board at the expense of longer integration times.

As was shown in the section on vibration data in the results chapter, absent

any additional sources of ambient sound in the lab, the system is exceptionally

stable when the compressor is stopped temporarily which allows for just under 4

minutes to complete an experiment before the sample temperature climbs from 3K

to 10K. It is certainly workable to run an experiment in that time frame, however,

it would be advantageous if that time could be extended. As has been previously

mentioned, one effect of the large copper mass of the outer mounting pedestal is its

functioning as a thermal battery. Its presence in the system greatly prolongs the

cool down and warm up process. Both the central pedestal and the outer pedestal

are coupled to the cold head of the cryostat. However, the thermal connection of

the central pedestal is significantly better than that of the outer pedestal. The

outer pedestal is mounted on the PCB boards which are gold plated to enhance

thermal conductivity, and those are in turn mounted to the cold platform via an
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aluminum mounting bracket. At cryogenic temperatures, the thermal conductivity

of aluminum drops to almost a hundredth that of high purity oxygen-free copper.

For most other system users, that design works perfectly fine, and the system

maintains the PCB boards at around the same set temperature as the sample. In

this case, however, the outer copper pedestal has significantly more surface area

than the PCB boards alone. This, in conjunction with the fact that it has a large

thermal mass and comparatively poor thermal conductivity, means that it does not

achieve the same target temperature as the sample, and there is not an efficient

thermal connection between the sample and the outer pedestal.

If an effective thermal short was added between the base of the sample

pedestal and the outer pedestal, it would accomplish two things. First, it would

allow the outer pedestal to reach the 3-4 K target temp, and second, it would allow

the outer platform to act as a more effective thermal battery for experimental runs

while the cryostat is turned off. The presence of a colder and better thermally

coupled outer pedestal would behave as a more effective “cold-reservoir” to extend

the 3 K to 10 K warm-up time while the passive heating power on the sample

for a turned off cryostat would remain the same as it is now. It is possible that a

better thermally connected outer platform could also have benefits for the vacuum

performance at cryogenic temperatures as the colder surface area of the pedestal

would further assist in cryo-pumping on the vacuum chamber.

No attempts have been made to measure the temperature of the sphere

mounting bracket or the sphere itself while the system is running at cryogenic

temperatures. Due to the low cross-sectional area of the sphere stems and

poor thermal conductivity of silica at low temperatures, there may not be an

appreciable change to the sphere temperature (while not in contact with sample,)
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but some improvement might occur. Any such gains could potentially be further

improved by using small amounts of silver thermal paste applied to the thicker

sections of the DSS stems to increase their thermal conductivity. If improvements

can be made to significantly reduce the ∆T from the sphere to the membrane,

this might help to eliminate one more source of frequency fluctuations in the

cavity modes. Because of the high sensitivity to changes in temperature of the

index of refraction of silica at low temperatures, small temperature fluctuations

can in turn lead to frequency fluctuations. The vibrations of the cold platform

in addition to the cantilever-like structure of the individual membranes can lead

to vibrational modes of the membrane. When the sample is in contact with

the sphere, the cantilever-like motion of the membrane can cause the sample to

momentarily release from the sphere. This causes the sphere to heat up, and

subsequently, the cavity mode will shift in frequency as it heats up and then

relaxes to its original frequency while the system returns to a thermal steady state

with the sample in contact again. These thermally driven frequency fluctuations

are completely eliminated when the compressor is stopped. The physical process

causing the thermal drift is not well understood but it seems that, to a certain

extent, increasing the pressure of the sample against the sphere can reduce these

fluctuations but not eliminate them altogether. Qualitatively, it seems that the

fluctuations might become more of an issue when coupling to long membranes far

from the base where they meet the bulk diamond. This suggests that an additional

means for reducing these thermally driven frequency fluctuations could be to

revisit how the SiV membranes are fabricated in order to achieve the necessary

membrane thickness for minimal Q-spoiling, but without the need for a long
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tapered membrane to achieve those thicknesses, creating shorter membranes that

are perhaps less prone to vibration.

9.3. Addressing Sample Contamination

One area in which there is much room for improvement for this experiment

is the issue of contamination of the diamond membrane and microsphere. Often,

the problem that ends up ending an experimental run is the accumulation of

contamination that spoils the microsphere’s narrow cavity line widths. The

process of removing and replacing the sphere and taper is time consuming and

the possibility of other components being damaged increases during the handling

involved with the replacement process. If the problem of contamination could be

resolved, it would allow the sphere to be usable indefinitely, which would greatly

increase the fraction of lab time used for acquiring data as opposed to prepping

the cryostat system for experimentation.

Evaluation and revision of the cleaning process will be necessary to eliminate

the presence of microscopic particulates on the membranes. It is clear that the

contamination of the diamond is not primarily due to exposure to the ambient lab

environment, as visual analysis of the sphere shows no contamination (other than

the contact point with the membrane), and if it were solely due to particulates in

the air settling on the membrane those particulates would be visible on the sphere

surface.

An SEM analysis of a contaminated sphere showed the presence of

potentially two different kinds of surface contamination at the contact point.

Targeted x-ray spectroscopy of some of the contamination indicated it was likely

mostly comprised of organic material. The process used to clean the diamond
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FIGURE 9.1. A micrograph of the membrane contact point of a contaminated
sphere taken with a scanning electron microscope. Many spots of contamination
are visible and the different shades of the contaminants suggest multiple
substances are present. The blurry rectangular ghost images present in the
micrograph are an artifact from hydrocarbons that deposit onto the surface while
in the SEM and are subsequently burned off by the electron beam. They do not
indicate actual surface features or contamination present while the sphere is in the
cryostat.

utilizes boiling the sample in Piranha solution which attacks and completely

breaks down organic compounds. This would suggest contamination occurs after

the Piranha etch, possibly from contaminated solvents which are used to wash the

sample after the etch. Identifying the contamination and its source could lead to

cavities that have indefinite lifetimes of use which would be extremely beneficial

for maintaining a working cQED system.
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FIGURE 9.2. A micrograph of the same sphere taken at a 45° angle away
from the view axis of the previous figure. The surface is clean, indicating the
contamination buildup originated from contact with the membrane and not the
cryostat environment itself.

9.4. Managing Nitrogen Deposition

If the source of contamination from the membrane can be eliminated, the

only environmental factor that would limit the usable lifetime of a cavity would

be from the slow deposition of air onto the surface as it leaks into the vacuum

chamber and cryo pumps onto the sphere. The Montana Instruments Fusion

cryostat is designed to be convenient and simple to operate, and as such, its

vacuum system is not optimized for an experiment as sensitive to contamination

as this. While the charcoal absorber-type cryopump is extremely effective at

maintaining a vacuum, all the seals are made using silicone o-rings and have an

intrinsic leak rate much higher than what is typically used for ultra-high vacuum
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FIGURE 9.3. A micrograph of a section of a single diamond membrane taken
with an optical microscope. The image has been slightly enhanced to show the
numerous spots of surface contamination.

(UHV) applications. The cryo pump is capable of pulling a vacuum well into the

UHV range, however, the use of silicone o-rings instead of copper ConFlats means

the steady state vacuum pressure is well above UHV levels. The most effective

path forward for limiting nitrogen deposition is finding methods to manage and

remove the buildup rather than solving the underlying problem of o-ring leaks.

As mentioned previously, the contamination from nitrogen is reversible

through heating of the sphere to a sufficient temperature to burn off the nitrogen

while pumping on the vacuum chamber with a turbo pump. Without a turbo

pump, the only effective way to burn off the nitrogen is by warming the entire

system to room temperature and pumping on the vacuum chamber with the built

in roughing pump contained within the cryostat. Because of the 5 hour warm up

time and 8 hour cool down time, this process takes an entire day to complete what

essentially amounts to a housekeeping task. Since the discovery of contamination

from the turbo pump backed by an oil roughing pump, the use of a turbo pump is
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not an option. Further, repeated cycles of cooling down to 4K and warming back

up to 300 K puts strain on the epoxy bonds used to mount the taper. After several

cycles, the epoxy will tend to fail and the taper will need to be replaced.

Several steps could be taken to eliminate the time wasted on nitrogen burn

off cycles and to limit wear on the epoxy bonds. Replacing the turbo pump with

one backed by a dry pump would allow for pumping on the vacuum chamber at

temperatures around 100 K without risking back flow of oil droplets that would

contaminate the entire sample space. Second, modifying the copper sample mount

used to mount the diamond membrane to contain a small ohmic heater would

allow for heating of the sphere without raising the temperature of the entire

system. By heating the sample which the sphere is in contact with, the sphere

temperature can be raised quickly, and due to the poor thermal conductivity of

the sphere stems, very little heating would take place on any other components.

This burn off process could be done in only a few minutes, and potentially would

perform better than a normal partial warm-up-and-pump cycle, since the system

would cryopump the sublimated gas without the need to pump with the turbo.

The system could be maintained at 4 K for months on end and would only need to

be heated up to 100 K and pumped on when the charcoal absorbers have saturated

and the vacuum performance starts to degrade.

9.5. Potential improvements of C and g

While experiments have not yet been performed to measure C and g, it could

be possible to further improve both through modifications to the system. This

would most likely need to come from a further reduction of the SiV distance from

the cavity surface. Both κ and γ appear to be essentially within the optimum
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values of what should be achievable, therefore an improvement would need to

come from an increase in cavity field strength at the SiV point. The theoretical

value of g/2π = 150 MHz was found assuming the use of a microsphere with a

30 µm diameter. Increasing the field intensity at the SiV site by using an even

smaller sphere diameter is likely not the best option.[37] For smaller double-

stemmed spheres, there would likely be more fabrication challenges, but even

more fundamentally, for very small spheres, there is an increase in the cavity

decay rate due to loss from the evanescent field leaking into free propagation.[40]

Consequentially, this would result in a higher g, but at the expense of a higher κ

as well. It is possible, however, that even thinner membranes could be fabricated

while still maintaining optical transitions with limited broadening and bringing the

SiV closer to the sphere surface where the evanescent field is the strongest.[83]

9.6. Modeling Membrane-Coupled Equatorial WGMs

The calculations made to estimate the potential coupling rate of an

equatorial WGM with a silicon vacancy center in the diamond membrane were

based on the assumption that there is no significant change made to the cavity’s

evanescent field as it couples to the membrane. It is not immediately clear how

accurate an approximation this is, and whether there are any significant effects

the membrane has on the local electromagnetic field. It could be the case that

this assumption is good enough to produce reasonable estimates of the coupling

strength, or there could be some as-of-yet unexpected impacts from coupling that

create local field minima or maxima that are greater than anticipated.

A piece of qualitative evidence that suggests modeling the field behavior

would be worthwhile is the sensitivity of Q-spoiling to sphere placement. The Q-
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spoiling of equatorial modes seems to be particularly sensitive to the membrane

location used to couple to the sphere. Having the sphere contact the membrane

at what appears to be the thinnest segment of the membrane does not necessarily

lead to the least amount of Q-spoiling. Further, it seems that there tends to be

a fairly small segment along the long axis of the membrane, maybe 20 microns

or so, where the Q-spoiling is minimized but increases quickly when moving the

contact point away from this region. This suggests there could be factors not

yet considered that could be impacting the coupling behavior. Modeling the

effects of a diamond membrane on an equatorial cavity mode would help to better

understand both the factors leading to Q-spoiling and the strength of the cavity’s

evanescent field within the diamond membrane.

9.7. PLE Count Rate and Signal-to-Noise Optimization

Even absent any potential dramatic reductions in fluorescence collection

using a not-in-contact tapered fiber, it would still be desirable to increase the

PLE count rate and signal-to-noise ratio. As can be seen from the PLE results in

the previous chapter, obtaining non-power-broadened spectra of SiV transitions

requires either longer integration times or higher count rates to obtain results

comparable to what is achievable with higher 737 nm power but broadened. In

addition to seeing modes in the PLE spectra when the tunable long pass filter

cutoff is at the edge of the laser emission curve, there is some DC background

that persists even when the filter is completely normal to the incident beam.

It is possible that while the taper being not in contact will result in lower PLE

count rates, the coupling of the fiber to fewer modes will also result in less efficient

collection of the scattered 737 nm laser light, which is responsible for increased
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background counts. This should be tested as well as double checking the mode

characteristics of the 737 nm laser to insure the spectral profile of the beam is as

clean as possible. A notch filter is present in the beam line of the laser just after

the isolator to block any potential modes other than the primary mode desired.

This filter has a frequency notch that is considerably larger than the typical

tuning range used for PLE scans which would mean different frequency emission

modes could be present near the primary laser emission line, and consequentially,

pass through the filter to reach the APD. If the laser does, in fact, prove to have

emission from other modes, this could be managed by introducing a tunable short

pass filter in the beam path just after the laser isolator to create a tighter cutoff

closer to the proper laser emission line.

Similar DC background is visible in PL spectra when the membrane is not

in contact with the sphere, and the 532 nm laser is tangentially incident to the

sphere’s equator which allows free space coupling of the green light into cavity

modes. PL spectroscopy measurements should be repeated for this specific case

with the long pass cutoff tuned to be in range of the spectrometer detection

window to see if a similar step function in the elevated background can be

observed. If a discrete jump is visible, this indicates there is likely some optical

component along the beam path other than the membrane which is fluorescing

under 532 nm illumination. It could then be the case as well that the 737 nm

light is causing the same optical element to fluoresce from resonant driving, which

would result in radiation that is able to pass through the optical filters along the

collection path resulting in a uniform background. If this does prove to be the

case, it might then be possible to replace/remove the optical element at fault, or

depending on the spectral characteristics of the unwanted fluorescence, it might
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be possible to attenuate with the addition of the appropriate optical filters in the

collection path.

At present, the current PLE count rates and signal-to-noise ratios do not

appear to pose any serious obstruction to performing the experiments necessary to

observe cQED coupling effects. It would still be very advantageous for some effort

to be spent on increasing the SiV fluorescence count rates for PLE and reduce

the unwanted background fluorescence. Doing so would allow for less noise in

the spectra data and reduce the required integration time needed to obtain clear

data. Given that this experimental system integrates numerous systems with many

different degrees of freedom, shorter times for data collection will make it easier to

obtain multiple experimental measurements and observations in a shorter amount

of time, which will help to mitigate the impact of any system drift that would

confuse efforts to compare data sets.

Lastly, it could be useful to investigate whether there are other possible

sources of fluorescence in the system causing the elevated DC background that

is mostly insensitive to the position of the tunable long pass filter. Adding an

additional long pass filter had little impact on the DC background present, which

suggests the counts could be due in part to fluorescence driven by 737 nm laser

light. There is some evidence to support this as a possibility. When performing

PL spectroscopy with high green power (usually 10+ mW), there is a significantly

elevated background count rate in addition to the expected double peak signature

for SiV fluorescence using that spectrometer. There were signs that this could be

due to green scatter within the spectrometer housing. Typically, the tunable long

pass filter is removed from the collection path for PL spectroscopy; however, it is

also possible to adjust the angle such that its cutoff is well past the SiV transitions
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to keep from blocking the ZPL fluorescence. Towards the end of working on this

project, several PL spectra were taken when the tunable long pass filter was left in

and had accidentally not been turned sufficiently such that the cutoff of the filter

was within the range of the spectrum window being measured by the spectrometer.

The result was a very clear step function in the PL background which indicated

that the background was in fact indicative of actual fluorescence and not the result

of the imperfect rejection of green light scattering onto the CCD.

Lastly, it should be noted that PLE experiments were performed without

implementing polarization control of the 737 nm excitation beam. Typically in

confocal microscopy PLE studies of SiVs and NVs, a combination of a polarizer

and half-waveplate are used to adjust the polarization of the resonant driving

beam to optimize the fluorescence counts. This was attempted using a fiber

polarization controller in the 737 nm fiber path, adjusting the polarization while

observing the real time fluorescence count rate. This had little effect, however,

because the limited count rate meant that the amplitude of variations in the count

rate due to polarization adjustments were washed out by the signal-to-noise ratio

in real-time observations. If the PLE signal-to-noise ratio can first be improved by

other means such that the fluorescence count rate variation with polarization can

be observed in real time, or a procedure is set up using a free space half-wave plate

and utilizing longer integration times, this could allow for a further improvement

in the PLE signal-to-noise ratio. A better overlap between the resonant driving

polarization and SiV flouresence would allow for comparable photon count rates

to what is achievable now, but with an overall reduced optical power which would

reduce detection noise.
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9.8. Experimentation: Next steps

While the PLE spectrum of SiVs in the low density sample is good evidence

for the presence of spectrally resolved single SiV transitions, ideally, this should

be confirmed through further experiments. The sparseness and linewidths of the

peaks in the low density PLE spectra point towards single emitters, however, it

is still possible that some peaks are actually multiple SiVs overlapping in their

transition frequencies. To verify the presence of single spectrally resolved SiVs, g2

two-time correlation experiments should be used to verify the presence of single

photon emitters. Verification of a single photon emitter should also be done prior

to performing cQED measurements at a particular PLE peak feature believed to

be a single SiV. While cQED experiments can be performed with multiple SiVs,

knowledge of the number of SiVs (if more than one) being coupled is useful for

proper analysis of the results to determine the single-photon coupling rate and

coopertivity.

Another question that needs to be addressed is the effect of taper-sphere

coupling on the collection of SiV florescence for PLE spectroscopy. For both the

PL and PLE data presented here, the tapered fiber was in contact with the sphere

throughout the data collection. Having the taper in contact with the sphere allows

the fiber to couple to many more modes than just those nearby with a high degree

of mode overlap. As a consequence, the taper is able to collect the SiV fluorescence

that is coupled into essentially any mode, thereby increasing the fluorescence

count rate. When the taper is coupled to the sphere but not in contact, there

are fewer modes coupled to it, but the modes are also sharper. At least from PL

measurements, it appears that non-contact fiber coupling results in a reduced

count rate at the detector. The effect of non-contact for PLE measurements still
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needs to be investigated. A drop in PLE counts could be compensated for by

opening up the tunable long pass filter to allow more of the phonon side band into

the APD. This would additionally result in apparent fluorescence peaks that are

in fact from 737 nm laser light scattering into the cavity modes. Care would need

to be taken to distinguish SiV’s from WGMs via tools like control scans without

532 nm initialization, or develop better means of filtering them without rejecting

so much of the SiV phonon side band.

To observe and quantify the cQED coupling of the system, the primary

method of data collection should be PLE spectroscopy of the particular SiV

transition used for varying values of the cavity-SiV detuning. While cavity

transmission measurements should be taken as well, PLE spectroscopy data is

more likely to provide a clearly discernible signal of coupling effects and cavity

transmission measurements when working in the good-cavity limit. As was

discussed in the chapter on cQED, in and near the good-cavity limit (for the

case of zero cavity-SiV detuning), the effects of coupling are evident through

broadening of the cavity mode via damping by the SiV, and a dip in the SiV

transition and for stronger coupling, the splitting of the SiV transition into two

peaks. Depending on the actual strength of the SiV-cavity coupling, it could be

the case that the coupling effects would be somewhat obscured in the data for

WGM linewidth measurements. If the SiV induced mode broadening is comparable

to the effective broadening brought about by cryostat noise, it may be difficult to

reliably detect the presence of cQED induced Q-spoiling. For PLE spectroscopy,

the qualitative behavior of the SiV transition induced by the cavity should be

much more apparent and detectable and should be less sensitive to potential

noise effects. Ideally, the coupling strength will be sufficient, and vibration noise
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mitigated enough, to still observe SiV induced Q-spoiling, but for the initial search

for cQED coupling, PLE spectroscopy will be more effective at initially observing

it.

9.9. Conclusion

Over the course of this project, I have built from the ground up a platform

for performing cQED experiments using silicon vacancy centers in diamond within

the cQED good-cavity limit. This system utilizes a silica microsphere optical

resonator which can couple to an adjacent SiV-containing diamond membrane via

evanescent field while still maintaining exceptional cavity linewidths of 40 MHz.

This is accomplished by utilizing SiVs contained within an ultra-thin ( 100 nm)

diamond membrane that allows the diamond to come into contact with the sphere,

thereby maximizing the single-photon coupling rate of the cavity mode to the SiVs

while also minimizing Q-spoiling (as low as 3 MHz broadening observed).

Vibration and acoustic conduction into the cryostat sample chamber initially

posed a major obstacle in the measurement of the cavity transmission spectrum

while the cryostat compressor was running. However, a complete redesign of the

cryostat experimental setup has resulted in a dramatic reduction of the system’s

sensitivity to such noise, allowing for experiments that require minimal cavity

linewidths and/or controlled cavity detuning to be performed.

PL and PLE spectroscopy studies have shown flouresence of single SiVs

which is collected via the tapered fiber. This shows that SiVs within the diamond

at the contact point do, in fact, optically couple with the WGMs of the cavity.

Finer scale frequency PLE scans of the composite system also show optical

transitions of single SiVs with linewidths as good as 250 MHz with narrower likely
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achievable through a more patient survey of SiV linewidths. This in conjunction

with the measured cavity linewidths of the composite system and the theoretically

calculated single-photon coupling rate of g/2π = 150 MHz indicates that the

system should be capable of achieving cooperativities of C ≈ 10 while also

operating within the good-cavity limit.

The ability to spectrally resolve single SiV transitions while also operating in

the good-cavity limit with C > 1 should enable experiments utilizing three-level

Λ systems driven by the cavity field to realize optical control of the SiV spin state.

This quantum level control will allow for operations that can reversibly transfer

quantum information from the SiV spin state to the cavity mode and back.

Because of the narrow cavity linewdith of this system (g > κ), this state swapping

can then be extended to facilitate the transfer of quantum states between multiple

SiVs. Similarly, this system can also be used to generate maximally entangled

states of SiV spins.

While we have yet to perform experiments that observe cQED coupling

effects in this system, many of the engineering challenges that stood in the way

of such experiments have been overcome. There are several ways I believe the

system could be further improved and optimized, but as it stands now, there are

no fundamental roadblocks preventing the observation of cQED effects.

All of the above, in conjunction with the long SiV spin lifetime, (> 10 ms @

100 mK) make the silica microsphere and diamond membrane composite system

a promising candidate for applications in quantum networking that complement

already existing SiV cQED architectures. This system will enable direct cavity

mediated quantum control of the SiV spin state which has thus far not been

accomplished. [69]
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[83] Johannes Lang, Stefan Häußler, Jens Fuhrmann, Richard Waltrich, Sunny
Laddha, Jochen Scharpf, Alexander Kubanek, Boris Naydenov, and Fedor
Jelezko. Long optical coherence times of shallow-implanted, negatively
charged silicon vacancy centers in diamond. Applied Physics Letters, 116(6):
064001, 2020. doi: 10.1063/1.5143014. URL
https://doi.org/10.1063/1.5143014.

153


