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DISSERTATION ABSTRACT

Galen Rhodes Gledhill

Doctor of Philosophy

Department of Physics

December 2022

Title: Two Searches for Signals of Dark Matter with the ATLAS Detector in 139 fb−1

of LHC
√

s = 13 TeV Proton-Proton Collision Data

This dissertation presents two searches for signals of dark matter in an integrated

luminosity of 139 fb−1 of proton-proton collision data collected at a center of mass

energy of
√
s = 13 TeV with the ATLAS detector at the Large Hadron Collider (LHC).

The search for direct pair production of the supersymmetric partner to the top quark

(the stop) in the all-hadronic tt̄ plus missing transverse momentum final state yields

no significant excess over the expected Standard Model background and was able to

exclude stop masses up to 1.25 TeV for dark matter candidate masses below 200 GeV.

The search for dark mesons decaying into top and bottom quarks is sensitive to a

proposed strongly coupled dark sector which contains a viable dark matter candidate

scalar baryon. This analysis considers the all-hadronic channel of a final state of all

top and bottom quarks (tttb or tbtb) with no additional missing transverse momentum.

No previous LHC searches have considered this dark meson model and we expect to

set new limits on dark pion masses of up to 500 GeV.

This dissertation contains previously published and unpublished coauthored

material.
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CHAPTER I

INTRODUCTION

The Standard Model of particle physics provides a precise description of almost

all laboratory scale fundamental interactions. At cosmological scales, we can describe

the evolution of the universe from a hot big bang to the present-day observed

structure. But astrophysical models and observations describe a universe in which

over 80 % of the matter content is non-luminous [1, 2, 3, 4] and likely constituted

by particles unaccounted for in the Standard Model. Uncovering the nature of dark

matter will require observing and measuring the interactions of dark matter with

Standard Model particles. In this thesis I describe two searches for beyond the

Standard Model physics with the ATLAS detector at the Large Hadron Collider

(LHC) which aim to discover or exclude possible dark matter models.

LHC searches for dark matter have evaluated a wide range of effective, simplified,

and complete models. The searches in this thesis use the complete models of

supersymmetry [5] and the dark meson [6] sector of Stealth Dark Matter [7] to

interpret their results. Dark matter stability is guaranteed in these models from new

symmetries. Supersymmetry models can contain a neutralino lightest supersymmetric

particle (LSP) which is prevented from decaying to Standard Model or beyond the

Standard Model states by the R-parity symmetry. This dark matter candidate is

neutral and stable and could be produced at the LHC through the decay of the stop

squark (the supersymmetric partner to the top quark). Supersymmetry also provides

a solution to the hierarchy problem by canceling the Higgs mass loop correction terms

with quadratic sensitivity to the high energy cut off (ΛUV ) of the Standard Model.

Bound states of new strongly coupled sectors [8, 9] can generate viable dark matter

candidate particles while avoiding detection from previous search strategies. Stealth
1



Dark Matter proposes a composite baryonic scalar of a strongly coupled theory with

constituent fermions that transform as vector-like representations of the electroweak

group. Stability is guaranteed from an accidental U(1)dark baryon symmetry which

emerges from the model. The dark mesons bound states could be produced at the

LHC and would provide a signal for this otherwise dark sector. An overview of the

Standard Model and beyond the Standard Model phenomenology relevant for these

models is presented in Chapter II.

Typical production cross sections for the beyond the Standard Model signals

considered in this thesis are less than 0.01 pb at
√
s = 13 TeV, around 1013

times lower than the total proton-proton inelastic cross section. The ATLAS

experiment at the LHC provides unprecedented center of mass energy and detector

resolution combined with the collected integrated luminosity necessary to perform

these searches. Chapter III describes the experimental methods used in this thesis

including an overview of the ATLAS experiment at the LHC. The hadronic final state

reconstruction methods used in Chapters IV and V are described in detail.

The analysis described in Chapter IV is a search for evidence of the direct pair

production of stops. Stops decay to neutralinos and top quarks (t̃→ t+ χ̃0
1) resulting

in an all-hadronic experimental signature of two top quarks and missing transverse

momentum (tt̄ + Emiss
T ). This analysis has four signal regions targeting various

topologies and kinematics for these decay products. My primary contribution to

this analysis was estimation of the dominant Standard Model background, Z + jets,

and validation of this background estimate. This search [10] detected no significant

excess over the predicted Standard Model background and was able to exclude stop

masses up to 1.25 TeV for neutralino (χ̃0
1) masses below 200 GeV. In combination
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with the other direct stop production searches [11, 12, 13] we have excluded much of

the parameter space motivated by the hierarchy problem.

The analysis described in Chapter V is the first search for the dark meson

sector of Stealth Dark Matter. Dark matter detection and collider experiments

can have low sensitivity to this “stealth" model resulting in weak exclusion limits

from reinterpretation of previous searches and precision measurements. Dark mesons

are pair produced and then decay to top and bottom quarks with no intrinsic

missing transverse momentum. The dominant decays of dark mesons for this all-

hadronic search are tbtb and tttb with hadronic top quark decays. This results in an

experimental signature of up to ten jets with four jets arising from b-hadrons. This

search is in editorial review and the signal regions are blinded at the time of this

writing. Although observed limits are not included in this chapter, the sensitivity for

discovery or exclusion is shown based on the defined regions. My primary contribution

to this search was the development of the signal regions and background estimation

for these regions, including a data-driven estimate of the dominant background arising

from multiple jets. The all-hadronic channel of this search is expected to exclude dark

pion masses up to 500 GeV for 2 TeV dark rho mesons.

The two analysis described in this thesis use full ATLAS Run 2 data of 139 fb−1

corresponding to around 1016 inelastic proton-proton collisions. LHC Run 3 is now

in progress and is projected to produce 250 fb−1 of proton-proton collisions at
√
s =

13.6 TeV by its conclusion in 2025. [14] The High-Luminosity LHC (HL-LHC) [15] will

increase collision rate and center of mass energy to allow collection of 3000−4000 fb−1

of proton-proton collisions at
√
s = 14 TeV. Chapter VI summarizes the results

of this thesis and provide sensitivity projections at increased energy and integrated

luminosity. Future searches for direct stop production and dark mesons will make

3



use of higher center of mass energies, increased luminosity and improved analysis

strategies to further contribute to our understanding of dark matter.

4



CHAPTER II

STANDARD MODEL PHENOMENOLOGY AND BEYOND

Our most comprehensive theory of fundamental interactions is the Standard

Model (SM) of particle physics. This theory describes chiral fermion fields interacting

under the strong, electromagnetic (EM), and weak forces. Standard Model masses

are generated through coupling to the Higgs sector fields. Gravity is not included

in the Standard Model and formulating a quantum theory of gravity remains an

open problem in physics. All particles predicted by the Standard Model have been

experimentally observed. Recent discoveries include the top quark observation by the

CDF [16] and DØ [17] experiments at Fermilab in 1995 and a Higgs observation by

the ATLAS [18] and CMS [19] experiments at CERN in 2012. Figure 1 provides a

summary of the agreement between theory and ATLAS measurements for selected

production cross sections.

Although measured interaction cross sections agree with Standard Model

predictions for almost all known processes, there are important discrepancies which

require beyond the Standard Model physics to explain. Over 80% of the matter

in the universe has no observed Standard Model interactions and is best explained

though the addition of new physics to the Standard Model. The Standard Model

also does not allow neutrinos to be as massive, as observed by experiment. Massive

neutrinos require extending the Standard Model with new physics but this subject is

outside of the scope of this thesis. Experiments such as the recent CDF precision

measurement [20] of the W boson mass show tension between experiment and

Standard Model predictions.

Another challenge to the Standard Model is its conflict with the naturalness

principle. The Standard Model hierarchy of scales requires an extreme fine tuning of
5



Figure 1. Summary of ATLAS cross section measurements compared to Standard Model
predictions.
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the Higgs bare mass to compensate for the quadratic sensitivity of Higgs mass loop

corrections to the high energy cutoff sclae of the theory ΛUV . If ΛUV is taken to be

the Planck scale around 1019 GeV, then this requires fine tuning by many orders of

magnitude to obtain the observed Higgs mass near 125 GeV.

2.1 The Standard Model

2.1.1 Particles and Interactions

The Standard Model is a relativistic quantum field theory that describes particles as

excitations of fermionic fields interacting through coupling to bosonic fields. Three

generations of chiral fermions are observed with identical quantum numbers between

generations except particle mass. The gauge symmetry group of the Standard Model

is

SU(3)C × SU(2)L × U(1)Y , (2.1)

which reduces to SU(3)C × U(1)EM after electroweak symmetry breaking.

The strong force is carried by gluons which have interactions with quarks and

self interactions as described by the SU(3)C gauge symmetry. The strong coupling of

this non-Abelian symmetry is described in section 2.1.3. Electromagnetism retains a

U(1)EM symmetry with a massless photon after symmetry breaking and has charge

Q = T3 + Y . Weak isospin, T3, is a generator of SU(2)L and hypercharge, Y , is the

generator of U(1)Y . Table 1 shows the gauge quantum numbers of Standard Model

fermions. Left handed fermions are SU(2) doublets and right handed fermions are

uncharged singlets under the weak interaction.

7



Table 1. Chiral fermion fields of the standard model and their gauge quantum numbers.
The superscript i indicates fermion generation ei = (e−, µ, τ), ui = (u, c, t), and di = (d,
s, b). Antiparticle fields are the charge conjugates of these fields.

Field SU(3)C SU(2)L U(1)Y charge
Qi
L = ( u

i
L

di
L

) 3 2 1/6
uiR 3 1 4/6
diR 3 1 −2/6
LiL = ( ν

i
L

ei
L

) 1 2 −1/2
eiR 1 1 −1

The Higgs mechanism generates Standard Model particle masses and determines

the weak boson masses from the weak coupling constants (g,g′) and the vacuum

expectation value. Fermion masses are specified by Yukawa couplings to the Higgs

field which must be determined experimentally. The Standard Model fermion mass

spectrum is shown in Figure 2. After spontaneous symmetry breaking, the spin-0

Higgs boson couples to all Standard Model particles.
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Fig. 1. Mass spectrum of standard model fermions. Charged leptons, up-type quarks and down-

type quarks are indicated by “⇥,” “•,” and “⌅,” while first, second and third generations are

depicted by blue, green and red, respectively. A rough estimate of the allowed mass region for the
three neutrinos is indicated in red. Figure adapted from Ref.13

fermion masses, see Fig. 1. This large di↵erence makes one wonder if the same
mechanism generates masses for all fermions, and if there is some rationale behind
the fermion mass spectrum. The lack of understanding of the pattern standard
model fermion masses and mixings is typically referred to as the flavor puzzle.

Second, if one just tries to repeat the Higgs mechanism (which will be dis-
cussed shortly) for neutrinos, a right-handed neutrino should be present in the
particle spectrum. This particle has not been observed, and thus it stands to
reason that its existence would be physics beyond the standard model. The
right-handed neutrino would carry no gauge quantum number whatsoever, and
thus would not interact via strong, electromagnetic nor weak forces. Due to that,
this fermion could have its own mass term, what does not happen to any other
fermion in the standard model. This could drastically a↵ect the nature of neu-
trinos, making them Majorana particles, that is, the neutrino could be its own
antiparticle. As a consequence, lepton number would be violated by neutrino
masses, which could possibly be linked to the matter-antimatter asymmetry of
the universe in so-called leptogenesis scenarios.14

Finally, as the mechanism of neutrino mass generation necessarily requires
beyond standard model particles, there is no univocal way of realizing it. The
simplest models, the seesaw scenarios, can be implemented in three di↵erent ways,
while more ambitious theoretical frameworks such as grand unified theories may
yield numerous possibilities for the neutrino mass generation. We will discuss the
puzzle of neutrino masses and simple seesaw models in Secs. 2 and 6.2, while ex-
cellent books can be found for grand unified theories and other models of neutrino
mass generation (see, e.g. Ref.15).

The problem of neutrino masses is deeply connected to the chirality of weak
interactions. Although a historical description of the standard model is not the
goal of this chapter, understanding a few key discoveries that led to the formula-
tion of the standard model may help the reader to comprehend, or at least accept,
the structure of the standard model. One of those, is the discovery of parity vio-
lation in weak interactions via the observation of polarized 60Co decays in the Wu
experiment16 and via the decay chain of pions in the Garwin-Lederman-Weinrich
experiment.17 In both experiments, the violation of parity is imprinted in the he-
licity and angular distributions of daughter particles in the relevant weak decay

Figure 2. The observed fermion mass spectrum. The blue, green, and red markers
correspond to generations I, II, and III. Figure from [21].

The complete Standard Model Lagrangian is

L = Lgauge + Lfermion + LHiggs + LY ukawa, (2.2)
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where Lgauge described the gauge boson kinetic energies and self interactions and

Lfermion described fermion kinetic energies and gauge interactions. The Higgs and

Yukawa terms are described in the next section. Conservation of lepton (L) and

baryon (B) number emerges as a global accidental symmetry

U(1)B × U(1)e × U(1)µ × U(1)τ . (2.3)

U(1)e×U(1)µ×U(1)τ is further broken by neutrino mass, but this is beyond the scope

of this thesis. In the composite dark matter models described in section 2.3, dark

baryon number can emerge as an accidental global symmetry that ensures stability

of dark matter analogous to this Standard Model U(1)B. The B and L symmetries

are replaced with B−L in the R-parity conserving supersymmetry models described

in Section 2.2.

2.1.2 Electroweak Symmetry Breaking and the Higgs Mechanism

The Higgs mechanism can be incorporated into the Standard model by adding an

isospin doublet of complex scalar fields φ with a potential

V (φ) = 1
2µ

2φ†φ+ 1
4λ(φ†φ)2. (2.4)

This defines the Higgs sector

LHiggs = (Dµφ)†(Dµφ)− V (φ). (2.5)
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The parameters µ2 < 0 and λ > 0 result in minima at |φ| = µ2

λ
= v. Choosing a

minimum gives φ0 = 1√
2( 0

v ). An excitation about this minimum provides the Higgs

field

φ = 1√
2

 0

v + h(x)

 . (2.6)

The vacuum expectation value is experimentally determined to be ∼ 246 GeV.

Chiral fermions cannot have mass terms of the form mψψ and instead acquire

mass through coupling to the Higgs field. This LY ukawa term contains a contribution

LY ukawa,f = yfψLψRφ (2.7)

for each fermion term. After spontaneous symmetry breaking this provides a chiral

mass term

mf = yf
v√
2

(2.8)

and a coupling to the Higgs field proportional to mf .

Spontaneous symmetry breaking of the Higgs doublet also provides mass terms

for the electroweak gauge bosons. Requiring SU(2)L×U(1)Y invariance of the Higgs

sector gives

LHiggs = |(∂µ + igTaW
a
µ + ig′Y Bµ)φ|2−V (φ), (2.9)

where g and g′ are the electroweak couplings. After spontaneous symmetry breaking

the electroweak W a and B fields mix to form the weak W± and Z bosons. The weak

bosons gain masses from coupling to v,

mW = 1
2vg,

mZ = 1
2v
√
g2 + g′2.

(2.10)
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The relative strength of the neutral and charged current interactions,

ρ =
(

mW

mZcosθW

)2
, (2.11)

is equal to 1.

The O(4) ≈ SU(2)L × SU(2)R global symmetry of the Higgs multiplet (from

the two complex fields in this formulation) is reduced to SU(2)L+R after spontaneous

symmetry breaking. This accidental symmetry is broken in the Standard Model by

gauging U(1)Y and by the asymmetry in Yukawa couplings between up type and

down type fermions. The ρ parameter of Equation 2.11 is protected from radiative

corrections by this custodial symmetry, it can be restored to an exact symmetry in

the Higgs sector by taking the limit g′ → 0.

2.1.3 Quantum Chromodynamics

Quantum Chromodynamics (QCD) has an SU(3)C gauge symmetry group with 8

generators corresponding to eight mediating gluon fields. As a non-Abelian symmetry

QCD allows gluon-gluon interactions which causes an anti-screening effect on the

quark charge. QCD is strongly coupled (αs ∼ 1) for interactions with low momentum

transfer Q which prevents a perturbative treatment and results in confinement.

Quarks are confined as meson (quark-antiquark) or baryon (three quark) color neutral

bound states. The running of αs causes QCD to become weaker at large and

allows quarks to become asymptotically free. This is in contrast to the running

of electromagnetism where α becomes smaller at large Q due to charge screening.
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The analyses described in this thesis consider final states which consist of top and

bottom quarks, with or without missing energy. The high mass of the top quark allows

it to rapidly decay to a W boson and b quark before it can hadronize. These analyses

consider all-hadronic channels where theW bosons decay to quarks. Quark final states

shower and then hadronize into sprays of mesons and baryons which are detected as

calorimeter energy showers as described in Chapter III. Event reconstruction of this

complex final state signature is a major part of my contribution to these analyses.

2.1.4 Evidence for Dark Matter

Astrophysical observations provide strong evidence for the existence of a large amount

of non-baryonic matter. This dark matter is detected through its gravitational impact

on luminous matter and also has a critical role in cosmological models. Evidence for

the existence of dark matter includes:

1. Galaxy rotation speeds are in excess of those expected from the observed

baryonic matter distribution [3].

2. Gravitational lensing around galaxy clusters in excess of that of the luminous

matter [2].

3. Anisotropies in the Cosmic Microwave Background (CMB) [1].

Attempts to explain these observations through modified gravity such as Modified

Newtonian Dynamics are incompatible with observations such the Bullet Cluster [4]

and do not account for the structure of the CMB. Standard Model explanations of

non-luminous matter have been strongly excluded by experiments such as [22]. The

hypothesis of gravitationally interacting particle dark matter is the most consistent
12



explanation for these measurements. Weakly interacting massive particle (WIMP)

dark matter with electroweak-scale masses and scattering cross sections is well

motivated by cosmological models and could be experimentally accessible. Dark

matter must be (very close to) electrically neutral, stable on time scales much longer

than the universe lifetime, cold (non-relativistic) and have the correct relic abundance

based on its interactions with the Standard Model.

FIGURE 2.6. DM coupling to the SM through a portal (shaded region) [6]

interactive massive particles, or WIMPs) with GeV-TeV-scale masses have been

extensively experimentally considered, but additional model are also valid provided

that the candidate particle can reproduce the experimentally observed relic

density. Most models also involve couplings between DM and SM particles.

FIGURE 2.7. Spectrum of allowed DM masses and models [7]

A natural avenue for DM additions is through SM-DM portals, or new, low-

dimension, singlet operators [7] (the shaded region of Figure 2.6). There are three

such portals in the SM with dimension less than four:

14

Figure 3. Collider searches look for the production of dark matter signals from Standard
Model scattering while direct searches look for evidence of new particles such as WIMPs
scattering from Standard Model particles. Indirect detection experiments look for Standard
Model particles produced from dark matter annihilation.

Dark matter models are tested experimentally using three complementary

approaches: direct detection, indirect detection, and collider production. These

approaches search for dark matter using possible interactions between the Standard

Model and dark matter particles as shown in Figure 3. Direct detection experiments

search for signals from the dark matter flux interacting with detector active material.

Indirect detection uses astrophysical measurements to look for an excess of Standard

Model particles resulting from dark matter matter annihilation or decay. Collider

production looks for the creation of dark matter or other particles from a new dark

sector. In these experiments dark matter particle could be produced experimentally
13



and escape the detector as missing energy. Collider searches can also look for

mediators or other dark sector signals.

Dark matter direction detection experiments have constrained the WIMP

interaction cross section of dark matter with nucleons as show in Figure 4. The

models described in this thesis could produce dark matter signals at a large enough

cross section for collider detection while evading direct detection from experimental

bounds. 15 27. Dark Matter

Figure 27.1: Upper limits on the SI DM-nucleon cross section as a function of DM mass.

ton or ALP absorption, solar neutrinos will also limit the sensitivity to DM masses in the range
≥(1-103) MeV and ≥(1-103) eV, respectively, for large exposures ≥1 t y, as shown in Ref. [145].

Solid-state cryogenic detectors: Current experiments using the bolometric technique (see
Section 36.5 of this Review), together with either charge or light readout, are SuperCDMS (Si,
Ge) at Soudan, EDELWEISS (Ge) at the Laboratoire Souterrain de Modane (LSM) and CRESST
(CaWO4) at the Laboratori Nazionali del Gran Sasso (LNGS). These experiments are optimised for
low-mass DM searches, and can probe masses down to ≥0.2 GeV. CDMSlite also operates detectors
at higher bias voltages to amplify the phonon signals produced by drifting charges and thus have
access to light DM around 1.5 GeV. The goal of their future phases is to probe the low-mass
region down to cross sections of 10≠43-10≠44 cm2. Much smaller, gram-scale versions of cryogenic
detectors can have single-charge resolution and thus probe low-mass DM via inelastic electron
recoils. A SuperCDMS single-charge sensitive Si detector placed upper limits on DM interacting
with electrons for masses between (0.5 ≠ 104) MeV, as well as on dark photon kinetic mixing for
dark photon masses in the range (1.5 ≠ 40) eV. With Ge crystals operated at Soudan, SuperCDMS
constrained dark photons and ALPs in the mass range 40 eV to 500 keV.

Germanium ionisation detectors operated at 77 K can reach sub-keV energy thresholds and low
backgrounds, but lack the ability to distinguish electronic from nuclear recoils. The CDEX-10
experiment, located at the China Jinping Underground Laboratory (CJPL), uses p-type, point-
contact Ge detectors operated in liquid nitrogen, and probes DM masses down to 3 GeV. It also
reported constraints on the kinetic mixing of dark photons in the mass range 0.1-4.0 keV. The neu-
trinoless double beta experiments Majorana Demonstrator and GERDA have obtained constraints
on the couplings of ALPs and dark photons to electrons, with masses between (6-100) keV and
(60-1000) keV, respectively.

Noble liquids: Liquid argon (LAr) and liquid xenon (LXe) are employed as DM targets, while
R&D on liquid helium and neon is ongoing. We refer to Ref. [146] for a review of the liquid noble
gas detector technology in low-energy physics, as well to Section 36.4 of this Review. At present

11th August, 2022

Figure 4. Upper limits on nucleon scattering for WIMP dark matter as a function of mass.
Figure from [23].

2.2 Supersymmetry

Supersymmetry (SUSY) extends the Standard Model with a new fundamental

symmetry between bosonic and fermionic states. Describing this symmetry by an
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operator Q gives the transformations

Q|fermion〉 = |boson〉, (2.12)

Q|boson〉 = |fermion〉. (2.13)

For each fermion (boson) there is a superpartner boson (fermion) in the same gauge

representation. This operator carries spin 1
2 which allows this symmetry to extend the

space-time symmetry group of the Standard Model1. Exact supersymmetry requires

particles and their superpartners to have identical mass in addition to identical charges

under the gauge symmetries. To allow for mass differences between particle and their

superpartners, supersymmetry must be broken. Without this symmetry breaking

superpartner particles would already have been observed.

The Minimal Supersymmetric Standard Model (MSSM) extends the Standard

Model with the minimal number of new particles and interactions consistent with

experimental observations and a supersymmetric theory. This section follows the

description of the MSSM given in [5]. Fermions and their superpartness form chiral

supermultiplets as shown in Table 2. The superpartners of particles are sparticles

and fermion partners are squarks and sleptons. The superpartners of the left and

right handed top quarks, t̃L, t̃R, mix to form mass eigenstates t̃1, t̃2. The 1 subscript

indicates the lightest sparticles of the mass eigenstates. This sparticle is referred to as

the stop and labeled t̃ in this thesis. Multiple Higgses with spin-1
2 Higgsino partners

are required for the MSSM and also form chiral supermultiplets.

1Adding additional space-time symmetries to the Standard Model is otherwise prohibited [24].
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Gauge bosons and their gaugino superpartners form vector supermultiplets as

shown in Table 3. The two neutral Higgsinos and two neutral gauginos mix to form

neutralino mass eigenstates. The lightest neutralino is the χ̃0
1 sparticle.

Table 2. The chiral supermultiplets of the MSSM. Table from [5].

Names spin 0 spin 1/2 SU(3)C , SU(2)L, U(1)Y

squarks, quarks Q (ũL d̃L) (uL dL) ( 3, 2 , 1
6)

(×3 families) u ũ∗
R u†

R ( 3, 1, −2
3)

d d̃∗
R d†

R ( 3, 1, 1
3)

sleptons, leptons L (ν̃ ẽL) (ν eL) ( 1, 2 , −1
2)

(×3 families) e ẽ∗
R e†

R ( 1, 1, 1)

Higgs, higgsinos Hu (H+
u H0

u) (H̃+
u H̃0

u) ( 1, 2 , +1
2)

Hd (H0
d H−

d ) (H̃0
d H̃−

d ) ( 1, 2 , −1
2)

Table 1.1: Chiral supermultiplets in the Minimal Supersymmetric Standard Model. The spin-0
fields are complex scalars, and the spin-1/2 fields are left-handed two-component Weyl fermions.

to charge −1/3 down-type quarks (down, strange, bottom) and to the charged leptons.

We will call the SU(2)L-doublet complex scalar fields with Y = 1/2 and Y = −1/2 by the names

Hu and Hd, respectively.† The weak isospin components of Hu with T3 = (1/2, −1/2) have electric

charges 1, 0 respectively, and are denoted (H+
u , H0

u). Similarly, the SU(2)L-doublet complex scalar

Hd has T3 = (1/2, −1/2) components (H0
d , H−

d ). The neutral scalar that corresponds to the physical

Standard Model Higgs boson is in a linear combination of H0
u and H0

d ; we will discuss this further in

section 8.1. The generic nomenclature for a spin-1/2 superpartner is to append “-ino” to the name

of the Standard Model particle, so the fermionic partners of the Higgs scalars are called higgsinos.

They are denoted by H̃u, H̃d for the SU(2)L-doublet left-handed Weyl spinor fields, with weak isospin

components H̃+
u , H̃0

u and H̃0
d , H̃−

d .

We have now found all of the chiral supermultiplets of a minimal phenomenologically viable exten-

sion of the Standard Model. They are summarized in Table 1.1, classified according to their transfor-

mation properties under the Standard Model gauge group SU(3)C × SU(2)L × U(1)Y , which combines

uL, dL and ν, eL degrees of freedom into SU(2)L doublets. Here we follow a standard convention, that

all chiral supermultiplets are defined in terms of left-handed Weyl spinors, so that the conjugates of

the right-handed quarks and leptons (and their superpartners) appear in Table 1.1. This protocol for

defining chiral supermultiplets turns out to be very useful for constructing supersymmetric Lagrangi-

ans, as we will see in section 3. It is also useful to have a symbol for each of the chiral supermultiplets

as a whole; these are indicated in the second column of Table 1.1. Thus, for example, Q stands for

the SU(2)L-doublet chiral supermultiplet containing ũL, uL (with weak isospin component T3 = 1/2),

and d̃L, dL (with T3 = −1/2), while u stands for the SU(2)L-singlet supermultiplet containing ũ∗
R, u†

R.

There are three families for each of the quark and lepton supermultiplets, Table 1.1 lists the first-family

representatives. A family index i = 1, 2, 3 can be affixed to the chiral supermultiplet names (Qi, ui, . . .)

when needed, for example (e1, e2, e3) = (e, µ, τ). The bar on u, d, e fields is part of the name, and does

not denote any kind of conjugation.

The Higgs chiral supermultiplet Hd (containing H0
d , H−

d , H̃0
d , H̃−

d ) has exactly the same Standard

Model gauge quantum numbers as the left-handed sleptons and leptons Li, for example (ν̃, ẽL, ν,

eL). Naively, one might therefore suppose that we could have been more economical in our assignment

by taking a neutrino and a Higgs scalar to be superpartners, instead of putting them in separate

supermultiplets. This would amount to the proposal that the Higgs boson and a sneutrino should be the

†Other notations in the literature have H1, H2 or H,H instead of Hu, Hd. The notation used here has the virtue of
making it easy to remember which Higgs VEVs gives masses to which type of quarks.
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Table 3. The vector supermultiplets of the MSSM. Table from [5].

Names spin 1/2 spin 1 SU(3)C , SU(2)L, U(1)Y

gluino, gluon g̃ g ( 8, 1 , 0)

winos, W bosons W̃ ± W̃ 0 W ± W 0 ( 1, 3 , 0)

bino, B boson B̃0 B0 ( 1, 1 , 0)

Table 1.2: Gauge supermultiplets in the Minimal Supersymmetric Standard Model.

same particle. This attempt played a key role in some of the first attempts to connect supersymmetry to

phenomenology [9], but it is now known to not work. Even ignoring the anomaly cancellation problem

mentioned above, many insoluble phenomenological problems would result, including lepton-number

non-conservation and a mass for at least one of the neutrinos in gross violation of experimental bounds.

Therefore, all of the superpartners of Standard Model particles are really new particles, and cannot be

identified with some other Standard Model state.

The vector bosons of the Standard Model clearly must reside in gauge supermultiplets. Their

fermionic superpartners are generically referred to as gauginos. The SU(3)C color gauge interactions

of QCD are mediated by the gluon, whose spin-1/2 color-octet supersymmetric partner is the gluino. As

usual, a tilde is used to denote the supersymmetric partner of a Standard Model state, so the symbols

for the gluon and gluino are g and g̃ respectively. The electroweak gauge symmetry SU(2)L ×U(1)Y is

associated with spin-1 gauge bosons W+,W 0,W − and B0, with spin-1/2 superpartners W̃+, W̃ 0, W̃ −

and B̃0, called winos and bino. After electroweak symmetry breaking, the W 0, B0 gauge eigenstates

mix to give mass eigenstates Z0 and γ. The corresponding gaugino mixtures of W̃ 0 and B̃0 are called

zino (Z̃0) and photino (γ̃); if supersymmetry were unbroken, they would be mass eigenstates with

masses mZ and 0. Table 1.2 summarizes the gauge supermultiplets of a minimal supersymmetric

extension of the Standard Model.

The chiral and gauge supermultiplets in Tables 1.1 and 1.2 make up the particle content of the

Minimal Supersymmetric Standard Model (MSSM). The most obvious and interesting feature of this

theory is that none of the superpartners of the Standard Model particles has been discovered as of

this writing. If supersymmetry were unbroken, then there would have to be selectrons ẽL and ẽR with

masses exactly equal to me = 0.511... MeV. A similar statement applies to each of the other sleptons

and squarks, and there would also have to be a massless gluino and photino. These particles would have

been extraordinarily easy to detect long ago. Clearly, therefore, supersymmetry is a broken symmetry

in the vacuum state chosen by Nature.

An important clue as to the nature of supersymmetry breaking can be obtained by returning to the

motivation provided by the hierarchy problem. Supersymmetry forced us to introduce two complex

scalar fields for each Standard Model Dirac fermion, which is just what is needed to enable a cancellation

of the quadratically sensitive (Λ2
UV) pieces of eqs. (1.2) and (1.3). This sort of cancellation also requires

that the associated dimensionless couplings should be related (for example λS = |λf |2). The necessary

relationships between couplings indeed occur in unbroken supersymmetry, as we will see in section

3. In fact, unbroken supersymmetry guarantees that quadratic divergences in scalar squared masses,

and therefore the quadratic sensitivity to high mass scales, must vanish to all orders in perturbation

theory.‡ Now, if broken supersymmetry is still to provide a solution to the hierarchy problem even

in the presence of supersymmetry breaking, then the relationships between dimensionless couplings

‡A simple way to understand this is to recall that unbroken supersymmetry requires the degeneracy of scalar and
fermion masses. Radiative corrections to fermion masses are known to diverge at most logarithmically in any renormal-
izable field theory, so the same must be true for scalar masses in unbroken supersymmetry.

10

A supersymmetric theory can exactly solve the gauge hierarchy problem

by canceling out the quadratically divergent terms through the introduction of

compensating loops. Higgs mass loop corrections include terms for all particles that

couple to the Higgs. For fermion loops this is given by

∆m2
H = −|λf |

2

8π2 Λ2
UV + . . . (2.14)
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and for scalars the corrections have the opposite sign. The exact cancellation of these

terms is provided by the compensating loops shown in Figure 5.

�m2
H = �

t

t

+

et

+ . . .

1

Figure 5. Higgs mass loop corrections from the top quark and its superpartner.

Supersymmetry is spontaneously broken in MSSM with an Lsoft term added to

the supersymetric Lagrangian to break the mass degeneracy,

L = LSUSY + Lsoft. (2.15)

This “soft" supersymmetry breaking allows the for cancellation of the quadratic

sensitivity of the Higgs mass correction to ΛUV , but large mass differences between

superpartners still requires some fine tuning to correct. With this term, the ultraviolet

sensitivity of the Higgs mass loop corrections becomes logarithmic

∆m2
H = m2

soft(
λ

16π2 log(ΛUV /msoft + . . .). (2.16)

msoft is the largest mass scale in the Lsoft term, λ is an effective coupling, and the

ellipsis indicates terms which depend on ΛUV by powers of logerithms at most. In the

limit msoft → 0 the exact cancellation of unbroken SUSY is restored. The msoft mass

determines the mass splitting of particles and their superpartness and naturalness

would require this term to not greatly exceed the top quark mass.
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The MSSM introduces many free parameters into the model as masses,

phases, and mixing angles. The phenomenological MSSM (pMSSM) introduces

phenomenological constraints such as R-parity, the neutralino is the Lightest

Supersymmetric Particle, no new CP-violation and no new flavor changing neural

currents. This reduces the number of parameters of the model from 105 to 19.

For many supersymmetric models the lepton and baryon number conservation

of the Standard Model is generalized to R-parity. R-parity,

PR = (−1)3(B−L)+2s, (2.17)

is even for Standard Model particles and odd for sparticles. R-parity conserving

supersymmetry models, such as the ones considered in this thesis, require sparticles

to be produced in pairs with their decay products eventually reaching a stable Lightest

Supersymmetric Particle. In the pMSSM, this particle is the lightest neutralino (χ̃0
1)

and is neutral, stable and with correct abundance to be a dark matter candidate

particle.

Chapter IV describes a search for direct pair production of stops with an all-

hadronic final state. Stops are produced through gluon-gluon fusion in LHC proton-

proton collisions and then each decay to top plus neutralino final states t̃ → t + χ̃0
1

in this model. The leading stop decay diagram for the signal regions that this thesis

focuses on are shown in Figure 6. In this final state the event signature is a top quark

pair and missing transverse energy (tt+ Emiss
T ).

18



2.4.2. SUSY at the LHC

At the LHC, squarks are produced at higher rates than sleptons and gauginos.

Gluinos do have a higher cross section than stops, but the phase-space unexplored

is much greater for the top partners. The decay of the stop can exhibit a variety of

topologies. For the material in this dissertation I will assume that stops (t̃) always

decay to a SM top quark (t) and a neutralino (�̃0
1), as shown in Figure 2.5. The

neutralino is the lightest (stable) SUSY particle and is electrically neutral, making

it a possible candidate for Dark Matter.

FIGURE 2.5. Diagram of a stop (t̃) decay, assumed to be 100% to top (t) +
netralino (�̃0

1).[7]

Past searches for R-parity conserving SUSY in ATLAS have placed significant

limits on the masses of gluinos and squarks of the first and second generations. [60]

In addition, recent results from ATLAS [61] and CMS [62] exclude top squark

masses below about 1.05 TeV for m�̃0
1

<< mt̃, assuming B = 100%. Figure 2.6

summarizes recent ATLAS SUSY searches.[8]

31

Figure 6. A Feynman diagram of a stop decay to a top and neutralino. In the all-hadronic
channel the W boson decays to two quarks.

2.3 The dark meson sector of Stealth Dark Matter

Bound states of new strongly coupled sectors [8] [9] can generate viable dark matter

candidate particles while avoiding detection from previous search strategies. Stealth

Dark Matter [7] proposes a composite baryonic scalar of an SU(ND) strongly coupled

theory with constituent fermions that transform as vector-like representations of

the electroweak group. Stability is guaranteed from an accidental U(1)dark baryon

symmetry which emerges form the model. Assuming the dark fermion interactions

obey a global SU(2) custodial symmetry the lightest dark baryon is electrically

neutral and removes interactions such as the neutral weak current and charge radius

interactions. Dark matter detection and collider experiments can have low sensitivity

to this “stealth" model resulting in weak exclusion limits from reinterpretation of

previous searches and precision measurements.

The dark meson sector of Stealth Dark Matter developed in [6] describes the

phenomenology of composite states which could be produced at the LHC. The vector-

like mass of the dark fermions prevent these models from being constrained by

electroweak or Higgs coupling measurement. Previous LHC beyond the standard

model searches typically require large missing energy, target single-production or are
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optimized for high mass resonances but have weak sensitivity to the mass regime

relevant for dark mesons.

The new dark sector contains mesons and baryons analogous to those of QCD

but with a confinement scale near or above the electroweak scale. The phenomenology

includes at least one triplet each of pseudoscalar (π±D, π0
D) and vector (ρ±D, ρ0

D)

mesons. Dark fermions are charged under the electroweak and the SU(ND) dark

color symmetries. Interactions fo the dark fermions with the Higgs sector breaks the

dark sector global symmetry and allows dark mesons to decay into Standard Model

states. The dark meson Lagrangian,

Ldark sector = Lkinetic + Lmass + LπD,ρD
+ Lkinetic mixing + Ldecay, (2.18)

includes kinetic and mass terms for the dark pion and dark rho, dark pion to dark rho

coupling, kinetic mixing of the dark rho with electroweak gauge bosons, and dark pion

decay to Standard Model particles. In this dark sector the Higgs custodial symmetry

is preserved and is identified with the SU(2) dark flavor symmetry.

Signal points in the dark meson parameter space are parameterized by the dark

pion mass, mπD
, and ratio of the dark pion and dark rho masses,

η = mπD
/mρD

. (2.19)

For models with η < 0.5, the decay ρ±D → π±Dπ
∓,0
D has a branching fraction of nearly

1.0, while for models with η > 0.5 this decay is kinematically forbidden and the ρD

thus decays to pairs of Standard Model fermions.
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The primary portal from the Standard Model to the dark sector is provided by

kinetic mixing of electroweak gauge bosons with dark rho mesons.

Lkinetic mixing = − ε2ρ
a
D,µνF

aµν . (2.20)

Two mixing models are possible depending on whether SU(2)L or just the U(1)Y

symmetry is gauged after spontaneous symmetry breaking. These models are referred

to as SU(2)L and SU(2)R because the dark sector respects the full SU(2)L+R global

symmetry. In the SU(2)L model, the dark rhos can mix with the full W boson triplet

(F aµν = W aµν) while in the SU(2)R model only mixing with the hypercharge gauge

boson B (F µν = Bµν) is possible. The major phenomenological impact is that the

SU(2)R model has a reduced production cross section and cannot produce charged

ρD mesons.

The coupling between dark rhos and dark pions,

LρD,πD
= −gρDπDπD

fabcρaµπ
b
DD

µπcD, (2.21)

is analogous to the gρππ coupling of QCD. The strength of this coupling is estimated

by naive dimensional analysis to be

gρDπDπD
≈ 4π√

ND

. (2.22)

In the Stealth Dark Matter model, the number of dark colors, ND, is fixed at 4.

The phenomenological consequences of a larger ND are minor as long as this value is

not excessively large. In addition to resonant pair production through the dark rho,

dark pions can be produced through Drell-Yan production. Resonant production
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dominates dark pion production accounts for almost the entire parameter space of

the dark mesons model of interest to this work. Figure 7 shows Feynman diagrams

illustrating these mechanisms.

Dark pion decays to Standard Model fermions are described by a decay term,

Ldecay =
√

2
vπ

[
π+
Dψu(mdPR −muPL)ψd+

π−Dψd(mdPL −muPR)ψu+
i√
2
π0
D(muψuγ5ψu −mdψdγ5ψd)

]
,

(2.23)

where φu, φd are Standard Model fermions and 1/vπ sets the scale of the operators.

Models with decays to Standard Model bosons (gaugephilic) are possible but not

considered in this thesis. Dark pions decay promptly and provide an all Standard

Model detector signature with no intrinsic missing transverse momentum.

Chapter V describes an all-hadronic search for dark pions pair produced at the

LHC. The signal models considered are described in additional detail in this chapter.

This search targets a kinematic region where dark pion decays to top and bottom

quarks are dominant.

q

q̄ B ρ0D

p

p

π∓D

π±D

4

q

q̄ W a ρaD

p

p

π∓D, π
0
D

π±D

3

q

q̄ γ∗/Z0/W±

p

p

π∓D, π
0
D

π±D

2

Figure 7. Dark pion production mechanisms. The dominant production mechanism is
through kinetic mixing of a dark rho with the B (left) or W (middle) fields. Drell-Yan pair
production of dark pions is also possible as shown on the right.
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CHAPTER III

ATLAS AND THE LHC

The analyses described in this thesis use the full LHC Run 2 data set of proton-

proton collisions collected at
√
s = 13 TeV with the ATLAS detector. Run 2 data

collection took place from 2015 to 2018, in this period 156 fb−1 were delivered to

ATLAS out of which 139 fb−1 were declared good for physics. The direct stop search

described in Chapter IV extends a previous search from 36.2 fb−1 to 139 fb−1 and

makes additional improvements to the analysis strategy. The dark meson search

described in Chapter V is the first search for its final state and also uses full Run

2 data. Run 3 started in 2022 with collisions at
√
s = 13.6 TeV and integrated

luminosity as high as 250 fb−1 is targeted [14]. Run 3 projections for a future dark

meson analysis are described in Chapter VI.

This chapter describes the LHC beamline, the ATLAS detector, and the

reconstruction of detector signals as physics objects for analyses. Specific object

definitions and discriminating variables are described in the analysis chapters of thesis.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [25] is a super-conducting hadron collider located

at the CERN facility near Geneva, Switzerland. The two counter-rotating beams of

proton (and heavy ion in some cases) bunches are accelerated to 6.5 TeV and collided

at the four interaction points illustrated in Figure 8. Two general purpose, ATLAS

and CMS, and two more specialized experiments, LHCb and ALICE, are located

at these points. Collisions occur at the interaction points up to every 25 ns during

operation with each LHC bunch containing around 1011 protons.
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of the experiments signals the need for a beam dump (in case of beam stability or detector issues

observed at the associated IP).

Figure 3.4: Layout of the LHC and its two counter-rotating beams. Beam 1 is in blue and rotates
counter-clockwise. Beam 2 is in red and rotates clock-wise. At the center of each octant is a straight
section which houses the experimental caverns or LHC beam facilities. At the boundaries of each
octant are located the curved sections. Figure taken from Ref. [65].

3.1.2 Injection Chain and Bunch Structure

We now have an idea of how the proton beams relevant to the work in this thesis are made to

circulate in the LHC ring. In this section we will briefly describe the initial source of the protons

and how they are introduced into the LHC ring. The LHC relies on a series of pre-acceleration

steps that bring the initial low-energy protons to energies su�cient enough to begin their journey

through the LHC. The sum-total of these steps is referred to as the LHC injection chain [74]. The
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Figure 8. The four LHC interaction points and their experiments. The betatron factor β is
a measure of beam size. Figure from [25].

The LHC is installed in the 26.7 kmLarge Electron Positron (LEP) collider

tunnel. This tunnel was repurposed for the LHC and was originally designed with

eight curved and eight linear segments for e+e− acceleration in the linear segments.

The LHC beamline is kept at ultra high vacuum through the combination of a

cryogenic getter coating and ion getter pumps.

LHC protons are accelerated through multiple stages [26] to reach a collision

energy of
√
s = 6.5 TeV. Figure 9 shows the CERN LHC acceleration complex and

experiments. First, the protons are ionized and extracted from hydrogen gas using

a Duoplasmatron source and then accelerated to 50 MeV using the Linac2 injector

chain. Next the protons reach the 157 m diameter Proton Synchrotron Booster (PSB)

where they are accelerated to 1.4 GeV prior to their transfer the 628 m diameter

Proton Synchrotron (PS). The PS accelerates the protons to 25 GeV and additionally
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3.1.1. Accelerator Complex

The LHC requires a specific beam structure and energy before collisions, and

a large accelerator complex is required to achieve these goals. Protons are gathered

from gaseous hydrogen atoms, which are comprised of one proton and one electron.

These atoms pass through an electric field which separates the protons from the

electrons allowing only the protons to be selected. The protons are then passed

through multiple accelerators gaining more energy at each step (see Figure 3.1).

FIGURE 3.1. The accelerator complex at CERN [8]

Protons first encounter the 36 m long linear accelerator (Linac) 2, which

uses radiofrequency (RF) cavities and cylindrical conductors. The positively

charged protons are repulsed by a positively charged cavity, and attracted to a

18

Figure 9. LHC protons are accelerated through multiple stages to reach a collision energy
of 6.5 TeV [26].
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bunches them into the beam structure used for LHC collisions. Last, the 7 km Super

Proton Synchrotron (SPS) accelerates these bunches up to 450 GeV, splits them into

two beams, and delivers these to the LHC injection points. The SPS takes around 4

minutes to fill the LHC ring with 12 cycles of SPS fills. Once a fill is complete the

450 GeV protons bunches are accelerated up to their final energy. The LHC buckets

are grouped into bunch trains with an optimized pattern of filled and empty buckets

with around 3600 bunches per beam.

The LHC uses RF cavities for beam acceleration, dipole magnets to bend the

beam along the ring, quadrupole magnets for confining/focusing, and higher order

multipoles for beam shaping. The superconducting RF cavities are frequency matched

to the rotating bunches in order to slow down the fastest protons in the bunch and

speed up the slowest. During acceleration the RF cavity frequency is increased to

take the bunches from 450 GeV to 6.5 TeV.

LHC dipole magnets shown in Figure 10 supply opposite polarity fields to the

two beam pipes to allow same sign protons beams to circulate in opposite directions.

This novel design allows the beam pipes to share mechanical structure to fit within the

LEP tunnel. These 8-9 T magnets deflect the 6.5 TeV proton beams along the LHC

bending sections. To achieve this field strength the 15 m superconducting magnets

use NbTi Rutherford wires cooled to 1.9 K with liquid He.

At the interaction points, the counter-rotating beams are focused to overlap and

produce collisions at a rate determined by the total scattering cross section times the

instantaneous luminosity,
dNevent

dt
= σL. (3.1)

26



FIGURE 3.9. Cross-section of an LHC dipole bending magnet. The particle moves
in/out of the page, the magnetic field points vertically and the resulting deflection
is lateral.[16]

superconducting, cooled to 1.9 K with liquid He3, and generate their fields by

running 11.6 kAmps of current through the NbTi Rutherford wires.[81] The 1232

main dipoles create a field of 8-9 T each and are curved to account for the particles’

changing trajectory with the cavities with a sagitta of about 9 mm. This implies a

2812.36 m radius of curvature, which is necessarily smaller than the radius of the

LHC as only part of the 27 km ring is used for bending. Figure 3.9 shows the cross-

section of a dipole magnet.
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Figure 10. LHC dipoles provide same direction bending for counter rotating proton beams.
Figure from [25].

The total production cross section for p−p collisions at√s = 13 TeV is around 78 mb.

With the Gaussian beam shape approximation the luminosity can be specified as

L = N2Nbf

4πσxσy
S. (3.2)

L depends on the number of particle per bunch N , the number of bunches Nb, the

bunch frequency f , a geometric factor S, and the bunch sizes σx, σy.

The design luminosity of the LHC is L = 1034 cm-2 s-1 and a peak luminosity

of 2×1034 cm-2 s-1 was reached in Run 2. High instantaneous luminosity allows

increased data collection for rare processes, but also increases pileup and requires

more restrictive triggering to meet the data recording limit.
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ATLAS luminosity varies depending on machine conditions and is measured to

provide integrated luminosity and a systematic uncertainty on this measurement for

periods of data taking. During Run 2 ATLAS recorded 147 fb−1 and 139 fb−1 were

declared good for physics. These events belong to luminosity blocks which meet the

standard data quality requirements corresponding to the “all-good” good run list

(GRL). Figure 11 shows the total integrated luminosity delivered to ATLAS and

declared good for physics.

ATLAS uses multiple detectors and algorithms to measure luminosity [27] with

the primary measurement provided by the LUCID-2 detector [28]. This detector uses

thin quartz windows on photo-multiplier tubes as a Cherenkov medium for detection

of hits and integrated signal. LHC luminosity decays over a physics run, primarily due

to particle collisions, resulting in a variable collision rate for data taking. To reduce

collision rates at the start of a fill, the LHC luminosity is intentionally lowered by

adjusting machine parameters using a leveling strategy as shown in Figure 11 (right).
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FIGURE 3.4. Total integrated luminosity delivered by the LHC (green), recorded
by ATLAS (yellow), and available for physics analysis (blue).[13]
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FIGURE 3.5. Total integrated luminosity measured by ATLAS in various years
across Run 1 and Run 2.[13]
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FIGURE 3.6. The instantaneous luminosity during LHC test fills 6358 (not leveled)
and 6360 (leveled).[14]

3.2.2. Pileup

Elastic processes are defined by the conservation of an incident particle’s

kinetic energy. At the LHC, these kinds of processes occur when protons barely

brush past one another, subtly deflecting their trajectories and leaving the

structure of the hadron intact. The more interesting interactions, inelastic

collisions, dissociate the constituent partons from the proton and occur with a total

cross-section of 0.1 barns leading to a rate on the order of 109 events/sec. This

implies that for the given average luminosity and 25 ns bunch-spacing, there are an

average of 25 inelastic interactions per bunch crossing (pileup < µ >= 25).

ATLAS was designed to collect 13 TeV data in Run 2 at < µ >= 25, but the

LHC delivered much higher instantaneous luminosities than planned. The pileup

profile gradually shifted upward with each subsequent year of operation. Figure 3.7

45

Figure 11. The LHC delivered 156 fb-1 and ATLAS declared 139 fb-1 good for physics
during Run 2 (left) [29]. Leveling is used to lower ATLAS luminosity at the start of LHC
fills (right). [30]
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Typical LHC bunch crossings have many hard proton-proton interactions which

cause a large background of jets for the low cross section processes of interest. This

number of interactions per bunch crossing, µ, scales with instantaneous luminosity

and creates a background of jets called pileup. This background must be accounted

for when reconstructing physics objects. Pileup profiles vary by run year as shown

in Figure 12 with an average µ value of 33.7 for Run 2. Studies of discriminating

variable stability to pileup are included in Appendix A.
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FIGURE 3.7. The average pileup hµi of LHC fills during 7, 8, and 13 TeV runs.[15]

shows the average pileup conditions in ATLAS during 8 TeV runs in 2012 and

Figure 3.8 contrasts the profiles across the various years of Run 2.
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FIGURE 3.8. Superimposed pileup profiles of various years during 13 TeV collisions
of Run 2.[13]
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Figure 12. The mean number of interactions per crossing during Run 2. [31]

3.2 The ATLAS detector

ATLAS is a general-purpose detector designed to detect and measure scattering

products from LHC collisions. ATLAS has a cylindrical geometry with mirror

symmetry in ẑ direction and multiple detector subsystems embedded in magnets,

the cryostat, cables, and support superstructure as shown in figure 13. The closest

detector to the interaction point is the the Inner Detector (ID) which tracks charged

particles with minimal absorption. Surrounding the inner detector are multiple
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2018 (Run 2), which are used for this thesis. The following sections give an introduction to the

ATLAS detector and its different sub-detectors: Inner Detector in Section 3.2.1, Electromagnetic

and Hadronic calorimeters in sections 3.2.2 and 3.2.2.2 respectively, and Muon Spectrometer in

section 3.2.3. The ATLAS magnet system is described in section 3.2.4, and the Trigger and Data

Acquisition System (DAQ) are described in section 3.2.5.

Figure 24: Cutaway view of the ATLAS detector with different sub-modules [77].

3.2.1 Inner Detector

The Inner Detector (ID) [78] is the inner most first part of the ATLAS (| h |< 2.5) detector

which measures charge, momentum, direction of charged particles, and identifies primary and sec-

ondary vertices. The ID components record energy deposits (hits) from charged particles, which

with appropriate software reconstructs particle tracks. Due to close proximity to the IP, the ID

endures a very high particle density, thus necessitating high granularity to achieve good resolution

in position, momentum, and vertex measurements. Semiconductor tracking devices, using pixel

technology and silicon strips, provide the desired performance goals. The ATLAS ID consists of

three modules: (i) Pixel Detector, (ii) Semiconductor Tracker (SCT), and (iii) Transition Radi-

ation Tracker (TRT). The whole setup is immersed in a magnetic field of 2 T generated by the

superconducting solenoid magnet.

The silicon Pixel Detector, the innermost part of the ID, consists of three sections: a barrel,
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Figure 13. Illustration of the ATLAS detector and subsystems. Figure from [32].

calorimeters systems which absorb and measure all Standard Model particles except

muons and neutrinos. ATLAS has a Hermetic solid angle coverage of nearly 4π to

allow invisible particles to be inferred through momentum imbalance measurements.

The major ATLAS design requirement for detector resolution are summarized in

Table 4

Table 4. Resolution requirements of the ATLAS detector. The units for E and pT are GeV.
Table from [32].

Detector component Required resolution η coverage
Measurement Trigger

Tracking σpT/pT = 0.05% pT ⊕ 1% ±2.5
EM calorimetry σE/E = 10% /

√
E ⊕ 0.7% ±3.2 ±2.5

Hadronic calorimetry σE/E = 50%/
√
E ⊕ 3% ±3.2 ±3.2

σE/E = 100%/
√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9

Muon spectrometer σpT/pT = 10% at pT = 1 TeV ±2.7 ±2.4
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ATLAS uses right-handed Cartesian coordinates system with the origin at the

interaction point, ŷ pointed up, x̂ pointed toward the center of the LHC and ẑ pointed

along the beam line. This corresponds to spherical polar coordinates with φ in the

transverse (x-y) plane and θ specifying the angle from the z-axis. To describe collision

products and detector coverage this system is transformed into pseudorapidity polar

coordinates in which the spherical polar angle θ is replaced with η = - ln(tan(θ/2)).

Transverse coordinates such as transverse momentum (pT) and transverse missing

energy (Emiss
T ) refer to the x-y plane. Pseudorapidity approximates rapidity for

particles with pT large compared to their mass. The Lorentz boost invariance of

rapidity differences allows angles in η-φ to be compared for any longitudinal event

boost. Distances in η-φ space are used a distance metric for physics objects with

∆R =
√

∆φ2 + ∆η2.

ATLAS uses a combination of solenoid and toroidal superconducting magnet

systems to provide a strong bending field throughout the detector. The four magnet

systems are illustrated in Figure 14. The barrel thin superconducting solenoid magnet

surrounds the ID and provides a magnetic field of up to 2 T with minimal material

placed in front of the LAr calorimeter. The Barrel and Endcap toroidal magnets

provide a field of up 3.5 T covering |η| < 2.7. These air-core toroidal magnets are

located between the outer calorimeters and the muon chambers.

3.2.1 Particle Tracking with the Inner Detector

The Inner Detector (ID) [33] is the closest detector to the interaction point, it extends

to |z| = 3.512 m, a radius of 1.15 m, and covers |η| < 2.5. Figure 15 shows the

ID subdector systems and η coverage. This detector records charged particle hits
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FIGURE 4.14. Simulated model of the toroid magnets in ATLAS.[18]

by the coils is approximately 4 T. A simulated model of the magnets is shown in

Figure 4.14.

4.4.3. The Muon Spectrometer

The radius of curvature for a particle of charge q traveling perpendicular to

an external magnetic field of strength B with momentum p is R = p
qB

. The arc (L)

can be reconstructed from tracking hits along the trajectory. The sagitta (and it’s

uncertainty) can be defined from at least three points:

s = y3 �
y1 + y2

2
=

L2

8R
; �s =

r
3

2
�y. (4.9)

A series of dedicated tracking and triggering modules are used to provides these

points to reconstruct the particles reaching the spectrometer.

ATLAS uses high-Z gas mixtures to interact with muons in three classes of

detectors throughout the spectrometer: monitored drift tubes (MDTs) and cathode
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Figure 14. The ATLAS magnet systems (red) provide 2 T in the barrel solenoid and up to
3.5 T in the barrel toroid and endcap toroid regions. Figure from [32].

using the Pixel, Semiconductor Tracker (SCT) and Transition Radiation Tracker

(TRT) detectors for the purpose of reconstructing particle trajectories in the ID.

High spatial resolution is provided by the Pixel and SCT detectors while the TRT

provide additional hits at lower granularity. The ID is immersed in field of 2 T from

the barrel solenoid to bend charged particles trajectories with a radius proportional

to p−1
T .

The Pixel detector surrounds the ATLAS Interaction Point and provides high

spatial resolution particle tracking. This detector consists of silicon wafer elements,

each with a grid of semiconductor sensor pixels of 50 µm × 400-600 µm which detect

the passage of charged particles through electron-hole pair production. In the barrel

region, these sensors are stacked with overlapping edges into four layers. The sensors

are tilted with a turbine layout for overlapping coverage in φ as shown in Figure 16.

In the endcap regions of the Pixel detector there are 3 disk layers to provide coverage

out to |η| < 2.5.
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Figure 4.2: Diagram of the layout of the inner detector

dition, the pixel sensors were designed to be radiation tolerant, with n+ implants on the readout side, and a p+-n

junction on the back. As the sensors undergo radiation, the bulk type inverts, and still allows for some sensitivity

66. In order to improve the overall precision of tracking and vertexing, and to protect against failure of the first

layer of the pixel detector, another layer was added in 2014, named the Insertable B-Layer (IBL), which is located

between the beampipe and the first layer of the original pixel detector50.

4.1.2 The SemiConductor Tracker

The SemiConductor Tracker (SCT) is located outside of the pixel detector, meaning that it needs to fulfill less

stringent requirements, both in terms of resolution as well as radiation sensitivity. Instead of using expensive rect-

angular pixel detectors, the SCT uses strips detectors, providing a compromise between accuracy and cost. Each

SCT module consists of two sets of two silicon-strip sensors which are glued together with a stereo angle of 40

mrad between them in order to gain 3-dimensional hit information. In the barrel region, these are positioned ap-

proximately parallel to the magnetic field and beampipe. In order to be robust against radiation damage, it uses

28

Figure 15. The ATLAS inner detector with Pixel detector detail. Figure from [34].

The Insertable B Layer (IBL) [35] was installed during Long Shutdown 1 before

Run 2. This upgrade replaced the ID beam pipe and added a new detector layer at

33 mm radius with 50 × 250 µm pixels. The new layer improves displaced vertex

discrimination for B-meson identification and pile-up rejection. Identification of

displaced vertices through tracing tracks from detector hits to their originating vertex

is critical to identification of bottom and charm decays as well as the suppression of

background pile-up collisions.

Surrounding the Pixel detector, the SCT uses silicon sensors arranged in a

microstrip geometry to cover a large area. The microstrip detectors are mounted

in pairs with a 40 mrad stereo angle between them to allow track resolution in ẑ. The

SCT has four cylindrical layers in the barrel region and 9 disks in each end cap region

to cover |η| < 2.5. The resolution of this detector is 16 µm in Rφ and 580 µm in z.
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Figure 1. (Left) Overview of the Run 2 Pixel Detector with the IBL inserted. (Right) Cross section view of
sensor layout of the Run 2 Pixel Detector (seen from �z to +z direction).

Figure 2. (Left) Illustration of the new service quarter panel and the Optobox/Optoboards on the ID End-
plate. (Right) Number of modules of the Pixel Detector to be disabled after refurbishment and re- installation
in the pit in LS1 classified by failure mode (HV / LV / Data In / Data Out) and the time period in which
the problem occurred problems (Run1 / Surface / after re-installation). Modules having issues but being
operable are not included [6].

2. Refurbishment of the Pixel Detector

Motivation to replace the Pixel Detector service During Run 1 operation, some of the laser
signal transmission plugins on the off-detector readout board were observed to be dead and they
were replaced. These transmitters serve the optical communication with the modules for the
clock/command with the modules. The same laser transmitters were mounted on the on-detector
side for the data output at the so-called Optoboard mounted on the service quarter panel (SQP).
As the optoboards are inaccessible unless the Pixel Detector is extracted from the ATLAS detector,
failures of the optoboards are a major concern for the operation of the Pixel Detector throughout
its lifetime. Therefore the decision was made to build new service panels (nSQP) with relocation
of the Optoboards from the service panel to the Optobox at the Inner Detector end-plate1 so that
intervention is possible without extracting the Pixel package (Figure 2 left) [5].

1The Inner Detector end-plate is the gap between the barrel calorimeters and the end-cap calorimeters for leading
Inner Detector’s service lines.
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Figure 1. Schematic view of the ATLAS 4-Layer Pixel Detector for Run-2
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1. Introduction

The ATLAS Pixel Detector [1] is the inner-most part of the ATLAS tracking system [2]. The
ATLAS Pixel Detector for LHC Run-2 consists of 4 layers of barrel pixel detector and two end caps
of three pixel disks each. The outer 3 barrel layers and the disks are the 3-Layer Pixel Detector
system, which was installed originally in 2007 in ATLAS and maintained during 2013/2014. The
innermost pixel layer is a newly constructed high-resolution pixel detector, called Insertable B-
Layer (IBL). Figure 1 shows the 4-Layer ATLAS Pixel Detector for LHC Run-2 (left) and the
radial placement of concentric pixel barrels, beam pipe and support carbon-fibre cylinders (IPT,
IST) (right). The Pixel Detector sits inside the 2T solenoidal magnetic field and contributes to the
charged particle tracking of the ATLAS Inner Detector in the pseudo rapidity range of |h | < 2.5.

Due to its high spatial resolution and 3-dimensional space-point measurement the Pixel Detec-
tor has a key-role in reconstruction of charged particle tracks. The 4-Layer Pixel Detector will be
crucial in the reconstruction of primary and secondary vertices which is essential for the detection
of long-lived particles, e.g. containing b-quarks, and in searches for new physics at LHC.

– 1 –

Figure 16. Overlapping coverage is provided by the tilted Pixel detector sensors. The IBL
layer was added for Run 2. Figure from [36].
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Poor knowledge of the actual geometry of the active detec-
tor elements results in a deterioration of the resolution of
reconstructed track parameters. The criteria for the minimum
precision required were defined in order to limit the degra-
dation of the resolution of the track parameters for high-
momentum tracks to less than 20% in comparison to a per-
fectly aligned detector [2]. In addition, correlated geomet-
rical distortions can lead to systematic biases in the recon-
structed track parameters. Correlated systematic biases can
be introduced either by real detector deformations to which
the alignment procedure has little sensitivity or by the pro-
cedure used to determine the alignment parameters. These
correlated biases are referred to as ‘weak modes’ of the align-
ment.

In this document, the ATLAS ID alignment procedure and
its performance during Run 2 of the LHC is presented. A new
layer of pixel sensors was included in the detector for Run 2,
which posed additional challenges for the alignment of the
detector compared to those faced during Run 1 [3,4]. The
greatest new challenge was the short-timescale movement of
parts of the detector during data taking.

This paper is organised as follows: a brief description of
the ATLAS detector is given in Sect. 2. Section 3 presents the
formalism of the ATLAS track-based ID alignment. Section 4
introduces the different alignment levels and Sect. 5 discusses
the detector stability and describes the time-dependent align-
ment. The performance of the ATLAS Run 2 alignment is
presented in terms of track parameter biases in Sects. 6 and
7. Concluding remarks are made in Sect. 8.

2 The ATLAS detector

The ATLAS detector [1] at the LHC is a multipurpose parti-
cle detector with a forward–backward symmetric cylindrical
geometry that covers nearly the entire solid angle around
the collision point. The global ATLAS reference frame is a
right-handed Cartesian coordinate system, where the origin
is at the nominal pp interaction point, corresponding to the
centre of the detector. The positive x-axis points to the cen-
tre of the LHC ring, the positive y-axis points upwards and
the z-axis points along the beam direction. Polar coordinates
(r,φ) are used in the transverse plane, φ being the azimuthal
angle around the beam pipe. The pseudorapidity is defined
in terms of the polar angle θ as η = − ln tan(θ/2). Angular
distance is measured in units of $R ≡

√
($η)2 + ($φ)2.

ATLAS consists of the ID (described in Sect. 2.1), elec-
tromagnetic and hadronic calorimeters, a muon spectrometer
and a magnet system. Lead/liquid-argon sampling calorime-
ters provide electromagnetic energy measurements with high
granularity and a steel/scintillator-tile hadronic calorimeter
covers the central pseudorapidity range of |η| < 1.7. The
endcap and forward regions are instrumented with liquid-

argon calorimeters for measurements of both electromag-
netic and hadronic showers up to |η| = 4.9. The outer part
of the detector consists of a muon spectrometer with high-
precision tracking chambers for coverage up to |η| = 2.7, fast
detectors for triggering over |η| < 2.4, and three large super-
conducting toroid magnets with eight coils each. The ATLAS
detector has a two-level trigger system to select events for
offline analysis [5].

2.1 Inner Detector structure

The ATLAS ID [2,6] consists of three subdetectors utilising
three technologies: silicon pixel detectors, silicon strip detec-
tors and straw drift tubes, all surrounded by a thin supercon-
ducting solenoid providing a 2 T axial magnetic field [7].
The ID is designed to reconstruct charged particles within a
pseudorapidity range of |η| < 2.5 (see Fig. 1 for a schematic
view of the ID barrel region and Table 1 for a list of the main
detector characteristics). The material distribution inside the
ID has been studied in data through use of hadronic interac-
tions and photon conversion vertices [8,9]. During the sec-
ond LHC data-taking run (2015–2018) with pp collisions at
a centre-of-mass energy

√
s = 13 TeV, the ID collected data

with an efficiency greater than 99% [10].
The innermost part of the Inner Detector consists of a high-

granularity silicon pixel detector and includes the insertable
B-layer (IBL) [11,12], a new tracking layer added for Run 2
which is closest to the beam line and designed to improve
the precision and robustness of track reconstruction. The
IBL consists of 280 silicon pixel modules arranged on 14
azimuthal carbon fibre staves surrounding the beam pipe at

Fig. 1 A 3D visualisation of the structure of the barrel of the ID. The
beam pipe, the IBL, the Pixel layers, the four cylindrical layers of the
SCT and the three layers of TRT barrel modules consisting of 72 straw
layers are shown
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Figure 17. The TRT detector surrounds the SCT detector in the barrel region. [37]
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The TRT [38] uses of layers of straw (proportional drift) tubes for particle

identification and tracking. This detector is the outermost layer of the ID covering

|η| < 2. The TRT consists of 4 mm diameter Kapton tubes with a gold-plated

tungsten wire running through them and filled with an Argon based gas mixture.

Ionization from charged particles traversing the tubes is amplified and shaped to

create a hit signal. As the charged particles pass through fiber or foil interfaces

located between the straws they emit KeV scale transition radiation which provides

discriminations of particle mass. The TRT provides around 36 hits to complement

the high resolution of the other detectors.

3.2.2 ATLAS Calorimetry

3. LHC and the ATLAS Detector 23

Figure 3.4: General cut-away view of the calorimeters [55].
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Figure 3.5: A typical ionization pulse shape in the EMB middle layer. This was taken from a special
run with isolated bunch crossings in 2016.

Figure 18. The major ATLAS calorimeter systems. Figure from [32].

The major ATLAS calorimeters systems are Liquid Argon (LAr) barrel, LAr

ElectroMagnetic End Cap (LAr EMEC), LAr Forward Calorimeter (FCal), Tile barrel
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and Tile extended calorimeters. Figure 18 shows the arrangement of these systems

with barrel calorimeters surround the ID and the forward and end cap detectors

forward of the ID. These calorimeter systems provides particle identification for

elections and photons and are the primary detectors for hadrons. The combined

calorimeter systems provide 7 sampling layers in barrel and 8 in the end cap regions

with around 188,000 readout channels.

Liquid Argon (LAr) and scintillating tile (Tile) are sampling calorimeters which

alternate absorbing with sensing layers. The absorbing layers scatter the incident

particle to create a shower of decay products which are detected through ionization

of the active media. Calorimeter energy resolution,

σ

E
= a√

E
⊕ b

E
⊕ c, (3.3)

depends on stochastic effects during showering (a), electronic noise (b) and other

detector effects (c). ATLAS was designed with a barrel region jet energy resolution

requirement of
σ

E
= 50%√

E
⊕ 3%, (3.4)

for E in GeV.

3.2.3 The Liquid Argon calorimeter

Four LAr [40] calorimeters surround the inner detector. LAr EM Barrel covers

|η| < 1.475, EM End Cap 1.375 < |η| < 3.3, Hadronic End Cap 1.5 < |η| < 3.2

and FCal 3.1 < |η| < 4.9. The EM barrel and End Cap detectors uses lead

absorber sheets arranged in an accordion geometry as shown in Figure 19 with liquid
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The ATLAS Liquid Argon Calorimeter
Construction, Integration, Commissioning and Performance from Selected Particle Beam Test Results 

P.Krieger (on behalf of the ATLAS Liquid Argon Collaboration)

�Abstract–Construction of the ATLAS liquid argon calorimeter
is now complete and integration with the ATLAS detector in the 
cavern at LHC Point 1 is currently in progress. Here we briefly
review the design of the calorimeter and discuss the status of the
integration, testbeam studies and plans for commissioning.

I. INTRODUCTION

HE ATLAS detector is one of two general purpose
detectors being constructed to record the products of the

collisions of 7 TeV proton beams that will be  produced by the
Large Hadron Collider (LHC) beginning in 2007. It consists 
of three main sub-systems; the Inner Tracking System, the 
Calorimeter, and the Muon Spectrometer. Each of these sub-
systems is in turn composed of a number of sub-detectors. The
calorimeter system is composed of a barrel calorimeter (Fig.
1) and two endcap calorimeters (Figs. 1and 2). The former
comprises an accordion-geometry liquid argon (LAr) 
electromagnetic calorimeter, surrounded by a hadronic
calorimeter made of steel and scintillating tile (TileCal). In the
endcap region of the detector all of the calorimetry uses LAr 
as the active material. There are three sub-detectors; an 
accordion geometry electromagnetic calorimeter, a hadronic 
calorimeter with a more conventional parallel-plate structure
using copper as the absorber, and an integrated forward
calorimeter with a novel paraxial electrode structure as
described later. The LAr Calorimeter is described in detail in
[1].

Fig. 1. View of the Electromagnetic Barrel and Endcap Calorimeters The left 
schematic shows a view of a half-barrel assembly of the EMB.  The right-hand
side shows a skeletal view of an EMEC wheel, and a view of a folded
absorber plate for the inner wheel, showing the variable amplitude folds.

P. Krieger is with the University of Toronto, Dept. of Physics.

The current plan for the LHC is to run for about three years at
a “low” luminosity of about 1033 cm-2s-1 before moving to the
design luminosity of 1034 cm-2s-1. Particularly the high-
luminosity running makes the radiation environment at
ATLAS is particularly challenging. The choice of LAr as the
active material in the calorimetry was largely driven by issues
of radiation hardness, and speed and uniformity of response. 
The use of LAr also permits the use of common readout
electronics for most of the calorimetry, which has benefits in
terms of development, maintenance and repair.

Construction of all calorimeter sub-detectors was completed in
2004, and the integration of these detectors into the cryostats
was completed earlier this year. Integration of the LAr
calorimeter with the rest of the ATLAS detector was started
about a year ago with the move of the barrel cryostat to the
ATLAS cavern. Since then, integration of the endcap
calorimeters into the two endcap cryostats has also been 
completed; one cryostat is currently on the surface at LHC 
Point 1, waiting to be lowered into the cavern. The other will
be moved to Point 1 by late 2005 / early 2006. In what follows
we briefly describe the various components of the ATLAS 
LAr calorimeter and outline the calorimeter testbeams that
have taken place over the last several years. We then discuss 
the status of the detector integration with ATLAS, and the
plans for commissioning.

Fig. 2. View of the ATLAS endcap cryostat with its one EMEC wheel, two
HEC wheels, and integrated FCal, with one electromagnetic and two hadronic
modules.
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FIGURE 4.7. Schematic of the Liquid Argon Calorimeter accordion geometry and
layering.[22]

(a) Picture of FCal rods and their geometry. (b) Schematic of an end-cap cryostat.

FIGURE 4.8. LAr Forward detector rod matrix and cryostat schematic.[23]

necessitate an additional EM calorimeter layer, the pre-sampler. This independent

detector uses 11 mm of liquid argon to capture the showering resulting from

63

Figure 19. The LAr barrel and end cap using lead absorber sheets arranged in an accordion
structure (left). The LAr tower geometry in the barrel region (right). Figures from [39].

argon filling the gaps between layers. EM showers consist of cascades of alternating

bremsstrahlung and pair production processes. The EM calorimeters extend out to

greater at least 24 radiation lengths1 to fully capture EM showers. Ionizing particles

produce charge avalanches as they travel through the liquid argon which are read out

by the electronics.

Ion drift time in the liquid argon results in a delayed pulse signal which is longer

than the LHC collision rate of 25 ns. A pulse shaping strategy is used to suppress out

of time pileup caused by residual signals from previous bunch crossings. The bipolar

pulse shaping is performed by an analog circuit to provides a sharply peaked signal

with an integral of 0 as shown in Figure 20. The average of out of time pileup LAr

signals is small due to this shaping. An Optimal Filter algorithm is used to calculate

the amplitude and phase relative to the bunch crossing with the assumption of a

known pulse shape [39]. The measured time resolution for the LAr EMB is shown in

Figure 21.

1A radiation length X0 is distance is takes an electron to lose all but 1/e of its energy.
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FIGURE 4.10. Shapes of Liquid Argon calorimeter current pulse in the detector
and of the signal output after shaping. The dots indicate an ideal position of
samples separated by 25 ns.[22]

4.3.2. Tile

The hadronic tile calorimeter (TileCal) is designed to completely contain

hadronic showers of EM-neutral particles and any remaining electromagnetic

showers surviving the 9.7 radiation lengths of the preceding detectors. TileCal is

divided longitudinally into three sections, a barrel and two end-caps. A set of 64

modules covers the full azimuthal range, each covering �� = 0.1. The end-caps

each have one set, but the barrel has two sets of 64 modules. Each module, drawn

in Figure 4.11, contains alternating layers of steel and scintillating tiles. Hadrons

that reach TileCal will interact with the steel, showering the scintillators with

electrons and photons. The resulting signal is transmitted to photo-multiplier tubes

(PMTs) and read through wavelength-shifting optical fibers. This signal is then

amplified and digitized for export to the trigger system.[24]
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Figure 20. LAr uses pulse shaping to minimize the impact of out of time pile up. [39]
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The EM Barrel calorimeter cells are arranged in three layers with a pseudo-

projective geometry in η-φ. Cells have increased granularity in the innermost layers

with 0.003 × 0.1 for the first layer. The second layer has a granularity of 0.025 ×

0.025 and the third layer has a granularity of 0.050 × 0.025.

The EM End Cap calorimeter consists of two concentric wheels covering 1.375 <

|η| < 3.2. EMEC cells are similar to EMB cell but with a geometry as shown in

Figure 19 (left) and a reduced granularity that varies with η and cell layer. Additional

presampler layers are located between the cryostat cold wall and the calorimeter in

the barrel and end cap regions to measure the energy of deposited by particles before

they reach the calorimeter.

The Forward and Hadronic End Cap calorimeters also use liquid argon as the

active medium. The HEC consists of two wheels of parallel copper plates and covers

1.5 < η < 3.2. HEC granularity ranges from η × φ = 0.1 × 0.1 to 0.2 × 0.2. The

forward calorimeters cover 3.1 < |η| < 4.9 consisting of three layers with copper (EM)

and tungsten (hadronic) absorber layers with liquid argon tubes running through

them. These tubes are oriented parallel to the beamline as shown in Figure 22.

This tube geometry is used for additional radiation hardness in the high flux forward

region.

3.2.4 The Tile Calorimeter

Hadronic objects which punch through the LAr colorimeter are absorbed by the Tile

calorimeter. The Tile calorimeter [42] consists of the barrel (|η| < 0.8 ) and two

extended barrel (0.8 < |η| < 1.7) sections which surround the LAr Calorimeters. The
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(a) Picture of FCal rods and their geometry. (b) Schematic of an end-cap cryostat.

FIGURE 4.8. LAr Forward detector rod matrix and cryostat schematic.[23]

necessitate an additional EM calorimeter layer, the pre-sampler. This independent

detector uses 11 mm of liquid argon to capture the showering resulting from

63

Figure 22. The Tile Calorimeter scintillating tiles and readout. Figure from [39].

Tile calorimeter extends from a radius of 2.28 m to 4.25 m with three layers of cells

as shown in Figure 23. There are 64 tile modules, with a φ coverage of π/32 rad.

This calorimeter uses alternating layers of scintillating plastic and steel absorber

tiles to measure hadronic showers. Hadronic showers consist of nuclear interaction

processes and are longer and wider than EM showers. The ATLAS calorimeters

extend out to more than 10 hadronic interaction lengths for almost the full η coverage

as shown in Figure 24.

Scintillator tiles transmit light to Photo Multiplier Tubes (PMTs) with

wavelength shifting fibers. The PMTs group tiles together into calorimeter cells.

This detector has a pseudo-projective geometry with groups of tiles covering η × φ

from 0.1 × 0.1 to 0.2 × 0.1. Two additional detectors, the Plug Tile calorimeter and

Gap Scintillator are placed in the gap between the barrel and extended barrel tile

calorimeters.
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supplies which power the readout are mounted in an external steel box, which has the cross-section
of the support girder and which also contains the external connections for power and other services
for the electronics (see section 5.6.3.1). Finally, the calorimeter is equipped with three calibration
systems: charge injection, laser and a 137Cs radioactive source. These systems test the optical
and digitised signals at various stages and are used to set the PMT gains to a uniformity of ±3%
(see section 5.6.2).

5.3.1.2 Mechanical structure
Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes

Figure 5.9: Schematic showing how the mechan-
ical assembly and the optical readout of the tile
calorimeter are integrated together. The vari-
ous components of the optical readout, namely
the tiles, the fibres and the photomultipliers, are
shown.

The mechanical structure of the tile calorime-
ter is designed as a self-supporting, segmented
structure comprising 64 modules, each sub-
tending 5.625 degrees in azimuth, for each of
the three sections of the calorimeter [112]. The
module sub-assembly is shown in figure 5.10.
Each module contains a precision-machined
strong-back steel girder, the edges of which
are used to establish a module-to-module gap
of 1.5 mm at the inner radius. To maximise
the use of radial space, the girder provides both
the volume in which the tile calorimeter read-
out electronics are contained and the flux return
for the solenoid field. The readout fibres, suit-
ably bundled, penetrate the edges of the gird-
ers through machined holes, into which plas-
tic rings have been precisely mounted. These
rings are matched to the position of photomul-
tipliers. The fundamental element of the ab-
sorber structure consists of a 5 mm thick mas-
ter plate, onto which 4 mm thick spacer plates
are glued in a staggered fashion to form the
pockets in which the scintillator tiles are lo-
cated [113]. The master plate was fabricated
by high-precision die stamping to obtain the dimensional tolerances required to meet the specifica-
tion for the module-to-module gap. At the module edges, the spacer plates are aligned into recessed
slots, in which the readout fibres run. Holes in the master and spacer plates allow the insertion of
stainless-steel tubes for the radioactive source calibration system.

Each module is constructed by gluing the structures described above into sub-modules on a
custom stacking fixture. These are then bolted onto the girder to form modules, with care being
taken to ensure that the azimuthal alignment meets the specifications. The calorimeter is assembled
by mounting and bolting modules to each other in sequence. Shims are inserted at the inner and
outer radius load-bearing surfaces to control the overall geometry and yield a nominal module-
to-module azimuthal gap of 1.5 mm and a radial envelope which is generally within 5 mm of the
nominal one [112, 114].
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Figure 23. The Tile Calorimeter scintillating tiles and readout. Figure from [32].

FIGURE 2.9. Tile module showing scintillating tile structure.
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FIGURE 3.10. Number of interaction lengths as a function of ⌘ (figure from [28]).

measurements and extend to ⌘ = 4.9. Because of the complexity of the arrangement,

there are some gaps in the coverage; otherwise, coverage is nearly hermetic.

An aspect to the LAr calorimeter is that it must be kept very cold to operate, so

is housed in a cryostat operated at 89K, which contributes to dead material. In order

to reduce the total amount of dead material the LAr calorimeter shares the cryostat

and vacuum vessel with the solenoid magnet.

The LAr calorimeter typically operates at a 2000V, with some variance, to create

a particle avalanche when a charged particle ionizes the liquid argon. There is

a presampler layer in the barrel region, which corrects for energy loss in material

upstream of the calorimeter, followed by three additional layers, which sum together

to form a Trigger Tower, which are analog sums of energy deposits contained in an

40

Figure 24. Hadronic interaction lengths for the ATLAS calorimeters. Figure from [32].
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3.2.5 The Muon Spectrometer

3. LHC and the ATLAS Detector 25

Figure 3.7: General cut-away view of the Muon Spectrometer [55].

3.2.3 The Muon Spectrometer

The Muon Spectrometer is the outermost component of the ATLAS detector, and provides tracking

for muon reconstruction in the region |⌘| < 2.7 [55]. Most of the system lies in a large magnetic

field provided by a set of toroid magnets. This serves to bend the trajectory of the muons, allowing

the reconstruction of their momentum. The MS itself consists of four types of chambers, arranged

in a barrel (|⌘| < 1.05) and two end-cap sections (1.0 < |⌘| < 2.7).

The entire ⌘ range is covered by Monitored Drift Tube (MDT) chambers. These provide the best

resolution for muon tracking (60-80 µm for a single hit). Each MDT consists of an aluminum tube

filled with an argon-based gas mixture and an anode wire running along its axis. When a muon

passes through, some of the gas is ionized, and the electrons are collected on the wire to generate a

readout signal. In the innermost region of the end-caps, the MDTs are replaced by Cathode Strip

Chambers (CSCs). These have a similar design, but the cathodes are long strips rather than tubes,

and there are many anode wires arranged in a plane in each chamber. Here, the cathode strips are

used for readout (by measuring the charge induced on them by the anode wires). These provide

Figure 25. The ATLAS muon spectrometer chambers. Figure from [43].

The outermost ATLAS sub-detector is the Muon Spectrometer (MS) which

measures muon momentum out to |η| < 2.7. This spectrometer uses the four types of

chambers shown in Figure 25 for muon triggering and momentum measurement. The

η coverage of each chamber subsystem is shown in Figure 26. Monitored Drift Tube

(MDT) chambers provide precision tracking for the full MS η range. The ATLAS

MDTs consist of 30 mm diameter aluminum tubes with anode wires running through

their center and filled with argon-based gas. The individual tubes are precisely

positioned and provide mechanical isolation of the measurement. Cathode Strip

Cambers are used at high |η| for robust operation at high occupancy. The CSCs

are multi-wire proportional chambers with a segmented cathode strip readout. The
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MS uses high precision mechanical assembly and optical alignment to meet its particle

tracking resolution requirements.

Muon triggering is provided by Resistive Plate Chambers (RPC) in the barrel

and Thin Gap Chambers (TGC) in the endcap regions up to |η| < 2.4. RPCs consist

of pairs of resistive plates at 9.8 kV with a 2 mm gap and filled with tetrafluorethane.

Readout strips in x and y provide track resolution. The TPGs are multi-wire

proportional chambers similar to the CSCs. In addition to muon triggering, RPCs

and TPCs can supplement the other chambers for tracking in offline reconstruction.

3. LHC and the ATLAS Detector 48

the region orthogonal to that determined by the MDTs and CSCs.

2

2 Muon trigger

2.1 ATLAS detector

The ATLAS detector is a multi-purpose particle physics

apparatus with a forward-backward symmetric cylin-
drical geometry and near 4� coverage in solid angle.3

The detector consists of four major sub-systems: the

inner detector, electromagnetic calorimeter, hadronic

calorimeter and muon spectrometer. A detailed descrip-
tion of the ATLAS detector can be found in Ref. [3].

The inner detector measures tracks up to |�| = 2.5 in

an axial magnetic field of 2T using three types of sub-

detectors: a silicon pixel detector closest to the inter-

action point, a semiconductor tracker surrounding the
pixel detector, and a transition radiation straw tube

tracker covering |�| < 2.0 as the outermost part of the

inner detector. The calorimeter system covers the pseu-

dorapidity range |�| < 4.9 and encloses the inner detec-
tor. The high-granularity liquid-argon electromagnetic

sampling calorimeter is divided into one barrel (|�| <

1.475) and two endcap components (1.375 < |�| <

3.2). The hadronic calorimeter is placed directly outside

the electromagnetic calorimeter. A steel/scintillator-tile
calorimeter provides hadronic coverage in the range |�| <

1.7. The endcap and forward regions, spanning 1.5 <

|�| < 4.9, are instrumented with liquid-argon calorime-

ters. The calorimeters are then surrounded by the muon
spectrometer.

2.2 Muon spectrometer

The muon spectrometer is based on three large air-core
superconducting toroidal magnet systems (two endcaps

and one barrel) providing an average magnetic field of

approximately 0.5T. Figure 1 shows a quarter-section

of the muon system in a plane containing the beam axis.
In the central region, the detectors comprise a bar-

rel that is arranged in three concentric cylindrical shells

around the beam axis. In the endcap region, muon cham-

bers form large wheels, perpendicular to the z-axis. Sev-

eral detector technologies are utilised to provide both
precision tracking and triggering.

The deflection of the muon trajectory in the mag-

netic field is detected using hits in three layers of preci-

sion monitored drift tube (MDT) chambers for |�| < 2.

3ATLAS uses a right-handed coordinate system with its ori-
gin at the nominal interaction point (IP) in the centre of
the detector and the z-axis along the beam pipe. The x-axis
points from the IP to the centre of the LHC ring, and the
y-axis points upward. Cylindrical coordinates (r,�) are used
in the transverse plane, � being the azimuthal angle around
the beam pipe. The pseudorapidity is defined in terms of the
polar angle � as � = � ln tan(�/2).
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Fig. 1 A schematic picture showing a quarter-section of the
muon system in a plane containing the beam axis, with mon-
itored drift tube (MDT) and cathode strip (CSC) chambers
for momentum determination and resistive plate (RPC) and
thin gap (TGC) chambers for triggering

In the region 2.0 < |�| < 2.7, two layers of MDT cham-

bers in combination with one layer of cathode strip

chambers (CSCs) are used. Muons are independently
measured in the inner detector and in the muon spec-

trometer. Three layers of resistive plate chambers (RPCs)

in the barrel region (|�| < 1.05), and three layers of thin

gap chambers (TGCs) in the endcap regions (1.05 <
|�| < 2.4) provide the Level-1 muon trigger.

2.3 Level-1 muon trigger

Muons are identified at Level-1 by the spatial and tem-
poral coincidence of hits either in the RPCs or TGCs

pointing to the beam interaction region [3,4]. The Level-

1 triggers generated by hits in the RPC require a coin-

cidence of hits in the three layers for the highest three
pT thresholds, and a coincidence of hits in two of the

three layers for the rest of thresholds. The Level-1 trig-

gers generated by hits in the TGC require a coincidence

of hits in the three layers, except for limited areas in

the lowest threshold.

The degree of deviation from the hit pattern ex-

pected for a muon with infinite momentum is used to es-

timate the pT of the muon with six possible thresholds.
The number of muon candidates passing each thresh-

old is used in the conditions for the global Level-1 trig-

ger. Following a global trigger, the pT thresholds and

the corresponding detector regions, region of interest
(RoIs), are then sent to the Level-2 and event-filter for

further consideration [3, 4]. The typical dimensions of

Figure 3.13: Schematic of the muon system [46].

3.3 Particle reconstruction and identification

Particles are identified in the ATLAS detector by the energy and tracks left by the particles as

they traverse the subdetectors, as shown in Figure 3.14. Particles such as electrons, photons, and

jets are identified by the signals left in the detector such as hits or energy deposits. This raw data

is converted to physics objects using dedicated algorithms, called “event reconstruction”. Particle

reconstruction occurs in several stages.

The first stage reconstructs particle trajectories, called tracks, from hits in the Inner Detector

and the muon spectrometer (for muons) [34]. The tracking algorithm associates hits from the Inner

Detector to particles using pattern recognition and fitting algorithms such as the Kalman Fitter [48]

and the ATLAS Global ‰2 Track Fitter [49]. Track reconstruction occurs in three stages [34]. The

first stage is a pre-processing stage where the raw data from the Pixel and SCT detectors are

converted into clusters and TRT timing information is also converted into drift circles. The second

stage is a track finding stage where the Kalman Fitter and Global ‰2 Track Fitter are used using

pixel and SCT hits. Ambiguities and fake tracks are rejected. The selected tracks are then extended

into the TRT using the drift circle information. The tracks are then refitted using the information

from all three detectors. A complementary track finding strategy searches for unused track segments

Figure 26. The η coverage of the Muon Spectrometer subsystems. Figure from[44].

3.2.6 Event Triggering and Data Acquisition

ATLAS uses a two level trigger system [45] to determine which events to record to

tape for permanent storage. ATLAS triggers reduce the number of events recorded

from the machine rate of 40 MHz to around 1 kHz for the main physics stream. Events
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are selected when they meet some trigger criteria specified by the trigger menu. The

total event rate recorded is limited by disk space and computing power so different

possible triggers must be prioritized. Triggers with a high event yield are prescaled by

randomly keeping some fraction of events and then applying a scale factor to recorded

data yields.

The first level, L1, uses the hardware triggers L1Calo, L1Muon, and additional

subsystems to select events. These selections reduce the event rate from the

40 MHz collision rate to the 100 kHz L1 rate. The L1Calo system uses LAr

calorimeter information to identify and measure electrons, photons, and jets using

coarse granularity and fast algorithms. LAr cells are grouped into towers of η × φ =

0.1× 0.1− 0.2× 0.1 for jet finding. L1Muon triggers on muons for |η| < 2.4 with the

muon detector systems.

FIGURE 5.1. Data flow in the ATLAS trigger system. Hardware Level 1 triggers
seed the software high level triggers, whose output is exported to the tier0
computing farm.[27]

5.1.1. Level-1 Triggers

The L1 trigger decision is formed by the Central Trigger Processor (CTP),

which receives inputs from the L1 calorimeter (L1Calo) and L1 muon (L1Muon)

triggers, as well as the Minimum Bias Trigger Scintillators (MBTS), LUCID

Cherenkov counter, and Zero-Degree Calorimeter (ZDC) subsystems. The time it

takes to export the triggered information is several times larger than the proton

bunch spacing, therefore the CTP applies a preventive dead-time to limiting data

collection. To avoid the e↵ects of the adjacent bunch crossing to the collision of

interest, a simple dead-time sets the minimum time between two consecutive L1

accepts. On the other hand, complex dead-time is enforced between L1 accepts to

avoid the front-end bu↵ers from overflowing. The size of these bu↵ers vary by sub-
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Figure 27. Data flow in the ATLAS trigger system. L1 identifies events and with a ROI for
HLT. Events accepted by the HLT are written to permanent storage. [46]

Reconstructed objects from these triggers are sent to the L1 central processor

where a selection is applied based on the trigger menu. Passing events and an
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associated Region of Interest (RoI) are sent to the software level trigger The High-

Level Trigger (HLT) is implemented in software on a local processor farm using

commodity hardware. The HLT distributes events to nodes for reconstruction in

parallel using a high performance version of the Athena ATLAS reconstruction

software. This software level reconstruction makes uses of additional detector systems,

higher granularity detector readouts, and more sophisticated algorithms to apply a

final trigger decision based on the trigger menu. Figure 27 shows the data flow in the

ATLAS trigger system. The HT trigger used in the dark meson search is described

in Chapter IV and the Emiss
T and lepton triggers used by the direct stop search are

described in Chapter V.

3.3 Particle reconstruction

ATLAS detector signals are reconstructed as physics objects (representations of

particle like objects) and other discriminating variables. Electrons, photons and

muons are reconstructed as 4-vectors with properties such as reconstruction quality.

Hadronic objects are observed as an energy spray deposited in calorimeter cells which

is then reconstructed as a jet. Jets are particle like objects which relates detector

signals to hadronic final states. Analysis discriminating variables are computed from

these physics objects and are described in the analysis chapters.

3.3.1 e− and γ Reconstruction

Electrons are reconstructed [48] using a combination of inner detector tracks and

calorimeter shower energy deposits. As an electron travels through the Inner Detector
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Figure 3.14: Diagram of how di�erent particle interact in the ATLAS detector [47].

in the TRT and then extends those tracks back into the SCT and pixel detectors. This helps the

tracking e�ciency of secondary tracks from conversions and decays of long-lived particles. Finally,

the post-processing stage uses a vertex finder algorithm to reconstruct primary vertices followed by

algorithms to reconstruct photon conversions and secondary vertices.

The second stage reconstructs energy clusters within the calorimeters. The electromagnetic

calorimeter is divided into a grid of 200◊256 elements, called “towers”, with granularity of �÷◊�„ =

0.025 ◊ 0.025 [50]. Energy clusters are formed using a sliding-window algorithm [51] of size 3 ◊ 5

towers in ÷ ◊ „ with energy exceeding 2.5 GeV. A rectangular window is used instead of square

window to capture all the energy from Bremsstrahlung. The hadronic calorimeter is used along with

the electromagnetic (EM) calorimeter to form clusters called topological clusters [52]. A seed cluster

is formed with the signal over noise in the cell greater than 4. Adjacent cells are added to the seed

cell if their signal over noise ratio is greater than 2. The process is repeated until the border stops

increasing.

Figure 28. The particle interactions of the major ATLAS detector systems. [47]
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Figure 4.2: Schematic view of electron reconstruction and identification [75].

4.2 Electrons

Electrons, along with muons, are of particular interest at hadron colliders since they can only be

produced promptly via W and Z bosons (o↵-shell photons can also decay into e+e�, but this case is

not relevant here). The vast majority of the background in this search is from W and Z production,

so events with identified leptons are used to constrain it15. Furthermore, leptonic W events enter

the signal region as a background when the lepton is not successfully reconstructed. So, e�cient

identification of electrons and muons identification is essential to the sensitivity of the analysis.

Electrons are reconstructed from a combination of calorimeter and Inner Detector information. A

typical electron traverses the entire Inner Detector, leaving a track in the form of hits in the individual

layers. In the TRT, many of these are “high-threshold” hits16, which distinguishes electrons from

heavier charged particles. Then, the electron deposits its remaining energy entirely in the EM

layers of the calorimeter. This tends to be a very narrow shower which does not penetrate into the

hadronic layers. This shape distinguishes electrons from jet or individual charged hadrons, which

have a much wider and deeper shower.

To construct electron candidates, a sliding window algorithm scans over the EM layers of the

calorimeters to find localized energy deposits [76]. These are then called “calorimeter clusters”. If

a cluster is located very close to an Inner Detector track originating from the primary vertex, that

15Chapter 6 gives an overview of how these “control samples” are defined and used.
16See Section 3.2.1.3 for a description of TRT hits.

Figure 29. Electron reconstruction uses a combination of ID detector hits and calorimeter
shower energy deposits. [48]
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it leaves hits which allow the trajectory to be reconstructed. This trajectory is

matched to energy deposits in the electromagnetic calorimeter and assigned an

electron likelihood value based on a multivariate algorithm which includes shower

shape and track matching. Figure 29 illustrates the reconstruction of an electron

from these signals.

Different working points can be used to select electrons at a chosen confidence

level. Typical working points are Medium or Tight for signal leptons and Loose

for exclusion of events with electrons in a 0-lepton region. The particular working

points used in this thesis are described in the analysis chapters. Signal electrons are

also required to pass isolation and overlap removal requirement as described in these

sections.

Photons create showers in the EM calorimeter but leave no tracks in the Inner

Detector. For both all-hadronic analyses described in this thesis photons are not

reconstructed and are neither selected nor vetoed.

3.3.2 Tau Lepton Veto

τ -leptons are not reconstructed in either of the searches described in this thesis. The

direct stop search uses a custom hadronic tau veto for signal regions A and B in order

to reject high Emiss
T events where the Emiss

T is aligned with the tau in φ. Hadronic

tau jets are identified by their number of tracks and alignment with the event Emiss
T .

Hadronic taus decay to a neutrino and 1 or 3 tracks depending on the number of

charged pions produced. Hadronic tau candidates are defined as any non b-tagged

calorimeter jet within the tracker acceptance (η < 2.5) associated to four tracks or
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less. Only the candidate which is best aligned with the Emiss
T is considered in each

event and has to satisfy ∆φ(Emiss
T jet)< π/5 to be considered.

3.3.3 Hadronic Object Reconstruction

Figure 30. Parton jet reconstruction from calorimeter energy deposits. Figure from [49].

Final state partons hadronize into sprays of particle that leave a primary detector

signature of calorimeter cell energy deposits. Figure 30 illustrates the formation

of calorimeter energy deposites from parton final states. Jet reconstruction uses

these energy deposits to determine originating particle kinematic using two steps

of clustering and several steps of noise suppression, cleaning and calibration. This

reclustering can reconstruct the final partons or an originating parent particle.

Additional information can be associated to a jet such as flavor tagging of constituents
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or sub-jet moments. Other collections of four-momenta such as particle tracks or MC

truth level particles can be clustered with the same jet algorithm to form jet objects.

For a review of jet reclustering methods for hadron colliders see [50].

This first step in hadronic object reconstruction is clustering the 3D calorimeter

energy cell deposits into 2D projections of topologically connected cell signals (topo-

clusters). Topo-clustering provides a signal of particle shower energy while filtering

electronic noise and pile-up. Topo-clusters are formed using a seeding-growing-

thresholding algorithm with parameters 4-2-0. For each cell a signal significance

estimate is determined using.

ζEMcell = EEM
cell

σEMcell
. (3.5)

Where σEMcell is the RMS of a cells energy under background conditions. Cells with

|ζEMcell | > 4 are used as topo-cluster seeds which are then iteratively extended to include

neighboring cells with |ζEMcell | > 2 and finally extended with all neighboring cells with

|ζEMcell | > 0. See [51] for a full description of ATLAS topo-clustering.

Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,
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Figure 31. Jet clustering with the kT and anti-kT algorithms. Figure from [52].

Next, a jet clustering algorithm takes the collection of topo-cluster 4-vectors and

combines close inputs according a some distance metric R to form jets. The anti-kT

algorithm is the primary ATLAS jet reconstruction algorithm because it is IR and
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collinear safe, efficiently computed, and provides a convenient measure of detector

area for calibration against pileup. Isolated anti-kT jets are circular with pileup that

scales with jet area. Two examples of jet clustering are shown in Figure 31. kT jet

clustering retains IR and collinear safety but clusters soft objects into hard objects

such that the record of iterative 4-vector clustering can be reversed to reconstruct the

decay of massive objects into subjets. IR safety is the requirement that a reclustering

algorithm be robust against the emission of a soft jets and collinear safety is the

requirement that a reclustering algorithm be robust against jet splitting as shown in

Figure 32.

4.2.1. Requirements for a Jet Finder

Jet finding is intrinsically a very complex problem. The algorithms not only have to

satisfy practical requirements such as being able to run quickly, but they also have to pass

the following requirements:

Infrared safety Adding or removing a soft particle should not change the final jet

collections (Fig. 4.2a).

Collinear safety Splitting or merging of high 𝑝T particles should not change the result of

the algorithm (Fig. 4.2b)

(a) Infrared sensitivity (b) Collinear sensitivity

FIGURE 4.2. The effects which a good jet finder should be insensitive to. The arrows
represent particles and the cone represent jets. On the left, soft radiation (black arrow)
causes the two jets to merge. On the right, a collinear splitting of a particle can split the jet.

A simple way to understand why these requirements are important is the following:

consider a dijet QCD process at a LO calculation in Fig. 4.3a. A NLO calculation will

include the diagram with a FSR gluon shown in Fig. 4.3b. If the FSR gluon is soft or

collinear with regards to the quark from which it radiated, the final jet collections should

not change. If this is not true, in other words, if the result of the jet finder depends on the

precision of the calculation, then its result from simulation cannot be trusted; after all, there

is no order in perturbation for a real experiment.
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Figure 32. Examples of jet clustering which violates infra-red and collinear (IRC) safety.
An IRC safe jet collection will not change with the additional of a soft jet (left) or the
collinear splitting of a jet (right).

The key parameter for jet clustering with anti-kT is the radius parameter R.

R determines the maximum Euclidean distance in η-φ space for which jets can be

clustered. If a hard jet has no nearby hard neighbors within 2R, all the soft jets

within R will be clustered into it to form a perfectly conical jet of radius R. Larger

R parameters allow the algorithm to cluster jet inputs at greater distance and the

optimal R parameter depends on the kinematics of the objects to be reconstructed.

R=0.4 anti-kT EMTopo jets are used in the direct stop analyses and R=0.4 anti-

kT EMPFlow jets are used in the dark meson search as the primary jet collections.

EMTopo jets are constructed from EM scale topoclusters alone while PFlow [53]
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jets combines the EM scale topoclusters with charged hadron tracking from the ID

for improved low pT energy resolution and pile-up exclusion.

Figure 33. Event display plots of jets and Emiss
T for two Monte Carlo simulated tt̄ events.

The blue circles indicate R=0.4 jets and the green circles indicate R=1.2 anti-kT reclustered
jets. The plot on the top right shows an event where the decay products of the subleading
top were too separated for the R=1.2 reclustering parameter to reconstruct the full top
quark.

Calibrated jet collections can be re-clustered with larger R parameters to form

large-R jets as shown in Figure 33 Reclustered large-R jets allow the reconstruction of

high mass objects without requiring additional calibration. In this thesis this large-R

jet reclustering is uses to reconstruct top quarks and dark pions with R=1.2 anti-kT

reclustering as shown in Figure 34. R parameter optimization studies for the dark

meson search are presented in Appendix A.

3.3.4 Jet Calibration and Cleaning

The jets used in this thesis are calibrated with several stages of corrections applied to

their energy and direction as shown in Figure 35. Jet energies must be scaled suing the

Jet Energy Scale (JES) to correct for calorimeter measurements of hadronic showers.
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Figure 34. Diagram of an all-hadronic dark pion decay. Jet reclustering is used to
reconstruct the dark pion from its decay products.

Clustering of topo-clusters results in jets measured at the EM scale, corresponding

to the energy deposited by an electromagnetic interacting particle. The ATLAS jet

calibration procedure is:

1. The direction of the jet is corrected so that it originates at the event’s primary

vertex.

2. A pileup term is subtracted from the jet energy based on it’s area, the pileup

energy density, the mean number of events, and number of primary vertices

(NPV ).

3. An MC derived calibration is applied to the jet energies. In this calibration

particle level and reconstruction level jet energies are compared in order to

account for detector measurement effects.

4. The GSC applies an additional correction based on the jet shape and

composition using a numerical inversion scheme.

5. Residual in-situ calibration corrects MC jet response to data by comparing data

to MC using well-measured reference jets.

Pile up jets with |η < 2.5| are suppressed with a Jet Vertex Tagger (JVT)

algorithm [55]. The JVT computes a multivariate discriminant based on the
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Ideally, the mean of the distribution would be centered at 0. In practice, the

uncalibrated jets have a shifted mean in the energy response distribution and its

mean is taken as the Jet Energy Scale (JES) correction factor. The ⌘ of jets is also

corrected through simulation studies.

If the jet detector response is measured to be dependent on any observable, a

correction can be applied that leaves the JES unchanged. The correction factor is

extracted by parameterizing the jet response with the observable at hand:

C(x) =
R�1(x)

hR�1(x)i . (5.5)

The dependance of each observable considered is removed sequentially and the

momentum corrected by

pi
T = C i(xi) ⇥ pi�1

T = C i(xi) ⇥ C i(xi�1) ⇥ pi�2
T = · · · . (5.6)

The process known as Global Sequential Calibration (GSC) improves the jet

resolution. The full ATLAS calibration chain is summarized in Figure 5.6.

FIGURE 5.6. The ATLAS calibration chain used for standard EMTopo jets.[31]
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Figure 35. The ATLAS jet calibration sequence. [54]

association of jet tracks to the primary and other vertices. For |2.5 < η < 2.8| the

vertexing is unavailable and the forward JVT algorithm (fJVT) is instead applied [56].

The fJVT rejects forward jets which are back-to-back with central pileup jets. Tight

working points are used in this thesis for both algorithms.

Additional jet cleaning is applied to remove jets from background processes such

as beam induced background, cosmic-ray showers, and calorimeter noise. ATLAS jet

quality working points are described in [54]. The Loose bad-jet rejection working

point is applied with an efficiency of 99.5% (99.9%) for jets with pT > 20(100) GeV.

3.3.5 Jet Flavor Tagging

As with JVT, di↵erent centrally-defined working points for fJVT are defined.

Up to 51% of forward pileup jets can be rejected using the fJVT discriminant

while retaining an 85% hard scatter e�ciency.

4.2.1.3. b-jet Tagging

Third generation b quarks are long-lived relative to hadronization due to

their large masses. This allows them to travel short distances - for example, a

B-meson can travel more than 450 µm before decaying [21]. The location of this

decay is distinct from the original particle interaction at the primary vertex,

and called a secondary vertex. Tracks from the B-hadron decay (associated with

the secondary vertex) are used to define the transverse impact parameter d0 - a

measure of distance of closest approach of the secondary track to the primary

vertex in the r � � plane [95] (see Figure 4.5). A longitudinal impact parameter

(z0sin✓) is similarly defined in the longitudinal plane.

FIGURE 4.5. Tracks associated with a b-jet, including the secondary vertex and
impact parameter d0 [21]

The identification of jets initiated by heavy-flavor quarks is done with the

multivariate algorithm MV2c10 that tags the likelihood of heavy-flavor initiation.

The multivariate algorithm combines the outputs of three independent b-tagging
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Figure 36. A displaced vertex with a distance of closest approach d0. Figure from [57].
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B mesons travel hundreds of µm in the ATLAS Inner Detector before decaying

to lighter hadrons resulting in a displaced secondary vertex as shown in Figure 36.

Jets are flavor tagged using a multivariate discriminator which considers information

on track displacement via their impact parameters, as well as secondary and tertiary

decay vertices within the volume of the reconstructed jet cone. Several fixed efficiency

working points are providing by the ATLAS JET Emiss
T working group. The analyses

described in this thesis use the 77% efficiency percent working point.

The MV2c10 b-tagging algorithm used in the direct stop search has a rejection

of factor 110 and 5 for light-flavour jets and c-jets. This algorithm was superseded by

the deep Recurrent Neural Network (RNN) based DL1r algorithm [58, 59] which is

used in the dark meson search. DL1r uses an artificial deep neural network trained

on a simulated hybrid sample composed of tt̄ and Z ′ events. At the 77% efficiency

working point this algorithm has a rejection factor of 170 and 5 on light-flavored and

charm jets respectively.

3.3.6 Missing Transverse Energy

Standard Model neutrinos and many beyond the Standard Model final states such

as neutralinos escape ATLAS without leaving tracks or energy deposits and must be

inferred from a momentum imbalance in observed physics objects. This momentum

imbalance allows Missing Transverse Energy (Emiss
T ) to be measured [60] and the

presence of an invisible particle inferred. In this thesis Emiss
T is computed as the

magnitude of a vectorial sum of the pT of the jets, electrons and muons in the event
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and soft energy term,

Emiss
T =

∑
jets

pT +
∑

leptons

pT +
∑
soft

pT (3.6)

. The soft energy term accounts for tracks with pT greater than 500 MeV and

calorimeter clusters which are not selected as objects. Emiss
T systematic uncertainty

is dominated by this soft term.

3.3.7 Muon Reconstruction

Muon reconstruction [61] combines tracks from the Inner Detector and the Muon

Spectrometer to provide identification and momentum measurement of muons. This

reconstruction can be supplemented by calorimeter signals consistent with MIP energy

deposits. A recommended ATLAS working point of MediumLH is used to veto

baseline muons in the 0-lepton regions of this thesis with no additional isolation

requirement. The details of the working points used in this thesis are described in

the analysis chapters. Signal muons are also required to pass isolation and overlap

removal requirement as described in these sections. The ATLAS Recommended

overlap removal procedure is applied to veto muons likely to originate in hadronic

showers.

Monte Carlo simulation is used to generate signal and background samples for

Standard Model and beyond the Standard Model processes. This simulation has three

steps:

1. Event generation using the Parton Distribution Function (PDF) for the protons

and the hard scattering Matrix Element (ME) from initial to final states
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2. Proton shower (PS) and hadronization.

3. Simulation of detector response to the event.

Figure 37 shows an diagram of an example tt̄H event. First, a ME generator code

computes and samples the phase space of the hard process. Next, the QCD evolution

is simulated with a parton showing algorithm and hadronization is simulated with

phenomenological models. Steps 1 and 2 are implemented in dedicated or combined

codes with afterburner codes such as EvtGen [62] used to supplement the generators

of step 1.

Stop quark direct production is simulated using MadGraph5_aMC@NLO [63]

at leading order (LO) in QCD. Pythia [64] is used for the parton showering (PS)

and hadronisation. The dark meson signal points are simulated using at next-to-

leading-order (NLO) with MadGraph5_aMC@NLO v2.4.3 [63] interfaced with

Pythia8. Decay of bottom and charm hadrons are simulated with EvtGen [62].

The configuration of all nominal background samples used in this thesis are described

in Tables 5 and 6. Samples used for estimating systematic uncertainties are described

in the analysis chapters. tt̄ and W/Z + jets are important backgrounds in both

analysis.

3.4 Monte Carlo event simulation

The PowhegBox v2 [66, 67, 68, 69] generator is used to model tt̄ production with

matrix elements at next-to-leading order (NLO) in the strong coupling constant αS

with the NNPDF3.0nlo [70] parton distribution function (PDF). The hdamp parameter

is set to 1.5 mtop [71], this controls the matching in Powheg and effectively regulates

the high-pT radiation against which the tt̄ system recoils.
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Fig. 1 Pictorial representation of a tt̄h event as produced by an event generator. The hard interaction (big
red blob) is followed by the decay of both top quarks and the Higgs boson (small red blobs). Additional
hard QCD radiation is produced (red) and a secondary interaction takes place (purple blob) before
the final-state partons hadronise (light green blobs) and hadrons decay (dark green blobs). Photon
radiation occurs at any stage (yellow).

on the understanding of LHC physics. The construction, maintenance, validation and extension of event
generators is therefore one of the principal tasks of particle-physics phenomenology today.

The inner working of event generators

Fig. 1 pictorially represents a hadron-collider event, where a tt̄h final state is produced and evolves by
including effects of QCD bremsstrahlung in the initial and final state, the underlying event, hadronisation
and, finally, the decays of unstable hadrons into stable ones. Event generators usually rely on the fac-
torisation of such events into different well-defined phases, corresponding to different kinematic regimes.
In the description of each of these phases different approximations are employed. In general the central
piece of the event simulation is provided by the hard process (the dark red blob in the figure), which
can be calculated in fixed order perturbation theory in the coupling constants owing to the correspond-
ingly high scales. This part of the simulation is handled by computations based on matrix elements,
which are either hard-coded or provided by special programs called parton-level or matrix-element (ME)
generators. The QCD evolution described by parton showers then connects the hard scale of coloured
parton creation with the hadronisation scale where the transition to the colourless hadrons occurs. The
parton showers model multiple QCD bremsstrahlung in an approximation to exact perturbation theory,
which is accurate to leading logarithmic order. At the hadronisation scale, which is of the order of a
few ΛQCD, QCD partons are transformed into primary hadrons (light green blobs) by applying purely
phenomenological fragmentation models having typically around ten parameters to be fitted to data.
The primary hadrons finally are decayed into particles that can be observed in detectors. In most cases
effective theories or simple symmetry arguments are invoked to describe these decays. Another impor-
tant feature associated with the decays is QED bremsstrahlung, which is simulated by techniques that
are accurate at leading logarithmic order and, eventually, supplemented with exact first-order results. A
particularly difficult scenario arises in hadronic collisions, where remnants of the incoming hadrons may
experience secondary hard or semi-hard interactions. This underlying event is pictorially represented by
the purple blob in Fig. 1. Such effects are beyond QCD factorisation theorems and therefore no complete
first-principles theory is available. Instead, phenomenological models are employed again, with more
parameters to be adjusted by using comparisons with data.

3

Figure 37. Diagram of a ttH event. The large red blob indicates the hard interaction and
the small red blobs indicates the top and H decays. Hard QCD radiation (red) hadronizes
to form the green blobs which then decay to additional hadrons. [65].

The production of V+jets (V = W/Z) is simulated with the Sherpa [72]

generator using next-to-leading order (NLO) matrix elements (ME) for up to two

partons, and leading order (LO) matrix elements for up to five partons calculated

with the Comix [73] and OpenLoops 1 [74, 75, 76] libraries. They are matched with

the Sherpa parton shower [77] using the MEPS@NLO prescription [78, 79, 80, 81]

using the set of tuned parameters developed by the Sherpa authors. The Hessian

NNPDF3.0nnlo set of PDFs [70, 82] is used and the samples are normalised to a next-

to-next-to-leading order (NNLO) prediction [83].

The GEANT4 [84] code is used for full detector response simulation for most

samples. This code propagates particles through the ATLAS detector and simulates

their interactions and detection. Some systematic sample use Atlfast-II [85] fastsim

where parameterized detector responses are used rather than full simulation for

improved reconstruction computational efficiency.
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CHAPTER IV

A SEARCH FOR THE SUPERSYMMETRIC PARTNER TO THE TOP QUARK

IN THE JETS+Emiss
T FINAL STATE

4.1 Introduction

Supersymmetry (SUSY) [86, 87, 88, 89, 90, 91] is an extension of the Standard Model

(SM) that can resolve the gauge hierarchy problem [92, 93, 94, 95] by introducing

supersymmetric partners of the SM bosons and fermions. The SUSY partner to the

top quark, the top squark, plays an important role in cancelling out potentially large

top-quark loop corrections to the Higgs boson mass [96, 97]. Naturalness arguments

suggest that the superpartners of the third-generation quarks may be O( TeV), and

thus experimentally accessible at the Large Hadron Collider (LHC) [98, 99]. The

superpartners of the left- and right-handed top quarks, t̃L and t̃R, mix to form two

mass eigenstates, t̃1 and t̃2, where t̃1 is the lighter one. Throughout this paper, it

is assumed that t̃2 has sufficiently high mass such that the analysis is sensitive to t̃1

only, which is labelled t̃ in the following.

R-parity-conserving SUSY models [100] may also provide a dark-matter

candidate through the lightest supersymmetric particle (LSP), which is stable [101,

102]. In these models, the supersymmetric partners are produced in pairs. At the

LHC, top squarks are produced mostly via gluon–gluon fusion as well as quark–

antiquark annihilation. In a simplified scenario where the first- and second-generation

squarks and gluinos are decoupled, the cross section of direct top squark pair

production is largely decoupled from the specific choice of SUSY model parameters

except for the top squark mass. This production cross section falls steeply with
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increasing top squark mass, ranging from 10.0 ± 6.7 pb for mt̃ = 300 GeV to

0.89± 0.13 fb for mt̃ = 1300 GeV [103, 104, 105, 106].

In this paper, each top squark is assumed to decay into a top quark (that may be

either on-shell or off-shell) and the LSP, which is assumed to be the lightest neutral

mass eigenstate of the partners of the electroweak gauge and Higgs bosons, i.e. the

lightest neutralino, χ̃0
1. The degree to which the top quark is off-shell is directly

related to the mass difference between t̃ and χ̃0
1. The top squark decay scenarios

considered are shown in Figures 38(a)–38(c): the top quark is on-shell in two-body

decays (t̃→ tχ̃
0
1), three-body decays contain an off-shell top quark but the W boson

is on-shell (t̃→ t∗χ̃
0
1 → bWχ̃0

1), and in four-body decays both the top quark and

W boson are off-shell (t̃→ t∗χ̃
0
1 → bW ∗χ̃0

1 → bff ′χ̃
0
1, where f and f ′ are fermions

originating from the off-shell W boson decay). Only hadronic W boson decays are

considered in the following.

This paper presents a search for top squark pair production with an experimental

signature of at least two jets, large missing transverse momentum, and no electrons

or muons, using 139 fb−1 of proton–proton (pp) collision data provided by the LHC

at a centre-of-mass energy of
√
s = 13 TeV and collected by the ATLAS detector

in 2015–2018. Previous searches have been performed by both the ATLAS [107,

108, 109, 110, 111, 112, 13] and CMS [113, 114, 115, 116, 117, 118, 119, 120, 121]

collaborations. In this search, enhanced sensitivity to two-body top squark decays,

where mt̃−mχ̃0
1
is greater than the top quark mass, mt, is achieved by the analysis of

the full LHC Run 2 dataset and the exploitation of techniques designed to efficiently

reconstruct top quarks that are Lorentz-boosted in the laboratory frame. Sensitivity

to compressed scenarios, where mt̃ −mχ̃0
1
∼ mt, is extended compared with previous

searches through the analysis of events in which high-transverse-momentum jets from
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Figure 38. Decay topologies of the signal models considered in the analysis: (a) two-body,
(b) three-body, (c) four-body top squark decays, the top quarks being produced in pairs,
and (d) up-type, third-generation scalar leptoquark pair production, with both leptoquarks
decaying into a top quark and a neutralino or a bottom quark and a τ -lepton. For simplicity,
no distinction is made between particles and antiparticles. Only hadronic W boson decays
are shown.
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initial-state radiation (ISR) boost the top squark system in the transverse plane.

Finally, sensitivity to the four-body decay scenario wheremt̃−mχ̃0
1
is less than the sum

of the W boson mass, mW , and the b-quark mass, mb, is achieved by extending the

identification efficiency for low-transverse-momentum b-hadron decays through the

use of charged-particle tracking information, adding sensitivity to the all-hadronic

channel in comparison with previous searches. All sensitivities are also increased

thanks to global enhancements in detector performance achieved by the end of LHC

Run 2, including more precise estimates of the statistical significance of missing

transverse momentum in an event [122] and improved identification efficiencies for

jets containing b-hadrons [58]. The interpretation of the results uses simplified

models [123, 124, 125].

As has been demonstrated previously [108, 109, 110, 126, 127], top squark

searches are sensitive to a variety of additional signal models such as top squarks

originating from gluino decays [123, 124, 125], top squark decays via charged

electroweak SUSY partners [123, 124, 125], mediator-based dark-matter models [128,

129, 130, 131, 132, 133], scalar dark-energy models [134], and third-generation scalar

leptoquarks [135, 136, 137, 138, 139, 140, 141]. In this paper, the results are

interpreted in models considering the pair production of up-type, third-generation

scalar leptoquarks (LQu
3), as shown in Figure 38(d), assuming that the LQu

3 only

interact with leptons and quarks from the same generation [142]. Similar LQu
3

interpretations have been performed by both the ATLAS [127] and CMS [143]

collaborations. The third-generation leptoquark production cross section is identical

to that of top squark production and the LQu
3 → tν decay channel has the same

experimental signature as heavy top squarks decaying into massless neutralinos, and

thus additional sensitivity is achieved compared with previous LQu
3 results.
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This chapter contains material coauthored with the ATLAS collaboration. Only

signal regions A and B and their backgrounds are described in full detail in this

chapter. All regions are described in [10].

4.2 ATLAS detector

The ATLAS experiment [32, 35, 144] at the LHC is a multipurpose particle detector

with a cylindrical forward–backward- and φ-symmetric geometry and an approximate

4π coverage in solid angle.1 It consists of an inner tracking detector surrounded by a

thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic

and hadron calorimeters, and a muon spectrometer. The inner tracking detector

covers the pseudorapidity range |η| < 2.5. It consists of silicon pixel, silicon

microstrip, and transition radiation tracking detectors. Lead/liquid-argon (LAr)

sampling calorimeters provide electromagnetic (EM) energy measurements with high

granularity. Hadronic calorimetry is provided by a steel/scintillator-tile calorimeter

covering the central pseudorapidity range (|η| < 1.7). The endcap and forward

regions are instrumented with LAr calorimeters for both the EM and hadronic energy

measurements up to |η| = 4.9. The muon spectrometer surrounds the calorimeters

and features three large air-core toroidal superconducting magnets with eight coils

each, providing coverage up to |η| = 2.7, as well as a system of precision tracking

chambers and fast detectors for triggering. The field integral of the toroids ranges

between 2 and 6 T·m across most of the detector.

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point
(IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the
IP to the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r, φ) are
used in the transverse plane, φ being the azimuthal angle around the z-axis. The pseudorapidity is
defined in terms of the polar angle θ as η = − ln tan(θ/2). Angular distance is measured in units of
∆R ≡

√
(∆η)2 + (∆φ)2.
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4.3 Data collection and simulated event samples

The data were collected from 2015 to 2018 at a pp centre-of-mass energy of

13 TeV with 25 ns bunch spacing, resulting in a time-integrated luminosity of

139.0 ± 2.4 fb−1 [27], measured using the LUCID-2 detector [28]. Multiple pp

interactions occur per bunch crossing (pile-up) and the average number of these

interactions in the data was measured to be 〈µ〉 = 34. A two-level trigger system [145]

is used to select events. The first-level trigger is implemented in hardware and uses a

subset of the detector information to reduce the event rate to at most 100 kHz. This

is followed by a software-based trigger that reduces the accepted event rate to 1 kHz

(on average) for offline storage.

Selected events are required to pass a missing transverse momentum (whose

magnitude is denoted by Emiss
T ) trigger [146], which is fully efficient for events with

reconstructed Emiss
T > 250 GeV (the Emiss

T reconstruction is described in Section 4.4).

In order to estimate the background originating from SM processes, events are also

selected at lower values of Emiss
T using single-electron, single-muon, and single-jet

triggers. Electron and muon triggers yield an approximately constant efficiency in the

presence of a single isolated electron or muon with transverse momentum (pT) above

27 GeV (see Section 4.4 for details of the electron, muon, and jet reconstruction);

these triggers are needed for the estimation of Z → νν̄ production in association with

heavy-flavour jets (Z + jets) and top pair production in association with Z → νν̄ (tt̄

+Z) backgrounds. Triggers based on the presence of a single jet were used to collect

data samples for the estimation of the multijet and all-hadronic tt̄ backgrounds. The

jet pT thresholds after energy calibration ranged from 50 to 400 GeV. In order to
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stay within the bandwidth limits of the trigger system, only a fraction of the events

passing the jet triggers were recorded to permanent storage.

Monte Carlo (MC) simulations are used to model the SUSY and leptoquark

signals, as well as to aid in the description of the background processes.

SUSY signal models were all generated with MadGraph5_aMC@NLO 2.6.2 [63]

at leading order (LO) in QCD, while leptoquark signals were generated with

MadGraph5_aMC@NLO 2.4.3 at next-to-leading order (NLO) in QCD. All signal

samples were interfaced to Pythia 8.230 [64] for the parton showering (PS) and

hadronisation, and with EvtGen 1.6.0 [62] for the b- and c-hadron decays.

The parton distribution function (PDF) set used for the generation of the signal

samples is NNPDF2.3 LO [147] for SUSY signals and NNPDF3.0 NLO [70] for

leptoquark signals, with the A14 [148] set of tuned underlying-event and parton

shower parameters (UE tune). Matching of the matrix element (ME) with parton

showering was performed following the CKKW-L prescription [149], with a matching

scale set to one quarter of the mass of the top squark or leptoquark. All signal cross

sections are calculated to approximate next-to-next-to-leading order (NNLO) in the

strong coupling constant, adding the resummation of soft gluon emission at next-to-

next-to-leading-logarithm accuracy (approximate NNLO+NNLL) [150, 103, 104, 151].

The top squark mixing parameter between t̃L and t̃R was set to be maximal.2

Finally, the top quark mass was set to 172.5 GeV in all simulated samples.

SM background samples were generated with different MC event generators

depending on the process. Details of the generators and parton showering used for

the different processes are shown in Table 7.

2This refers to the Higgs–top-squark trilinear mixing term; the scenario of maximal mixing allows
the top squark masses to be as light as possible, given a 125 GeV Higgs mass [152].
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The detector simulation [168] was performed using either GEANT4 [169] or a

fast simulation framework, where the showers in the electromagnetic and hadronic

calorimeters are simulated with a parameterised description [170] and the rest of the

detector is simulated with GEANT4. All signal samples were produced using the

fast simulation, while SM background samples used the GEANT4 set-up. All MC

samples were produced with a varying number of simulated minimum-bias interactions

overlaid on the hard-scattering event, to account for pile-up. These interactions were

produced using Pythia 8.2 with the A3 tune [171] and NNPDF2.3 LO PDF set.

The simulated events are reweighted to match the distribution of the number of pp

interactions per bunch crossing in data. Corrections are applied to the simulated

events to account for differences between data and simulation for the lepton trigger,

reconstruction, identification and isolation efficiencies, and for the lepton and jet

momentum scale and energy resolution. Corrections are also applied to the efficiency

of identifying jets containing b-hadrons (b-jets), the probability of mis-tagging jets

containing only charm hadrons (c-jets) and only lighter hadrons (light-flavour jets),

and the probability of mis-tagging jets originating from the hard pp scattering as

pile-up jets.

4.4 Event reconstruction

Events are required to have a primary vertex [172, 173] reconstructed from at least

two tracks [174] with pT > 500 MeV. Among the vertices found, the vertex with the

largest summed p2
T of the associated tracks is designated as the primary vertex.

Calorimeter jets are built from topological clusters of energy in the

calorimeter [175], calibrated to the electromagnetic scale, using the anti-kt algorithm
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with radius parameter R = 0.4 [52, 176]. These types of jets are referred to as ‘jets’.

Jet transverse momenta are further corrected to the corresponding particle-level jet

pT, based on the simulation [54]. Remaining differences between data and simulated

events are evaluated and corrected for using in situ techniques, which exploit the

transverse momentum balance between a jet and a reference object such as a photon,

Z boson, or multijet system in data. After these calibrations, all jets in the event with

pT > 20 GeV and |η| < 4.5 must satisfy a set of loose jet-quality requirements [177].

In the four-body analysis, the leading jet in pT must satisfy a set of tighter jet-

quality requirements. These requirements are designed to reject jets originating from

sporadic bursts of detector noise, large coherent noise or isolated pathological cells

in the calorimeter system, hardware issues, beam-induced background or cosmic-ray

muons [177]. If these jet requirements are not met, the event is discarded. All jets

are required to have pT > 20 GeV and |η| < 2.8 to be considered in this analysis. In

addition, the ‘medium’ working point of the track-based jet vertex tagger [178, 55] is

required for jets with pT < 120 GeV and |η| < 2.5, to reject jets that originate from

pile-up interactions.

Jets which contain b-hadrons and are within the inner-detector acceptance (|η| <

2.5) are identified as ‘b-tagged’ using a multivariate algorithm that exploits the impact

parameters3 of the charged-particle tracks, the presence of secondary vertices, and the

reconstructed flight paths of b- and c-hadrons inside the jet [58]. The output of the

multivariate algorithm is a single b-tagging output score, which signifies the likelihood

of a jet to contain b-hadrons. The average identification efficiency of jets containing

b-hadrons is 77% as determined in simulated tt̄ events. Using the same simulated

3The transverse impact parameter, d0, is defined as the distance of closest approach of a track to
the beam-line, measured in the transverse plane. The longitudinal impact parameter, z0, corresponds
to the z-coordinate distance between the point along the track at which the transverse impact
parameter is defined and the primary vertex.
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sample, a rejection factor of approximately 110 (5) is reached for jets initiated by

light quarks and gluons (charm quarks).

In order to identify low-pT b-hadrons that are not contained in jets passing the

pT > 20 GeV requirement, ‘track-jets’ are reconstructed from inner-detector tracks

using the anti-k⊥algorithm with radius parameter R = 0.4. Tracks considered for

inclusion in track-jets are required to have pT > 500 MeV, |η| < 2.5, at least seven hits

in the silicon microstrip and pixel detectors, no more than one hit shared by multiple

tracks in the pixel detector, no more than one missing hit in the pixel detector, and no

more than two missing hits in the silicon microstrip detector. Additional requirements

on the longitudinal impact parameter projected along the beam direction (|z0 sin(θ)| <

3 mm) reduce the pile-up contributions and improve the efficiency in selecting tracks

from the hard-scatter vertex. Track-jets are required to have pT > 5 GeV, more than

one track within the jet radius, |η| < 2.5, and not overlap with the leading non-b-

tagged jet in the event (∆R > 0.4). The standard b-tagging algorithm is employed

for track-jets [179] and the selection requirement is tighter than for regular jets, due

to the larger amount of background at low pT. The average identification efficiency

for jets containing b-hadrons is 70% as determined in simulated tt̄ events. Using the

same simulated sample, a rejection factor of approximately 200 (10) is reached for

jets initiated by light quarks and gluons (charm quarks).

Electron candidates are reconstructed from clusters of energy deposits in the

electromagnetic calorimeter that are matched to a track in the inner detector. They

are required to have |η| < 2.47 and pT > 4.5 GeV, and must pass a loose likelihood-

based selection [180, 181]. The impact parameter along the beam direction is required

to be less than 0.5 mm. The electromagnetic shower of an electron can also be

reconstructed as a jet such that a procedure is required to resolve this ambiguity. In
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the case where the separation4 between an electron candidate and a non-b-tagged

(b-tagged) jet is ∆Ry < 0.2, the candidate is considered to be an electron (b-

tagged jet). This procedure uses a b-tagged jet definition that is looser than the

one described earlier, to avoid selecting electrons from heavy-flavour hadron decays.

If the separation between an electron candidate and any jet satisfies 0.2 < ∆Ry < 0.4,

the candidate is considered to be a jet, and the electron candidate is removed.

Muons are reconstructed by matching tracks in the inner detector to tracks in

the muon spectrometer and are required to have |η| < 2.7 and pT > 4 GeV [61].

The impact parameter along the beam direction is required to be less than 0.5 mm.

Events containing muons identified as originating from cosmic rays, |d0| > 0.2 mm

and |z0| > 1 mm, or as poorly reconstructed, σ(q/p)/|(q/p)| > 0.2, are removed.

Here, σ(q/p)/|(q/p)| is a measure of the momentum uncertainty for a particle with

charge q. Muons are discarded if they are within ∆R = 0.4 of jets that survive the

electron–jet overlap removal, except when the number of tracks associated with the

jet is less than three, where the muon is kept and the jet discarded.

The requirements on electrons and muons are tightened for the selection of

events in background control regions (described in Section 4.6) containing at least

one electron or muon. The electrons and muons passing the tight selection are called

‘control’ electrons or muons in the following, as opposed to ‘baseline’ electrons and

muons, which are only required to pass the requirements described above. Control

electrons and muons are required to satisfy the ‘FCLoose’ pT-dependent track-based

and calorimeter-based isolation criteria [182]. The calorimeter-based isolation is

determined by taking the ratio of the sum of energy deposits in a cone of ∆R = 0.2

4For the overlap removal, rapidity (y) is used instead of pseudorapidity: y = 1
2 ln E+pz

E−pz
, where

E is the energy and pz is the z-component of the momentum of the object. The separation is then
defined as ∆Ry ≡

√
(∆y)2 + (∆φ)2.
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around the electron or muon candidate to the sum of energy deposits associated with

the electron or muon. The track-based isolation is estimated in a similar way but using

a variable cone size with a maximum value of ∆R = 0.2 for electrons and ∆R = 0.3 for

muons. Electron candidates are required to pass a ‘tight’ likelihood-based selection.

The impact parameter of the electron in the transverse plane is required to be less

than five times the transverse impact parameter uncertainty (σd0). Further selection

criteria are also imposed on reconstructed muons: muon candidates are required to

pass a ‘medium’ quality selection and meet the |d0| < 3σd0 requirement.

The pmiss
T vector is the negative vector sum of the pT of all selected and calibrated

electrons, muons, and jets in the event, plus an extra term (‘soft’ term) added to

account for energy depositions in the event that are not associated with any of the

objects. The ‘soft’ term is calculated from inner-detector tracks (pT > 500 MeV

and matched to the primary vertex, to make it resilient to pile-up contamination)

not associated with selected objects [183, 60]. The missing transverse momentum

calculated using only the tracking system (denoted by pmiss,track
T , with magnitude

Emiss,track
T ) is computed from the vector sum of the inner-detector tracks with pT >

500 MeV and |η| < 2.5 that are associated with the event’s primary vertex.

Hadronically decaying τ -lepton candidates are identified as non-b-tagged jets

with |η| < 2.5 and a maximum of four inner-detector tracks matched to them. They

are only used in some regions to veto events with τ -lepton candidates most likely

originating fromW → τν decays, which are identified with the additional requirement

that the ∆φ between the τ -lepton candidate and the pmiss
T is less than π/5.
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4.5 Signal region definitions

The experimental signature of this search, for all signal topologies, consists of multiple

jets, one or two of which are b-tagged, no electrons and muons (following the baseline

definition described in Section 4.4), and large missing transverse momentum. The

Emiss
T trigger is used to collect the data in all signal regions.

Beyond these common requirements, four sets of signal regions (SRA–D)

are defined to target each decay topology and kinematic regime, as shown in

Figure 39. SRA (SRB) is sensitive to the production of high-mass t̃ pairs that

each undergo a two-body decay with large (medium) ∆m(t̃, χ̃0
1), or the production

of high-mass leptoquark pairs. Both SRA and SRB employ top-quark mass-

reconstruction techniques to reject background, of which the dominant source is

associated production of a Z boson with heavy-flavour jets, with the Z decaying into

neutrinos (Z + jets). SRC targets compressed two/three-body top squark decays with

∆m(t̃, χ̃0
1) ∼ mt and has tt̄ production as the dominant background contribution. A

common preselection is defined for SRA–C: at least four jets are required (Njets ≥ 4),

at least two of which must be b-tagged (Nb−jet ≥ 2), and the leading four jets must

satisfy pT > 80, 80, 40, 40 GeV. SRD targets highly compressed four-body top squark

decays and uses track-jets to identify b-hadrons with low pT. As in SRA and SRB,

the dominant source of background in SRD is Z + jets. In both SRC and SRD, a

high-pT jet originating from ISR is used to improve sensitivity to the targeted decays.

Only signal regions A and B and their backgrounds are described in detail in this

chapter.
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Figure 39. Schematic representation of the various topologies targeted by the different signal
regions defined in the analysis (SRA, SRB, SRC, SRD). SRA and SRB are orthogonal and
the exact requirements made in the signal regions are detailed in the text and Table 8.

4.5.1 Signal regions A and B

SRA is optimised for exclusion at 95% confidence level (CL) of the scenario where

mt̃ = 1300 GeV and mχ̃0
1

= 1 GeV, while SRB is optimised for mt̃ = 700 GeV and

mχ̃0
1

= 400 GeV. SRA and SRB have the best sensitivity to up-type, third-generation

scalar leptoquarks, when leptoquarks decay via LQu
3 → tν.

To avoid a loss of efficiency when the top quark has pT > 200 GeV and its

daughters are close to each other, the two hadronic top candidates are reconstructed

by using the anti-kT algorithm to cluster R = 0.4 jets, using radius parameters

of R = 0.8 and R = 1.2, similar to the technique used in the previous ATLAS

search [108]. Each reclustered jet is assigned a mass which is computed from the

four-momenta of its jet constituents. Two R = 1.2 reclustered jets, representing
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top candidates, are required, and the leading reclustered R = 1.2 jet must have a

mass (m1
jet,R=1.2) greater than 120 GeV. To optimise signal efficiency regardless of the

subleading top candidate reconstruction success (measured by how close the candidate

mass is to the top quark mass), the events are divided into three categories based on

the subleading R = 1.2 reclustered jet mass (m2
jet,R=1.2): the ‘TT’ category includes

events with m2
jet,R=1.2 > 120 GeV, corresponding to successfully reconstructing a

subleading top candidate; the ‘TW’ category contains events with 60 < m2
jet,R=1.2 <

120 GeV, corresponding to successfully reconstructing a subleadingW candidate; and

the ‘T0’ category represents events with m2
jet,R=1.2 < 60 GeV, corresponding to not

reconstructing a top nor a W candidate.

In SRA, in addition to using the mass of the reclustered jets, information about

the flavour content of the reclustered jet is used to improve background rejection. For

all SRA categories, a b-tagged jet is required to be within ∆R = 1.2 of the leading

reclustered R = 1.2 jet, jR=1.2
1 (b), while in the SRA-TT category, the same selection

is made for the subleading R = 1.2 jet, jR=1.2
2 (b). A requirement is also made on the

leading R = 0.8 reclustered jet mass (m1
jet,R=0.8 > 60 GeV) in SRA.

In order to reject events with mismeasured Emiss
T originating from multijet and

hadronic tt̄ decays, the minimum difference in azimuthal angle between the pmiss
T and

the leading four jets (|∆φ (jet1−4, Emiss
T )|) is required to be greater than 0.4.

The most powerful rejection of background comes from requiring that the object-

based Emiss
T significance (Object basedEmiss

T sig. ) [122] is greater than 25 (14) in SRA

(SRB). This variable characterises the Emiss
T according to the pT, pT resolution, and

φ resolution of all objects in the event, and is defined as:

Object basedEmiss
T sig. = Emiss

T√
σ2
L(1− ρ2

LT)
,
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where σL is the expected resolution of the total longitudinal momentum (relative

to the direction of pmiss
T ) of all objects in the event as a function of the pT of each

object. Likewise, ρLT is the correlation factor between the longitudinal and transverse

momentum resolutions for all objects.

Substantial tt̄ background rejection is provided by additional requirements to

reject events in which one W boson decays via a lepton plus neutrino. The first

requirement is that the transverse mass (mT) calculated from the Emiss
T and the b-

tagged jet closest in φ to the pmiss
T direction and defined as:

mb,min
T =

√
2 pbT Emiss

T

[
1− cos ∆φ

(
pbT,pmiss

T

)]
,

must be above 200 GeV. The second requirement consists of vetoing events

containing hadronic τ -lepton candidates likely to have originated from a W → τν

decay (τ -veto).

To reject events that contain b-tagged jets from gluon splitting, requirements

are made on the angular distance between the two leading b-tagged jets, ∆R (b, b).

In SRB, an additional requirement of mb,max
T > 200 GeV is made, where mb,max

T is

analogous to mb,min
T except that the transverse mass is computed with the b-tagged

jet that has the largest ∆φ relative to the pmiss
T direction. This requirement is a more

stringent version of mb,min
T , requiring that the leading two b-tagged jets are not near

the pmiss
T .

Finally, to allow the statistical combination of SRA and SRB, SRA is required

to have the mT2,χ2 variable greater than 450 GeV, while SRB is required to have

mT2,χ2 < 450 GeV. The mT2,χ2 variable is based on mT2 [184, 185] and is constructed

from the direction and magnitude of pmiss
T and the direction of each of the top

candidates, reconstructed using a χ2-like method with R = 0.4 jets as inputs. The
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minimisation for finding the top candidates used in mT2,χ2 is performed in terms of a

χ2-like penalty function, χ2 = (mcand −mtrue)2/mtrue, where mcand is the top quark

or W boson candidate mass and mtrue is set to 80.4 GeV for W boson candidates

and 173.2 GeV for top quark candidates.5 Initially, single or pairs of R = 0.4 jets,

whichever configuration results in a mass closest to mW , form W boson candidates,

which are then combined with additional b-tagged jets in the event to construct top

quark candidates. When calculating mT2,χ2 the momenta of top quark candidates

selected by the χ2 method are used, while the masses of the top quarks are set to

173.2 GeV and the invisible particles are assumed to be massless. Table 8 summarises

all the selection criteria used in SRA and SRB.

In addition to SRA and SRB, which are optimised for high mt̃ via a statistical

combination, a signal region is optimised for discovery. This region, SRA-TT-

Disc, has the same requirements as SRA-TT, with the exception of a less stringent

requirement of Object basedEmiss
T sig. > 11. When setting exclusion limits on specific

signal models, SRA-TT-Disc is not considered.

5These mass values were the world averages of the W boson and top quark masses at the time
of the development of this method which was for the last iteration of this search [108]. Updated
measurements of the masses of the W boson and top quark have a negligible effect on this method
and thus were not included.
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Table 8. Selection criteria for SRA and SRB. Each signal region is separated into three
categories based on reconstructed top candidate masses. A dash indicates that no selection
is applied.

Variable/SR SRA-TT SRA-TW SRA-T0 SRB-TT SRB-TW SRB-T0

Trigger Emiss
T

Emiss
T > 250 GeV

N` exactly 0
Njets ≥ 4
p2

T > 80 GeV
p4

T > 40 GeV
|∆φ (jet1−4, Emiss

T )| > 0.4
Nb−jet ≥ 2
mb,min

T > 200 GeV
τ -veto X
m1

jet,R=1.2 > 120 GeV
m2

jet,R=1.2 > 120 GeV 60–120 GeV < 60 GeV > 120 GeV 60–120 GeV < 60 GeV
m1

jet,R=0.8 > 60 GeV –
jR=1.2

1 (b) X –
jR=1.2

2 (b) X –
∆R (b, b) > 1.0 – > 1.4
mb,max

T – > 200 GeV
Object basedEmiss

T sig. > 25 > 14
mT2,χ2 > 450 GeV < 450 GeV

4.6 Background estimation

The main SM background process in SRA, SRB, and SRD is Z → νν̄ production

in association with heavy-flavour jets. In SRC, tt̄ production dominates, including

mostly events where one W boson decays hadronically and the other W boson

decays via a τ -lepton and its corresponding neutrino (W + jets). Other important

background processes include leptonic W decays produced in association with heavy-
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flavour jets, a single top quark produced with a W boson, and the irreducible

background from tt̄+ Z, where the Z boson decays into two neutrinos.

Significant background contributions are estimated primarily from comparisons

between data and simulation in specially designed ‘control regions’ (CRs), which

have a selection orthogonal to all SRs and aim to enhance a particular background

process, while probing a similar event topology. Sufficient data are needed to minimise

the statistical uncertainties in the background estimates in the CRs, while the

extrapolation from the CR to the SR, evaluated with simulated events, should be

as small as possible to reduce the associated systematic uncertainties. Furthermore,

CR selection criteria are chosen to minimise potential contamination by signal. The

signal contamination is below 10% in all CRs for top squark and neutralino mass

combinations that have not yet been excluded at 95% confidence level by previous

ATLAS searches [107, 108, 109, 110, 112, 13].

Separate CRs are defined for SRA–B, SRC and SRD, with the observed number

of events in each region included in one of the three dedicated binned profile likelihood

fits [186] of the analysis (SRA–B fit, SRC fit, SRD fit). The CRs are defined so that

all CRs associated with a given signal region are orthogonal to the other CRs for that

specified region. Partial overlaps remain possible between regions included in different

fits. Each likelihood function is built as the product of Poisson probability density

functions, describing the observed and expected numbers of events in the control

regions. Additional terms, constrained by Gaussian probability density functions

accounting for MC statistics and common systematic uncertainties (discussed in

Section 4.7) between the control and signal regions and their correlations, are included

and treated as nuisance parameters in the fitting procedure.
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Control regions targeting the Z + jets, tt̄, W + jets, single-top and tt̄ +Z

backgrounds are included in the SRA–B fit, while for the SRC fit only a tt̄ control

region is defined. For the SRD fit, control regions are defined for Z + jets, tt̄, andW +

jets backgrounds. For each fit (SRA–B, SRC, and SRD), the normalisations of these

backgrounds are determined simultaneously in order to best match the observed data

in each control region, including contributions from all backgrounds (background-only

fit). No observed or expected number of events in the signal regions is considered at

this stage. In cases where there are multiple control regions for one background in

one fit, the fit yields one normalisation which best fits all regions.

Contributions from all-hadronic tt̄ and multijet production are found to be

negligible in all signal regions except for SRC, where they are subdominant. These

backgrounds are estimated from data collected by single-jet triggers using a jet

smearing procedure described in Ref. [187] and are fixed in the fit, with an uncertainty

assigned to them (discussed in Section 4.7). The contributions from all other

background processes (diboson, tZ, tt̄H, tt̄W , tWZ) are less than 15% of the total

SM background expectations and are fixed at the value expected from the simulation,

using the most accurate theoretical cross sections available, while their uncertainties

are included as additional nuisance parameters in the fit. In the following, the

multijet, diboson, tZ, tt̄H, tt̄W , and tWZ backgrounds are grouped together and

referred to as ‘other’.

Validation regions (VRs) are defined for the major sources of background in

each signal region such that they are orthogonal to the control regions and the

signal regions. They usually suffer from a higher signal contamination (up to 20%)

than the CRs, but probe a kinematic region which is closer to that of the SRs.

The background normalisation factors from the simultaneous fit are applied to their
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respective backgrounds and compared with data in each VR to verify good agreement

and that the simultaneous fit is well-behaved.

Detailed CR definitions for the estimation of Z + jets (CRZ), tt̄ +Z (CRTTZ),

tt̄ (CRT), W + jets (CRW), and single-top (CRST) backgrounds are described in the

following subsections, while a summary of the control region strategy in the SRA–

B and SRD fits is shown in Figure 40. The strategy for SRC only involves one

control region (extrapolating from an electron or muon multiplicity of zero in the

SR to an electron or muon multiplicity of one in the CR) and one validation region

(extrapolating over ∆φISR,Emiss
T

) for the dominant tt̄ background.
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Figure 40. A summary of the background control region strategy used in the (a) SRA–B
and (b) SRD fits. The orthogonality between the Z + jets (Z), tt̄ +Z (TTZ), tt̄ (T), W +
jets (W), and single-top (ST) backgrounds’ control regions and the signal and validation
regions (SR+VR) included in the SRA–B fit rely on the number of leptons, N`, and the
number of b-tagged jets, Nb. T and ST are made orthogonal by selecting either low-pT
(< 20 GeV) or high-pT (> 27 GeV) leptons, respectively. The orthogonality between the
Z + jets (Z), tt̄ (T), and W + jets (W) backgrounds’ control regions and the signal and
validation regions (SR+VR) included in the SRD fit relies on N` and, for N` = 1, the
angular distance between the lepton and the closest b-tagged jet (b-tagged track-jet in
CRWD0), ∆R(b, `). Placeholders for the values of ∆R(b, `) are shown as Y1 and Y2 and
vary in different SRD regions depending on Nb. Additional selections not appearing on the
sketches ensure orthogonality between the SR and the VR. Additional extrapolations from
CRs to SRs in other kinematic quantities not necessarily shown in this sketch are region-
specific and detailed in the text.
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4.6.1 Z + jets background estimation

The normalisation of the simulation of Z → νν̄ produced in association with

heavy-flavour jets is estimated from Z → e+e− and Z → µ+µ− events produced

in association with heavy-flavour jets, which is the strategy adopted for SRA–B

(CRZAB) and SRD (CRZD). Data events passing a single-electron or single-muon

trigger are considered, and events with two control electrons or two control muons with

opposite charge are selected. In CRZAB (CRZD), p`T > 27, 20 GeV (p`T > 30, 20 GeV)

is required for the leading and subleading leptons, respectively, which must also have

an invariant mass within 10 GeV of the Z boson mass, mZ = 91 GeV. Events with

Emiss
T > 50 GeV (Emiss

T > 70 GeV) in CRZAB (CRZD) are discarded in order to reject

tt̄ events. The transverse momenta of the selected electrons or muons are vectorially

added to the pmiss
T to mimic the Z(νν) + jets decays in the SRs, forming the quantity

Emiss′
T . High-pT Z bosons are then effectively selected by requiring large Emiss′

T .

Recalculated quantities that use Emiss′
T instead of Emiss

T are identified by the

addition of a prime (e.g. mb,min′
T ). Where possible, the CR selection criteria are

identical to the criteria used in the signal region; however, the criteria for key variables

such asmb,min′
T and Object basedEmiss′

T sig. for CRZAB, or Emiss
T /

√
H ′T for CRZD, are

loosened to enhance the number of data events in the CR. The Z + jets CR included

in the SRA–B (SRD) fit is split into two (three) categories depending on m2
jet,R=1.2

(Nb−jet), to minimise the extrapolation across the various SR categories. There are

only two categories in CRZAB, CRZAB-TTTW (representing the background in the

TT and TW signal categories) and CRZAB-T0, due to the limited number of data

events. The detailed set of selection criteria for the Z + jets CRs are presented in
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Table 9; representative distributions for CRZ variables that have looser requirements

than in the SRs are shown in Figure 41.
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Figure 41. Distributions illustrating the level of agreement between data (points) and the
SM expectation (stacked histograms, after simultaneously fitting to all backgrounds) in
several Z + jets control regions: (a) Object basedEmiss′

T sig. and (b) mT2,χ2 for CRZAB-
TTTW, (c) ∆R (b, b) for CRZAB-T0, and (d) Emiss′

T /
√
HT for CRZD0. The hatched

uncertainty band around the SM expectation includes the combination of MC statistical,
theory-related and detector-related systematic uncertainties. The rightmost bin in each
plot includes all overflows.
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Table 9. Selection criteria for the Z + jets control regions. The defining extrapolation for
these control regions is over the number of leptons; two electrons or muons (`) from Z decays
are required, compared with zero leptons in the signal regions. A dash indicates that no
selection is applied. Variables for which the signal and control region requirements differ are
highlighted by a thick border around the cell that contains the requirement. Requirements
are made on the following variables in the signal regions but have no equivalent requirement
in the control regions: τ -veto, m1

jet,R=0.8, jR=1.2
1 (b), jR=1.2

2 (b), ∆R (b, b), mb,max
T , mT2,χ2 ,

Emiss,track
T , and

∣∣∣∆φ (Emiss
T , Emiss,track

T

)∣∣∣.
Variable/CR CRZAB-TTTW CRZAB-T0 CRZD0 CRZD1 CRZD2

Trigger single electron or muon
Control ` exactly 2, same flavour / opposite sign

Additional baseline ` 0
m(`, `) 81–101 GeV
Emiss

T < 50 GeV < 70 GeV
p`

T > 27, > 20 GeV > 30, > 20 GeV
Emiss′

T > 200 GeV > 250 GeV > 150 GeV > 200 GeV
Njets ≥ 4 –
p2

T > 80 GeV –
p4

T > 40 GeV –
Nb−jet ≥ 2 exactly 0 exactly 1 ≥ 2

m1
jet,R=1.2 > 80 GeV –

m2
jet,R=1.2 > 60 GeV < 60 GeV –
mb,min′

T > 150 GeV –
Object basedEmiss′

T sig. > 10 –

pjISR

T – > 250 GeV > 200 GeV > 250 GeV∣∣∆φ (non− b, Emiss
T

)∣∣ – > 2.4
NVR

b−jet – ≥ 1 –∣∣∆φ (jet1−4, Emiss
T

)∣∣ – > 0.4 –
|ηb1,VR| – < 1.2 –

max
∣∣∆φ (non− b, bVR

)∣∣ – > 2.2 –∣∣∆φ (bVR
1 , bVR

2
)∣∣ – < 2.5 –

pb1,VR
T – < 50 GeV > 10 GeV –
p1,VR

T – < 40 GeV –
min
∣∣∆φ (jetVR 1−4, non− b

)∣∣ – > 1.2 –
|ηb1 | – < 1.6 –

|∆φ (non− b, b1)| – > 1.8 > 2.2
|ηb2 | – < 1.2
pb1

T – < 175 GeV
|∆φ (non− b, b2)| – > 1.6
Emiss′

T /
√
HT – > 12

√
GeV > 8

√
GeV

83



4.6.2 tt̄ + Z background estimation

The SM production of tt̄ +Z, where Z → νν̄, is a significant source of background in

SRA and SRB and is largely irreducible. To estimate this background, a three-lepton

(electrons and muons) region is defined, to maximise the purity of tt̄+ Z.

Events that pass a single-electron or single-muon trigger are selected. The trigger

electron or muon must pass the requirements for a control electron or muon and have

offline pT > 27 GeV. Exactly two additional control leptons (electrons or muons)

with pT > 20 GeV are required. The sum of the charges of the three leptons is

required to equal 1 or −1, while two of the leptons are required to have the same

flavour and opposite charge. The pair of same-flavour, opposite-sign leptons that is

most consistent with the Z boson mass forms the Z boson candidate and is required

to have an invariant mass satisfying 81 GeV < m(`, `) < 101 GeV. The Z boson

candidate is required to have pT > 200 GeV. The remaining lepton and the pmiss
T are

treated as non-b-tagged jets in the computation of all jet-related variables (such as

pT), to mimic hadronic W decays.

Four jets are required to be in the event, in addition to the lepton not associated

with the Z boson candidate and the pmiss
T , and two of the jets are required to be

b-tagged jets. The selection criteria are summarised in Table 10. Representative

distributions for CRTTZ variables that have looser requirements than in the SRs are

shown in Figure 42.
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Table 10. Selection criteria for the tt̄ +Z control region. The defining extrapolation
for these control regions is over the number of leptons; three leptons (a combination of
electrons and muons) from W and Z decays is required, compared with zero leptons in
the signal region. Variables for which the signal and control region requirements differ are
highlighted by a thick border around the cell that contains the requirement. Requirements
are made on the following variables in SRA and SRB but have no equivalent requirement
in the control region:

∣∣∆φ (jet1−4, Emiss
T

)∣∣, mb,min
T , τ -veto, m1

jet,R=1.2, m2
jet,R=1.2, m1

jet,R=0.8,
jR=1.2
1 (b), jR=1.2

2 (b), ∆R (b, b), mb,max
T , Object basedEmiss

T sig. , and mT2,χ2 .

Variable/CR CRTTZ

Trigger single electron or muon
Control ` exactly 3

Additional baseline ` 0
Sum of muon and electron charges +1 or −1

` associated with Z exactly 2, same flavour / opposite sign
m(`, `) 81–101 GeV
p`T > 27, > 20, > 20 GeV

pT(`,`) > 200 GeV
Njets ≥ 4

Nb−jet ≥ 2

p2
T (including Emiss

T and non-Z `) > 80 GeV
p4

T (including Emiss
T and non-Z `) > 40 GeV
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Figure 42. Distributions illustrating the level of agreement between data (points) and the
SM expectation (stacked histograms, after simultaneously fitting to all backgrounds) in the
tt̄ +Z control region: (a) Object basedEmiss

T sig. and (b) pT(`,`) for CRTTZ. The hatched
uncertainty band around the SM expectation includes the combination of MC statistical,
theory-related and detector-related systematic uncertainties. The rightmost bin in each
plot includes all overflows.

4.6.3 tt̄, W + jets, and single-top background estimation

The tt̄ background in SRB, SRC, and SRD originates from events where a W

boson decays into a hadronically decaying τ -lepton, where the τ -lepton is either not

reconstructed (due to falling below the jet pT threshold of 20 GeV), or is reconstructed

as a jet. In order to model this process in the CRs, events that pass the same Emiss
T

trigger as the signal region, but also have a control electron or muon, are selected.

The electron or muon is used as a proxy for the τ -lepton in the SRs.

In SRA and SRB, the hadronically decaying τ -leptons are most likely to have

fallen below the jet pT > 20 GeV requirement, such that for the tt̄ and W + jets

control regions (CRTAB and CRWAB, respectively), exactly one control electron in

the range 4.5 < peT < 20 GeV or muon in the range 4.0 < pµT < 20 GeV is required.

In SRC and SRD, the hadronically decaying τ -leptons have higher pT, such that one
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control electron or muon with pT > 20 GeV is required, and is treated as a non-b-

tagged jet in the computation of all jet-related variables.

In the tt̄ control regions (CRTC, CRTD), the angular separation between the

electron or muon and the b-tagged jet closest to the electron or muon, ∆R(b, `), is used

to enhance the tt̄ purity. In CRTD, ∆R(b, `) is also used to ensure orthogonality with

theW + jets control region (CRWD). All tt̄ control regions (CRTAB, CRTC, CRTD)

have an upper bound on mT (`, Emiss
T ) to preserve orthogonality between the CRs and

the signal regions of other ATLAS ongoing studies in the one-lepton plus missing

transverse momentum channel, as well as to reduce potential signal contamination.

In addition to the variables used in SRC, CRTC has a mV/mS < 0.75 requirement,

where mS is the variable used in SRC and mV is the invariant mass of all visible

objects, which provides additional signal rejection. The tt̄ CR included in the SRD

fit is split into two categories (CRTD1 or CRTD2, which require exactly one or at

least two b-tagged jets, respectively) to minimise the extrapolation across the various

SR categories. The various tt̄ control regions designed for the analysis are defined in

Table 11. Representative distributions are shown in Figure 43.

TheW + jets background is important for SRA–B and SRD, while the single-top

background is significant for SRA–B only; corresponding control regions (CRWAB,

CRWD, and CRSTAB, respectively) are defined in Table 12. The W + jets

background in SRA–B originates from W boson decays into low-pT τ -leptons; thus,

the strategy is similar to that described for CRTAB except that exactly one b-tagged

jet is required, which makes CRWAB orthogonal to CRTAB. The single-top control

region, CRSTAB, is defined as having exactly one control electron or muon with

pT > 20 GeV (making CRSTAB orthogonal to both CRWAB and CRTAB) and two

or more b-tagged jets. A requirement of pT > 20 GeV is used in CRWD because
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Table 11. Selection criteria for the tt̄ control regions. The defining extrapolation for these
control regions is over the number of leptons; one electron or muon (`) from W decays
is required, compared with zero leptons in the signal region. A dash indicates that no
selection is applied. Variables for which the signal and control region requirements differ are
highlighted by a thick border around the cell that contains the requirement. Requirements
are made on the following variables in the signal regions but have no equivalent requirement
in the control regions: RISR, τ -veto, m1

jet,R=0.8, jR=1.2
1 (b), jR=1.2

2 (b), mb,max
T , mT2,χ2 .

Variable/CR CRTAB CRTC
Trigger Emiss

T

Emiss
T > 250 GeV

Control ` exactly 1
Additional baseline ` 0

p`T 4.5 (4.0) < p
e (µ)
T < 20 GeV pT > 20 GeV

mT (`, Emiss
T ) < 120 GeV < 100 GeV

Njets ≥ 4
p2

T > 80 GeV
p4

T > 40 GeV
Nb−jet ≥ 2

|∆φ (jet1−4, Emiss
T )| > 0.4 –

m1
jet,R=1.2 > 120 GeV –
mb,min

T > 150 GeV –
∆R (b, b) > 1.4 –

Object basedEmiss
T sig. > 14 –

|∆φ (jet1,2, Emiss
T )| – > 0.2

NS
jet – ≥ 4

NS
b−jet – ≥ 2
pISR

T – > 400 GeV
p1,S

T,b – > 40 GeV
p4,S

T – > 50 GeV
mS – > 400 GeV

∆φISR,Emiss
T

– > 3.0
mV/mS – < 0.75
∆R(b, `) – < 2.0
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Figure 43. Distributions illustrating the level of agreement between data (points) and the
SM expectation (stacked histograms, after simultaneously fitting to all backgrounds) in
the tt̄ control regions: (a) mb,max

T for CRTAB, (b) RISR for CRTC, and Emiss
T /

√
HT for

(c) CRTD1 and (d) CRTD2. The hatched uncertainty band around the SM expectation
includes the combination of MC statistical, theory-related and detector-related systematic
uncertainties. The rightmost bin in each plot includes all overflows.
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the W + jets background in SRD is dominated by high-pT electrons, muons, and

τ -leptons. To enhance the purity of the W + jets background in CRWD and ensure

orthogonality with CRTD, lower bounds are put on ∆R(b, `), which is defined with

respect to the b-tagged jet (b-tagged track-jet) closest to the lepton in CRWD1–

2 (CRWD0). Representative distributions for the various W + jets and single-top

control regions defined in the analysis are shown in Figure 44.

Table 12. Selection criteria for the W + jets and single-top control regions. The defining
extrapolation for these control regions is over the number of leptons; one electron or muon
(`) from W decays is required compared with zero leptons in the signal regions. A dash
indicates that no selection is applied. Variables for which the signal and control region
requirements differ are highlighted by a thick border around the cell that contains the
requirement. Requirements are made on the following variables in the signal regions but
have no equivalent requirement in the control regions: m2

jet,R=1.2, m1
jet,R=0.8, jR=1.2

1 (b),
jR=1.2
2 (b), mb,max

T , mT2,χ2 .

Variable/CR CRSTAB CRWAB

Trigger Emiss
T

Emiss
T > 250 GeV

Control ` exactly 1
Additional baseline ` 0

p`
T pT > 20 GeV

mT
(
`, Emiss

T

)
< 100 GeV

Njets ≥ 4
p2

T > 80 GeV
p4

T > 40 GeV
Nb−jet ≥ 2 exactly 1∣∣∆φ (jet1−4, Emiss

T

)∣∣ > 0.4
m1

jet,R=1.2 > 120 GeV < 60 GeV
mb,min

T > 200 GeV
∆R (b, b) > 1.4 –
ml,b,min > 100 GeV –
τ -veto yes –

Object basedEmiss
T sig. > 14

∆R(b, `) – > 2.0

pjISR

T –
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Figure 44. Distributions illustrating the level of agreement between data (points) and
the SM expectation (stacked histograms, after simultaneously fitting to all backgrounds)
in several W + jets and single-top control regions: (a) mT2,χ2 for CRWAB, Emiss

T /
√
HT

for (b) CRWD0 and (c) CRWD1, and (d) mb,max
T for CRSTAB. The hatched uncertainty

band around the SM expectation includes the combination of MC statistical, theory-related
and detector-related systematic uncertainties. The rightmost bin in each plot includes all
overflows.
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Figure 45. A summary of the normalisation factors determined from the various
background-only fits. The total number of data events (points) and the SM expectation
(stacked histograms) are shown in each control region before the fit. The uncertainty
associated with the SM expectation includes the combination of MC statistical uncertainties,
theory-related and detector-related systematic uncertainties. The normalisation factor
applied to each background source (µbkg) after the fit and respective uncertainty, including
the combination of MC statistical uncertainties, theory-related and detector-related
systematic uncertainties, is shown in the lower panel. The control regions included in
the SRA–B, SRC and SRD fits are separated by vertical dashed lines.
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4.6.4 Validation of background estimates

The background normalisation factors derived from the SRA–B, SRC and SRD

background-only fits are summarised in Figure 45. Most normalisation factors

are within 1σ of unity, where σ denotes the total uncertainty, including the

data statistical uncertainty in the CRs and the theory-related and detector-related

systematic uncertainties (described in Section 4.7). However, the tt̄ (tt̄ and Z + jets)

normalisation factors derived from the SRC (SRD) fit are lower than unity by one

to two σ. Significant amounts of ISR radiation are required in SRC, SRD, and the

associated control regions, unlike SRA–B and the associated control regions. The

simulated event yields in tt̄-enriched regions compare differently with data in SRA–B

control regions and SRC–D control regions, overestimating the number of events in

the latter, while fairly good agreement is observed in the former. A similar effect is

observed in CRZAB and CRZD. These observations point to a mismodelling possibly

related to the ISR system in tt̄ and Z + jets events. The fitting procedure corrects

for this mismodelling and is validated in the VRs discussed below.

Validation regions are defined to check the validity of the normalisation factors

in the signal regions and to check the ability of the MC to describe the shapes of the

kinematic variables over which extrapolations are made in propagating background

estimates from the control regions to the signal regions. The defining extrapolation

from control to signal regions is in the lepton multiplicity, whereas the validation

regions include only events with zero leptons, as in the signal regions. Validation

regions are designed for the Z + jets background in SRA (VRZA) and SRB (VRZB-

TTTW, VRZB-T0) and SRD (VRZD0–2), as well as for the tt̄ background in SRA–

B (VRTAB), SRC (VRTC), and SRD (VRTD1–2). Requirements applied in the
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SRs are modified in the VRs to ensure orthogonality with the SRs, to limit signal

contamination, and to retain a sufficient number of events expected in data. Signal

contamination in the VRs, for all signals considered in this search, is kept below 20%.

VRZA is made to be orthogonal to SRA–B by vetoing events where the leading

reclustered jet contains a b-tagged jet while still requiring at least two b-tagged

jets. Orthogonality between VRZB-TTTW and SRA–B is achieved by inverting the

∆R (b, b) requirement made in SRB, ∆R (b, b) < 1.4, and selecting a lower Object

basedEmiss
T sig. window than in SRA, 15 < Object basedEmiss

T sig. < 17.

Representative distributions for the validation regions defined in the analysis are

shown in Figure 46. A summary of the expected and observed yields in the VRs

after the SRA–B, SRC and SRD background-only fits is shown in Figure 47. All

the background predictions in the VRs agree with the data within 1σ except the

predictions in VRZD2, which agree with the data within 2σ.

94



0 50 100 150 200 250 300 350 400

[GeV]=1.2R
2m

5

10

15

20

25

30

E
v
e
n
ts

 /
 5

0
 G

e
V

Z+jets W+jets

Other tt

Ztt Single top

SM Total Data

 ATLAS

1 = 13 TeV, 139 fbs

VRZA

(a)

100 200 300 400 500 600 700 800 900 1000

  [GeV],maxb

Tm

2

4

6

8

10

12

14

16

E
v
e
n
ts

 /
 5

0
 G

e
V

Z+jets tt

W+jets Other

Ztt Single top

SM Total Data

 ATLAS

1 = 13 TeV, 139 fbs

VRZBTTTW

(b)

400 600 800 1000 1200 1400 1600

 [GeV]
T

ISRp

5

10

15

20

25

30

E
v
e
n
ts

 /
 5

0
 G

e
V

tt Single top

W+jets Other

Z+jets SM Total

Data

 ATLAS

1 = 13 TeV, 139 fbs

VRTC

(c)

22 24 26 28 30 32 34

]1/2 [GeVTH/miss
TE

20

40

60

80

100

120

1
/2

E
v
e
n
ts

 /
 1

 G
e
V Z+jets W+jets

Other tt

SM Total Data

 ATLAS

1 = 13 TeV, 139 fbs

VRZD1

(d)

Figure 46. Distributions illustrating the level of agreement between data (points) and the
SM expectation (stacked histograms, after simultaneously fitting to all backgrounds) in
several validation regions: (a) m2

jet,R=1.2 in VRZA, (b) mb,min
T in VRZB-TTTW, (c) pISR

T
in VRTC, and (d) Emiss

T /
√
HT in VRZD1. The hatched uncertainty band around the SM

expectation includes the combination of MC statistical, theory-related and detector-related
systematic uncertainties. The rightmost bin in each plot includes all overflows.
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Figure 47. The total number of data events (points) and the SM expectation (stacked
histograms) in all validation regions after the SRA–B, SRC and SRD background-only
fits. The stacked histograms show the SM prediction and the hatched uncertainty band
around the SM prediction shows the total uncertainty, which includes the MC statistical
uncertainties, theory-related and detector-related systematic uncertainties. The lower
panel shows the significance of the difference between data and the background prediction
calculated with the method described in Ref. [188]. The validation regions considered in
the SRA–B, SRC and SRD fits are separated by vertical dashed lines.
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4.7 Systematic uncertainties

Uncertainties affecting the sensitivity of the analysis which originate from statistical

sources are considered together with systematic uncertainties related to the detector

calibration (detector-related uncertainties) and physics modelling of signal and

background (theory-related uncertainties). The data statistical uncertainty in the

number of events in the SRs dominates the total uncertainty in SRA and SRD, while

uncertainties related to the physics modelling of the background play a significant

role in SRB and SRC.

The impact of detector-related and theory-related systematic uncertainties in

the background predictions are included in the profile likelihood fits (described in

Section 4.6) as nuisance parameters constrained by Gaussian probability density

functions. Their impact is reduced by scaling the dominant background components

in the SRs using the data observed in the CRs via the introduction of free-floating

normalisation parameters. After the SRA–B and SRD (SRC) background-only fit,

none of the nuisance parameters are pulled significantly and most (all) of them are

not constrained. The largest constraints are observed in the SRD fit and are on the

tt̄ modelling uncertainties and reach 30%.

The dominant systematic uncertainties in the background estimates in SRA and

SRB (SRC and SRD), expressed as percentages of the total background expectations,

are shown in Table 13 (Table 14). By convention, the data statistical uncertainty in

the numbers of events in the CRs is accounted for as a systematic uncertainty and

included in table rows indicated by the normalisation factors for each background

source (µbkg).

97



Ta
bl
e
13

.
Sy

st
em

at
ic

un
ce
rt
ai
nt
ie
s
(in

pe
rc
en
t)

gr
ea
te
r
th
an

1%
fo
r
at

le
as
t
on

e
ca
te
go

ry
w
ith

in
SR

A
an

d
SR

B.
U
nc

er
ta
in
tie

s
ar
e

ex
pr
es
se
d
re
la
tiv

e
to

th
e
to
ta
lb

ac
kg

ro
un

d
es
tim

at
es
.
T
he

un
ce
rt
ai
nt
ie
s
du

e
to

th
e
sc
al
in
g
of

ba
ck
gr
ou

nd
ev
en
ts

ba
se
d
on

da
ta

in
co
nt
ro
lr

eg
io
ns

ar
e
in
di
ca
te
d
fo
r
ea
ch

ba
ck
gr
ou

nd
co
m
po

ne
nt

by
µ
tt̄
,µ

tt̄
+
Z
,µ

Z
,µ

W
,a

nd
µ

si
ng

le
to

p.
T
he

th
eo
ry

un
ce
rt
ai
nt
ie
s

qu
ot
ed

fo
r
ea
ch

ba
ck
gr
ou

nd
in
cl
ud

e
th
e
di
ffe

re
nt

di
st
rib

ut
io
n
sh
ap

e
un

ce
rt
ai
nt
ie
s
de

sc
rib

ed
in

th
e
te
xt
.

SR
A
-T

T
SR

A
-T

W
SR

A
-T

0
SR

B
-T

T
SR

B
-T

W
SR

B
-T

0
To

ta
ls

ys
t.

un
c.

15
12

10
14

9
9

tt̄
th
eo
ry

2
2

1
11

6
4

Si
ng

le
-t
op

th
eo
ry

7
5

4
1

<
1

1
tt̄
Z

th
eo
ry

3
<
1

<
1

<
1

<
1

<
1

Z
th
eo
ry

<
1

<
1

1
<
1

<
1

<
1

µ
tt̄

<
1

<
1

<
1

4
4

4
µ
tt̄

+
Z

6
2

2
4

3
1

µ
Z

3
5

5
3

3
3

µ
W

2
3

3
4

4
3

µ
si

ng
le

to
p

6
4

5
3

4
5

JE
R

7
3

2
6

2
3

JE
S

4
4

2
2

<
1

<
1

b-
ta
gg
in
g

5
3

3
2

1
2

E
m

is
s

T
so
ft

te
rm

2
1

1
<
1

<
1

<
1

M
C

st
at
ist

ic
s

7
7

5
3

3
2

98



Ta
bl
e
14

.
Sy

st
em

at
ic

un
ce
rt
ai
nt
ie
s
(in

pe
rc
en
t)

gr
ea
te
r
th
an

1%
fo
r
at

le
as
t
on

e
ca
te
go

ry
w
ith

in
SR

C
an

d
SR

D
.U

nc
er
ta
in
tie

s
ar
e

ex
pr
es
se
d
re
la
tiv

e
to

th
e
to
ta
lb

ac
kg

ro
un

d
es
tim

at
es
.
T
he

un
ce
rt
ai
nt
ie
s
du

e
to

th
e
sc
al
in
g
of

ba
ck
gr
ou

nd
ev
en
ts

ba
se
d
on

da
ta

in
co
nt
ro
lr

eg
io
ns

ar
e
in
di
ca
te
d
fo
r
ea
ch

ba
ck
gr
ou

nd
co
m
po

ne
nt

by
µ
tt̄
,µ

Z
,a

nd
µ
W
.
T
he

th
eo
ry

un
ce
rt
ai
nt
ie
s
qu

ot
ed

fo
r
ea
ch

ba
ck
gr
ou

nd
in
cl
ud

e
th
e
di
ffe

re
nt

di
st
rib

ut
io
n
sh
ap

e
un

ce
rt
ai
nt
ie
s
de

sc
rib

ed
in

th
e
te
xt
.

SR
C
1

SR
C
2

SR
C
3

SR
C
4

SR
C
5

SR
D
0

SR
D
1

SR
D
2

To
ta
ls

ys
t.

un
c.

25
18

20
27

27
18

31
12

tt̄
th
eo
ry

20
11

12
16

21
4

9
5

Si
ng

le
-t
op

th
eo
ry

<
1

<
1

<
1

<
1

<
1

<
1

4
2

Z
th
eo
ry

<
1

<
1

1
2

4
7

3
2

W
th
eo
ry

<
1

<
1

1
2

3
<
1

<
1

<
1

µ
tt̄

12
13

14
14

11
<
1

2
5

µ
Z

<
1

<
1

<
1

<
1

<
1

5
3

2
µ
W

<
1

<
1

<
1

<
1

<
1

4
5

3
JE

R
5

<
1

8
15

7
8

18
4

JE
S

<
1

1
<
1

4
6

1
4

2
b-
ta
gg
in
g

2
2

2
2

2
3

5
7

Tr
ac
k-
je
t
fla

vo
ur

<
1

<
1

<
1

<
1

<
1

4
7

<
1

Tr
ac
k-
je
t
fla

vo
ur

(lo
w
p T

)
<
1

<
1

<
1

<
1

<
1

7
4

1
E

m
is

s
T

so
ft

te
rm

<
1

<
1

<
1

<
1

3
<
1

<
1

<
1

Pi
le
-u
p

<
1

<
1

<
1

1
<
1

2
12

<
1

M
C

st
at
ist

ic
s

3
2

3
4

6
11

17
5

99



The dominant detector-related systematic uncertainty in the background

estimates originates from sources related to the jet energy scale (JES) and resolution

(JER) [54], which encompass both the modelling of the detector response and the

analysis techniques used to derive the calibration, the b-tagging performance, which

includes the uncertainty in the b-tagging efficiency of true b-jets [58] and in the b-

tagging rate of light-flavour jets [189] and c-jets [190], and the energy scale and

resolution of the Emiss
T soft term [183, 60]. The uncertainty in the modelling of pile-

up events contributes significantly to the total uncertainty only in SRD2.

The JES uncertainty is derived as a function of the pT and η of each jet, the pile-

up conditions, and the jet flavour. It is determined using a combination of simulated

samples and collision data, including measurements of dijet, multijet, Z+jet, and

γ+jet events. The JER uncertainty is derived as a function of the pT and η of

each jet, and is determined from a random cone technique applied to data recorded

without selection bias, and studies of asymmetries in dijet events. The uncertainty

in the JER is significant in many signal regions (maximally 18% in SRD1), while the

most significant impact of the JES uncertainty reaches 6% in SRC5.

The uncertainty originating from the b-tagging performance of jets is estimated

by varying the pT- and flavour-dependent per-jet scale factors, applied to each jet,

within predefined ranges determined from efficiency and mis-tag rate measurements

in data. The b-tagging uncertainty is highest in SRA and SRD and does not exceed

7% (reached in SRD2).

Uncertainties in the b-tagging performance of track-jets, which are only relevant

in SRD, are estimated for track-jets with pT > 10 GeV in the same way as for jets.

The largest contribution from this systematic uncertainty is in SRD1, where it is 7%.

For track-jets with 5 < pT < 10 GeV, which may be selected in SRD0, no evaluation
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of the b-tagging performance in data is available, so the uncertainty is evaluated

by comparing the b-tagging performance observed in Z → `` events generated with

Sherpa and MadGraph interfaced with Pythia 8.2, resulting in an uncertainty of

7% in SRD0. The difference between the predictions of these two generators was found

to always be larger than the difference between the predictions from extrapolation

from the neighbouring bins, hence assigning the uncertainty based on the generator

comparison is assumed to be conservative.

All jet-, electron-, and muon-related uncertainties are propagated to the

calculation of the Emiss
T when evaluated, and additional uncertainties in the energy

scale and resolution of the Emiss
T soft term are evaluated. The uncertainty in the

soft term of the Emiss
T is derived using Z → µ+µ− events and is less than 3% in all

SRs. The uncertainty due to the reweighting of the simulated samples to match the

distribution of pile-up in data is negligible in all SRs except SRD, where it is at most

12% (reached in SRD1).

Uncertainties in electron and muon reconstruction and identification uncertainties

are also considered but have a negligible impact on the final background estimates.

The uncertainty in the combined 2015–2018 integrated luminosity is 1.7% [27, 28]

and has a negligible impact on the analysis.

Theoretical uncertainties in the physics modelling of the background processes

are also evaluated for each background component. For the tt̄ background,

uncertainties are estimated from the comparison of different matrix-element

calculations (Powheg-Box vs aMC@NLO), the choice of parton-showering model

(Pythia vs Herwig 7), and the emission of ISR and final-state radiation (FSR)

within Pythia 8 while leaving all other parameters for each comparison unchanged.

The effects of ISR and FSR are explored by reweighting the nominal tt̄ events in a
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manner that reduces (reduces and increases) initial-state (final-state) parton-shower

radiation [71] and by using an alternative Powheg-Box v2 + Pythia 8.2 sample

with hdamp set to 3mt and parameter variation group Var3 (described in Ref. [71])

increased, leading to increased ISR. SRC is most sensitive to tt̄ theory systematic

uncertainties, ranging from 11% to 21%, followed by SRB, ranging from 4% to 11%.

Most of the single-top background events include a W boson in the final state

(Wt). To account for the interference between Wt and tt̄ production, yields in the

signal and control regions are compared between a Wt simulated sample that uses

the diagram-subtraction scheme, and the nominal sample that uses the diagram-

removal scheme [191]. The final single-top uncertainty relative to the total background

estimate is maximally 7% (in SRA-TT).

For the tt̄ +W/Z background, largely dominated by tt̄ + Z, the modelling

uncertainty is estimated through variations of the renormalisation and factorisation

scales simultaneously by factors of 2.0 and 0.5, and a comparison of parton-showering

models (Pythia vs Herwig 7), resulting in a maximum uncertainty of 4% (in SRB-

TT).

The modelling uncertainties for the W/Z + jets background processes due

to missing higher orders are evaluated [192] using both coherent and independent

variations of the QCD factorisation and renormalisation scales in the matrix elements

by factors of 0.5 and 2, avoiding variations in opposite directions. The matrix-element

matching scale between jets from the matrix element and the parton shower, and the

resummation scale for soft gluon emission within Sherpa, are also varied by factors of

0.5 and 2. The resulting impact on the total background yields from the W/Z + jets

modelling is at most 7% (in SRD0).
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Uncertainties in each background from scale variations are fully correlated across

regions and categories, and uncorrelated between processes. In some cases this may

result in uncertainties cancelling out, while the higher-order corrections may not

cancel out. The sensitivity of the results to the correlation assumptions was tested

by redoing the fit with scale variations uncorrelated across all regions and categories,

which resulted in negligible changes in the excluded cross sections near the edge of

the exclusion region.

Detector and theory-related systematic uncertainties in signal yields are also

evaluated when setting exclusion limits on specific signals (see Section 4.8). Detector-

related uncertainties consider the same sources as for the background and are usually

smaller than the modelling uncertainties. Signal theory uncertainties include sources

related to signal acceptance, which are included in the profile likelihood fits as a

single nuisance parameter, and the uncertainty in the total cross section, which is

accounted for by repeating the exclusion procedure for the central and ±1σ values

of the cross section. The uncertainty in the total cross section is 7–16% for direct

top squark production [150, 193, 194, 195, 196, 197, 198, 199], depending on the top

squark mass. The same uncertainty is used for leptoquark production, due to the

similarities between the two types of signals.

The main detector-related uncertainties in the signal yields originate from the

JER, ranging from 2% to 15%, the JES, ranging from 2% to 20%, and the b-

tagging performance (including track-jet b-tagging in SRD), ranging from 2% to 11%.

Uncertainties in the signal acceptance due to variations of the renormalisation and

factorisation scales and the matching scale (each varied up and down by a factor

of two), and the parton-shower tune variations, are also taken into consideration. In

regions where a high-pT ISR system is selected (SRC and SRD), the pT scale of the ISR
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is large enough such that the leading ISR jet is included in the matrix elements. The

uncertainty in the ISR is therefore accounted for when varying the renormalisation

and factorisation scales. The total uncertainty in the signal acceptance, considering

the full range of mt̃ and mχ̃0
1
used in this search, is at most 12–13% in SRA–C, and

25% for SRD.

4.8 Results and interpretation

The background originating from SM processes is determined separately for each

set of signal regions (SRA–B, SRC, SRD) from three profile likelihood ‘background-

only’ fits (SRA–B fit, SRC fit, SRD fit) that include the relevant control regions as

described in Section 4.6. The observed event yields in the various SRA–B, SRC and

SRD categories are compared with the post-fit background estimates in Tables 15, 16,

17, and Figure 48. In the SRs optimised for discovery, SRA-TT-Disc and SRC-

Disc, 14 and 28 events are observed, respectively, compared with 15.2 ± 1.8 and

28.0 ± 4.9 expected events, respectively. Figure 49 shows the distribution of Object

basedEmiss
T sig. in SRA-TW, m1

jet,R=1.2 in SRB-TT, RISR in SRC, and Emiss
T /
√
HT

in SRD0, SRD1 and SRD2. The background predictions are scaled to the values

determined from the background-only fits.

Observed event yields are in good agreement with the background estimates

in all the signal regions. The significance of a data excess with respect to the

background predictions can be quantified by the probability (p) of a background-

only hypothesis to be more signal-like than what is observed. To evaluate these

probabilities in each signal region category, alternative fit configurations (discovery

fits) are defined. Each discovery likelihood function is defined as the product of
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Table 17. Observed and expected yields after the background-only fit, for SRD. The
uncertainties include MC statistical uncertainties, detector-related systematic uncertainties,
and theoretical uncertainties.

SRD0 SRD1 SRD2
Observed 5 4 10
Total SM 6.9 ± 1.3 3.1 ± 1.0 12.2 ± 1.5
Z + jets 4.2 ± 0.8 1.07 ± 0.25 3.5 ± 0.6
Single top 0.020 + 0.030

− 0.020 0.10 + 0.16
− 0.10 0.84± 0.31

tt̄ 0.36 ± 0.29 0.56 ± 0.31 5.1 ± 1.0
tt̄ +Z 0.02 + 0.04

− 0.02 0.010 + 0.010
− 0.010 < 0.01

W + jets 1.9 ± 0.6 0.9 ± 0.6 2.0 ± 0.7
Other 0.44 ± 0.13 0.45 ± 0.21 0.76± 0.20
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Figure 48. Event yields comparing data (points) to the SM prediction (stacked histograms)
in all signal regions after the SRA–B, SRC and SRD background-only fits. The hatched
uncertainty band around the SM prediction shows the total uncertainty, which includes
the MC statistical uncertainties, detector-related systematic uncertainties, and theoretical
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Figure 49. Distributions of (a) Object basedEmiss
T sig. in SRA-TW, (b) m1

jet,R=1.2 in SRB-
TT, (c) RISR in SRC, and (d–f) Emiss

T /
√
HT in SRD0–2 after the SRA–B, SRC and SRD

background-only likelihood fits. The stacked histograms show the SM prediction and the
hatched uncertainty band around the SM prediction shows the total uncertainty, which
includes the MC statistical uncertainties, detector-related systematic uncertainties, and
theoretical uncertainties. The data (points) are overlaid. For each variable, the distribution
for a representative signal hypothesis is overlaid as a dashed line. The rightmost bin includes
overflow events.
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the Poisson probability density function describing the numbers of events of a single

signal region category and the background-only likelihood function associated with

that signal region. An additional parameter, the signal strength, defined for positive

values and corresponding to the signal normalisation in the signal region, is included

and free-floating in the fit. The smallest p-value, assuming the background-only

hypothesis, is 0.03, corresponding to 1.87σ, in SRB-TT. In this signal region, 67

events are observed compared with 46.7± 6.7 expected events. The largest deficit in

the data is found in SRA-T0 where 11 events are observed compared with 17.3± 1.7

expected events.

Model-independent upper limits set at 95% CL on the number of beyond the

SM (BSM) events in each signal region are derived using the CLs prescription [200]

and neglecting any possible signal contamination in the control regions. Normalising

these by the integrated luminosity of the data sample, they are interpreted as upper

limits on the visible BSM cross section, σvis, where σvis is defined as the product of

the acceptance, reconstruction efficiency and production cross section. The results

from the discovery fits are shown in Table 18, with SRA-TT having the lowest upper

bound on the visible cross section of new physics phenomena of 0.04 fb.

A profile-likelihood-ratio test is defined in order to set limits on direct pair

production of top squarks. A new fit configuration is defined (referred to as an

exclusion fit) for each signal region category (SRA–B, SRC or SRD), where the

Poisson probability density functions describing the observed and expected numbers

of events in all relevant signal region bins are included in the likelihood function, and

the signal-strength parameter, defined for positive values, is free-floating in the fit.

Signal contamination in the CRs is taken into account. Limits are derived using the

CLs prescription and calculated from asymptotic formulae [201]. The nominal event
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Table 18. Left to right: 95% CL upper limits on the visible cross section (〈εσ〉95
obs) and on

the number of signal events (S95
obs ). The third column (S95

exp) shows the 95% CL upper
limit on the number of signal events, given the expected number (and ±1σ excursions on
the expectation) of background events. The last two columns indicate the CLB value, i.e.
the confidence level observed for the background-only hypothesis, the discovery p-value
(p(s = 0)), and the significance (Z). In cases where the observed data yields are less than
the total expected background yields, the p-value is truncated to 0.5.

Signal Region 〈εσ〉95
obs [fb] S95

obs S95
exp CLB p(s = 0) (Z)

SRA-TT 0.04 6.0 5.2+2.7
−1.7 0.63 0.34 (0.40)

SRA-TW 0.06 8.6 6.5+3.2
−1.6 0.78 0.18 (0.92)

SRA-T0 0.05 6.4 10+5
−3 0.11 0.50 (0.00)

SRA-TT-Disc 0.06 8.4 9+4
−2 0.39 0.50 (0.00)

SRB-TT 0.28 38.5 22+9
−6 0.95 0.03 (1.87)

SRB-TW 0.21 28.6 27+10
−7 0.57 0.42 (0.19)

SRB-T0 0.51 71.1 60+22
−16 0.69 0.30 (0.53)

SRC1 0.19 26.0 22+4
−9 0.75 0.49 (0.01)

SRC2 0.24 32.8 27+10
−7 0.76 0.22 (0.77)

SRC3 0.17 24.0 20+7
−5 0.76 0.23 (0.75)

SRC4 0.06 8.0 9+4
−2 0.29 0.50 (0.00)

SRC5 0.05 6.6 5.0+2.8
−1.2 0.73 0.22 (0.78)

SRC-Disc 0.11 15.4 15+6
−4 0.53 0.49 (0.02)

SRD0 0.04 5.4 6.8+3.3
−2.1 0.28 0.50 (0.00)

SRD1 0.04 6.2 5.5+2.7
−1.8 0.63 0.34 (0.40)

SRD2 0.05 6.9 8+4
−2 0.28 0.50 (0.00)
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yield in each set of SRs is set using the background-level estimates obtained from a

background-only fit to both the CRs and the SRs to determine the expected limits,

while a coloured band that represents the ±1σ of the total uncertainty (σexp) is also

evaluated. The observed event yields and the same background estimates are used to

determine the observed limits for each set of SRs (SRA–B, SRC and SRD); these are

evaluated for the nominal signal cross sections as well as for ±1σ theory uncertainties

in those cross sections, denoted by σSUSY
theory.

Figure 50 shows the observed and expected exclusion contours at 95% CL as

a function of (a) the χ̃0
1 mass vs the t̃ mass and (b) ∆m(t̃, χ̃0

1) vs the t̃ mass. The

exclusion contour is obtained by choosing the exclusion fit configuration (SRA–B, SRC

or SRD) with the best expected limit for each signal hypothesis. The data included

in the SRA–B fit, together with previous limits from the overlay of zero-, one-, and

two-lepton channels and other analyses [107, 108, 109, 110, 112, 13], exclude top

squark masses up to 1250 GeV for χ̃0
1 masses below 200 GeV. Additional constraints

are set by the SRC fit in the case where ∆m(t̃, χ̃0
1) ≈ mt, for which top squark masses

in the range 300−630 GeV are excluded. Some structures in the expected exclusion

contour are observed in this region and were traced back to the fixed RISR-binning

adopted in SRC. Since the binning of RISR is fixed and does not depend on the signal

considered, for some signals the peak is located at the boundary between two bins

and therefore leads to a global lower signal over background ratio across all SRC

bins. Finally, limits are set by the SRD fit in the case where mt̃ −mχ̃0
1
< mW + mb

(with ∆m(t̃, χ̃0
1) ≥ 5 GeV), for which top squark masses in the range 300−660 GeV are

excluded. The sharp structure in the middle of Figure 50 (b) is an artifact of stitching

together the exclusion contours of SRC and SRD. Signals with ∆m(t̃, χ̃0
1) = 5 GeV,

which is the smallest ∆m(t̃, χ̃0
1) value considered, are excluded formt̃ < 490 GeV. This
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is the first time that an ATLAS all-hadronic search reaches exclusion sensitivity in

the four-body region. This is due to the newly introduced and dedicated SRD, which

takes advantage of track-jet b-tagging to discriminate between signal and background.

The exclusion limits shown in Figure 50 are derived for unpolarised top squarks. 6

The exclusion limit stays within ±25 GeV of top squark mass when varying the top

squark polarisation, which is within the σSUSY
theory uncertainty band; hadronic final states

are less sensitive to polarisation effects than final states with one or more leptons.
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Figure 50. Observed (red solid line) and expected (black dashed line) exclusion contours at
95% CL as a function of the (a) χ̃0

1 vs t̃ masses and (b) ∆m(t̃, χ̃0
1) vs t̃ mass. Masses that are

within the contours are excluded. Uncertainty bands corresponding to the ±1σ variation of
the expected limit (yellow band) and the sensitivity of the observed limit to ±1σ variations
of the signal total cross section (red dotted lines) are also indicated. Observed limits from
previous ATLAS searches [107, 108, 109, 110, 112, 13] based on 36.1 fb−1 of pp collision
data are provided for comparison in grey.

The SRA–B exclusion fit was repeated considering the analysis sensitivity to the

production of up-type, third-generation scalar leptoquarks. The results are shown

in Figure 51(a) as a function of the leptoquark branching ratio to charged leptons,

B (LQu
3 → bτ) in this scenario, vs the leptoquark mass. For B (LQu

3 → bτ) = 0, where

6The polarisation of the top squarks refers to the fraction of right-handed vs left-handed
components in the t̃1 mass eigenstate.
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the leptoquarks decay into tν 100% of the time, leptoquarks are excluded up to a

mass of 1240 GeV as shown in Figure 51(b). The difference in exclusion reach at

B (LQu
3 → bτ) = 0 between the leptoquark and top squark interpretations comes

from the fact that top squark samples were produced at LO in QCD while the

leptoquark samples were produced at NLO, which changes the kinematics slightly.

This difference, however, is covered by the signal acceptance uncertainty (12% in

SRA–B).

400 600 800 1000 1200 1400 1600

 [GeV]u

3
LQ

m

0

10

20

30

40

50

60

70

80

90

100

) 
[%

]
τ

 b
→ 

u 3
B

R
(L

Q

JHEP 1906 (2019) 144

)
theory

σ1 ±Observed Limit (

)expσ1 ±Expected Limit (

;                       Limits at 95% CLτ / b ν t → 
u

3
 pair production; LQ

u

3       LQ

1=13 TeV, 139 fbs

ATLAS

(a)

400 600 800 1000 1200 1400 1600 1800 2000

 [GeV]u

3
LQ

m

3−
10

2−10

1−10

1

10

) 
[p

b
]

u 3
 L

Q
u 3

 L
Q

→
 (

p
p

 
σ

1
Observed Exclusion, 139 fb

1
Expected Exclusion, 139 fb

)
theory

σ1 ±Theory (

tt+MET0L, JHEP 1906 (2019) 144

ATLAS

1 = 13 TeV, 139 fbs

ν tν t→ 
u

3
LQ

u

3
LQ

(b)

Figure 51. Observed (red solid line) and expected (black dashed line) limits on up-type,
third-generation leptoquarks. (a) Limits as a function of the branching ratio of leptoquarks
decaying into bτ (with the only other decay allowed being into tν) vs leptoquark mass. (b)
Limits on the production cross section at 95% CL as a function of leptoquark mass assuming
that all leptoquarks decay into tν. Uncertainty bands corresponding to the ±1σ variation of
the expected limit (yellow band) and the sensitivity of the observed limit are also indicated.
Observed limits from previous searches with the ATLAS detector at

√
s = 13 TeV [127] are

overlaid (a) in grey and (b) as a blue dashed line.

4.9 Conclusion

Results from a search for a scalar partner of the top quark based on an integrated

luminosity of 139 fb−1 of
√
s = 13 TeV proton–proton collision data recorded by
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the ATLAS experiment at the LHC from 2015 to 2018 are presented. Final states

with high-pT jets, large missing transverse momentum, and no electrons or muons are

selected. The sensitivity of the search is enhanced by the analysis of the full LHC

Run 2 dataset, improvements achieved in the detector performance by the end of the

LHC Run 2, and new analysis techniques such as the use of b-tagged track-jets, which

extend sensitivity to all-hadronic four-body decays.

Direct top squark pair production is considered, assuming both top squarks decay

via t̃ → t(∗)χ̃
0
1, and considering a large range of mass differences between the top

squark and the neutralino. In particular, fully hadronic final states are used for the

first time in an ATLAS analysis to set limits on the scenario where both the top quarks

andW bosons originating from their decays are off-shell, ∆m(t̃, χ̃0
1) < mW+mb, due to

improvements in the identification efficiency of low-transverse-momentum b-hadrons.

The results are also reinterpreted in the context of third-generation, up-type scalar

leptoquark pair production, restricted to the scenario where the leptoquarks decay

into tν or bτ final states.

No significant excess above the expected SM background is observed. Exclusion

limits at 95% confidence level are derived as a function of mt̃ and mχ̃0
1
, resulting

in the exclusion of top squark masses that extend up to 1.25 TeV for χ̃0
1 masses

below 200 GeV. In the case where mt̃ ∼ mt + mχ̃0
1
, top squark masses in the range

300−630 GeV are excluded, while in the scenario where mt̃ < mW +mb +mχ̃0
1
(with

∆m(t̃, χ̃0
1) ≥ 5 GeV), top squark masses in the range 300−660 GeV are excluded.

Exclusion limits for up-type, third-generation scalar leptoquarks are extended to

masses below 1240 GeV, assuming the leptoquarks can decay only via tν. Model-

independent limits and p-values for each signal region are also reported, with 0.04 fb

as the lowest upper bound on the visible cross section of new physics phenomena.
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CHAPTER V

A SEARCH FOR DARK MESONS DECAYING TO TOP AND BOTTOM

QUARKS

5.1 Introduction

The Standard Model (SM) can be extended by a new strongly-coupled, confining

gauge theory with fermion representation which transforms under the electroweak

group. The appeal of such an extension is that dark matter can arise in form of

composite mesons or baryons of the new strongly-coupled theory, which additionally

often exhibits an automatic accidental symmetry protecting against its decay.

Consequently, a vast amount of research has been put into the study of strongly-

coupled dark matter manifesting itself as dark mesons, dark baryons or dark

quarkonia-like states [8]. One set of models incorporating this concept is Stealth Dark

Matter [7]. Here, the new strongly-coupled dark sector consists of vector-like fermions

which participate in interactions within the new dark as well as electroweak group,

but also couple to the Higgs boson. The result is the emergence of a familiar-looking

dark sector as the direct analogue to the QCD meson and baryon sector. This leads

to several intriguing phenomenological consequences: As long as the vector-like mass

is dominant, the new dark sector is under no constraints from precision electroweak

or Higgs coupling measurements, while the Higgs interactions break the dark sector

global symmetry and thus allow dark mesons to decay into pure Standard Model

states [202]. The search focuses on low-energy effective theories developed in [6],

which incorporate the leading interactions between dark mesons of a strongly-coupled,

SU(2) dark flavour symmetry preserving dark sector and the SM. Models like these
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rest on a solid theoretical motivation as they contain a stable dark scalar baryon which

could account for the stable dark matter observed in cosmological measurements.

The simplified model targeted in this search contains only the two

phenomenologically relevant sets of dark mesons: A lighter pseudoscalar triplet of

dark pions and an additional triplet of dark rho vector mesons which are both kept

at a scale around or slightly above the electroweak scale. Assuming completely mass

degenerated triplets, the dark sectors can be fully described by three parameters:

the mass of the dark pions mπD
, the mass of the dark rhos mρD

and the number of

dark colours ND. Since the phenomenological consequences remain unchanged for

values of ND that are not excessively large, we have chosen to fix ND = 4 throughout

this search, by which we follow the typical choice and considerations made for Stealth

Dark Matter [7]. Contrary to QCD, the vector-like nature of the dark sector allows to

either gauge the full SU(2)L weak interaction symmetry group or just the underlying

U(1) group, which leads to two distinct models of kinetic mixing of dark mesons with

the SM. We are distinguishing the two models of kinetic mixing by the labels SU(2)L

and SU(2)R respectively. The phenomenological consequences manifest themselves

in the allowed decay channels and production cross sections of dark pions, where the

q
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Figure 52. Feynman diagrams of dark pion pair production. The diagram on the left
shows the resonant production via the kinetic mixing of the dark sector with the SM B-field
resulting in an electrically neutral dark rho, the middle plot shows the kinetic mixing with
the W-field resulting in either a neutral or charged dark rho, while the plot on the right
shows Drell-Yan pair production of dark pions.
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SU(2)L models result in considerably larger cross sections than the SU(2)R models.

Dark pions are always pair-produced either via Drell-Yan processes or resonantly

via kinetic mixing of SM electroweak gauge bosons with the dark rho that then

subsequently decays into a pair of dark pions. Figure 52 shows three Feynman

diagrams illustrating these mechanisms. Throughout nearly all of the parameter space

investigated in this search, the resonant production dominates the production of dark

pions. The production cross section therefore depends trivially on the ratio of the dark

pion and dark rho masses for which we will use the symbol η = mπD
/mρD

. SU(2)L

models can be further classified into two categories depending on whether the dark

pion decays are gaugephobic, i.e. the preferred decay channels are to pairs of fermions,

or gaugephilic, where the decay to Higgs,W and Z dominates if kinematically allowed.

In SU(2)R models dark pions always decay gaugephobically. Consequently, there are

three fundamentally distinct models of dark mesons to consider for a search. In all

cases dark pions decay promptly back into pure SM states. Once the model of kinetic

mixing, gaugephobic-ness of dark pion decays, dark pion mass and η-parameter are

determined, the model is fully specified including the dark pion decay branching

fractions.

For models with η < 0.5, the decay ρ±D → π±Dπ
∓,0
D has a branching fraction of

nearly 1.0, while for models with η > 0.5 this decay is kinematically forbidden and

the ρD thus decays to pairs of leptons or quarks. Previous searches for resonances in

the dilepton spectrum both in ATLAS and CMS have put heavy constraints on such

models [203, 204]. The bounds for models with η < 0.5 are considerably weaker. Most

previous searches fail to be sensitive to the dark meson models discussed here because

they either require a large amount of missing energy in an event, consider single-

production or are optimised for high-mass resonances and do not retain sensitivity
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Figure 53. The left panel shows the production cross section of dark rhos separately for
SU(2)L and SU(2)R kinetic mixing. The production cross sections of dark pions for four
different values of η are plotted in the middle panel for SU(2)L and for SU(2)R in the right
panel. The dashed coloured lines indicate the contribution of the resonant production mode
to the total dark pion production cross section.

to the mass regime relevant for dark mesons. As a consequence this search considers

only models with η < 0.5 where the exclusion limits are weakest.

Figure 53 shows the production cross sections for dark rhos and dark pions

separately for SU(2)L and SU(2)R models. In general the cross sections are larger

for the SU(2)L scenario, but get smaller the further the meson masses move away

from the resonance at η = 0.5. The contribution of the resonant production to the

total production cross section is indicated by the dashed lines. The mass points at

η = 0.15 in SU(2)L and SU(2)R models are the only samples for which the Drell-

Yan production mode dominates over the resonant production. This has kinematic

consequences as the dark pions are much softer compared to those produced in the

decay of a very heavy intermediate particle. For convenience, the cross sections for the

signal points investigated in this analysis have been listed explicitely in appendix A.1.

A variety of different decay channels are open to dark pions in the available

parameter space. The most relevant channels and their branching fractions are drawn

in figure 54. For the gaugephobic models the decay to top and bottom quarks always

dominates at high masses, while decays to bottom and charm quarks, taus and gauge
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Figure 54. Branching fractions of the most relevant decay channels over the full dark
pion mass range. The top two panels represent the available decays of dark pions from
gaugephobic models. The bottom two panels show the same for dark pions originating from
gaugephilic models. The left column only contains neutral dark pions, the right column the
positively charged dark pions. Not all possible decay channels are drawn. Channels with
small branching fractions are suppressed for clarity.

bosons are relevant at lower dark pion masses. For gaugephilic models the decay

behaviour is more complex as the decays to gauge bosons and to top and bottom

quarks simultaneously exhibit large branching fractions. This leads to very complex

final states with several bosons, b-jets and top decays in the same event. For reasons of

simplicity we will therefore focus exclusively on gaugephobic models in the remainder

of this search and specifically target final states containing either three top- and one

bottom-quark or two top- and two bottom-quarks.

The dark meson models investigated here have so far never been put to a

dedicated experimental test at any collider experiment. The existing limits are

therefore based solely on the reinterpretation of other analyses which are less than

119



Figure 55. Overview of existing limits for several benchmark points of the proposed dark
meson models. The top row corresponds to gaugephilic SU(2)L models, the middle to
gaugephobic SU(2)L models and the bottom row for SU(2)R models. The three columns
show different values for η = mπD/mρD . From left to right they are η = 0.25, η = 0.45 and
η = 0.55. The black bars symbolise the excluded regions of dark pion mass space provided
by a specific analysis, the red bars show the combination of all investigated analyses. Of
interest for the present study are the four plots in the bottom left. For more details and
the method see the original source of figure, published in [6].

ideal for dark meson models. As a result the limits are extremely weak and in some

cases still set by 8 TeV searches as can be seen from figure 55.

The aim of this analysis is to provide the world’s first dedicated experimental

insights into the proposed dark meson models using the full run 2 dataset.

Signal dark mesons decay to pure standard model states consisting of top and

bottom quarks. Here, dark mesons are always pair-produced resulting in the dominant

analysis signature of tttb and ttbb.
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Figure 56. Fraction of events decaying to final states with no leptons, one lepton or multiple
leptons in the ttbb final state on the left and the tttb final state on the right.

The majority of top quarks decay into purely hadronic final states. As

a consequence, events containing a pair of dark pions often exhibit challenging

signatures containing up to ten signal jets, four of which originate from a b quark. As

shown in figure 56, decays involving an electron or a muon are less likely, but offer

the advantage of a considerably cleaner event signature. In this search we consider

both the all-hadronic and the 1-lepton final states (l = e, µ), which will make use of

a common analysis framework but employ different analysis strategies.

In the all-hadronic channel an AnalysisTop based framework is used to apply

all recommended object calibrations and cleanings while simultaneously applying

a channel-specific preselection to generate small sets of analysis ntuples. The

dominant background originates from QCD multijet events, with further significant

contributions from tt̄ and V+jets. Further minor backgrounds are considered as well.

With the exception of the multijet background, all backgrounds are estimated from

simulation. For QCD multijets the pre-selected events are used to derive an estimate

directly from data. A final cut-based selection is applied to suppress background

events. The signal region consists of 9 bins defined by the masses of the leading and

subleading large R-parameter jets in the event. Additionally, four validation regions
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with a binning matching the signal region are defined. Finally, a likelihood fit is

performed over all signal region bins to assess the possible signal strength.

This chapter contains material coauthored with the ATLAS collaboration.

5.2 Data and Simulated Samples

5.2.1 Data sample

The analysis is based on the full run 2 proton–proton data sample recorded in

2015-2018 at
√
s = 13 TeV with a bunch spacing of 25 ns corresponding to an

integrated luminosity of 139 fb−1. The luminosity was determined using the LUCID-

2 detector [205] following the methodology described in [206] and has an uncertainty

of 2.4 fb−1. The data are collected in the main physics stream and reconstructed

offline using athena release 21. Calibrations of physics objects are applied in the

derivation framework where the TOPQ4 derivation format is predominantly1 used for

the all-hadronic channel and the TOPQ1 derivation format for the one-lepton channel.

The TOPQ4 derivation slims unused containers, thins MC truth information and applies

a basic event selection based on jets. Events are required to contain either at least one

calibrated fat jet with R-parameter 1.0 and pT > 200 GeV, or at least five calibrated

jets with R = 0.4 and a minimal transverse momentum of 20 GeV, at least one of

which has to be b-tagged. All jets have to be located in the central region of the

detector where η < 2.5. The implementation of the TOPQ4 derivation can be found

in [207]. The TOPQ1 derivation applies the same slimming and thinning as the TOPQ4

1For many top samples the derivations were produced in pass-through mode, i.e. unskimmed.
In such a case the TOPQ1 and TOPQ4 derivations are identical and can therefore be used in both
channels.
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derivation but selects events based on leptons, where either an electron or a muon

with pT > 20 GeV in the central region of the detector where |η| < 2.5 is required.

Electrons are required to be tagged at least DFCommonElectronsLHLoose,

muons are required to have a full-detector combined track and to be quality tagged

as DFCommonGoodMuon. The implementation of the TOPQ1 derivation can be

found in [208].

5.2.2 Signal Monte Carlo samples

Dark pions can be pair-produced via Drell-Yan and resonantly via the production of a

dark rho. Both production channels are simulated in MadGraph5_aMC@NLO v2.4.3 [63],

where the matrix elements are calculated to NLO, interfaced with Pythia8.212 [209]

for hadronisation and showering using production tags e8005 for SU(2)L and e8207

for SU(2)R samples. Signal parameters were chosen to cover the relevant areas in

(mπD
,η) space for SU(2)L and SU(2)R models. The number of dark colours ND was

set to 4 for all signal points, the dark pion decays were simulated using the narrow

width approximation. All events are passed through a detailed simulation of the

ATLAS detector in Geant4 [169, 168], where the detailed configuration is listed in

tag s3126. The same reconstruction algorithms and the same athena software release

is used for simulation and data. To mimic the pileup conditions during data taking,

the simulated samples are overlaid with minimum-bias collisions, where the number

of additional collisions approximate the pileup distributions observed in data. Since

the pileup conditions changed over time, three distinct Monte Carlo campaigns are

necessary to completely reproduce the pileup conditions in data. The mc16a campaign

corresponds to data taken in 2015 and 2016 and is represented by tags r9364_r9315,
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mc16d corresponds to data taken in 2017 and is considered in tags r10201_r10210,

while tags r10724_r10726 are used for the mc16e campaign representing the 2018

data. 10K events are simulated for each signal point and Monte Carlo production

campaign, with the exception of two samples per model for which 100K events per

campaign have been simulated. These high-statistics samples are intended for detailed

signal studies and correspond to (mπD
= 400 GeV, η = 0.45) and (mπD

= 800 GeV,

η = 0.25) for SU(2)L models, and for SU(2)R models (mπD
= 300 GeV, η = 0.45)

and (mπD
= 400 GeV, η = 0.35). All simulated signal samples are processed in an

unskimmed TOPQ1 derivation which can be used by both the all-hadronic and the

1-lepton channel. An overview of all simulated signal points and their distribution in

η-mπD
space can be found in figure 57.

The effect of multiple interactions in the same and neighbouring bunch

crossings (pile-up) was modelled by overlaying the simulated hard-scattering event

with inelastic proton–proton events generated with Pythia8.186 [209] using the

NNPDF2.3lo set of parton distribution functions (PDF) [210] and the A3 set of tuned

parameters [171].

Motivated by the expected limits of the all-hadronic channel (see section 5.9)

the original SU(2)L signal grid has been extended by additional samples as also

illustrated in figure 57. The signal samples of the extension were simulated using

MadGraph5_aMC@NLO v2.9.9 interfaced with Pythia8.306 for hadronisation

and showering, corresponding to event generation tag e8419. For each signal point

of the extension a total of 20K events per MC campaign have been simulated. The

simulation and reconstruction was done with the exact same configuration as the

original signal grid.
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Figure 57. Distribution of simulated samples in η-mπD space. The left grid corresponds to
SU(2)L, the right to SU(2)R models. The black markers indicate the original signal grid,
while the purple markers show the extension of the SU(2)L signal grid for the all-hadronic
channel. The high-statistics data points have 100K events per campaign, the remainder of
the original signal grid 10K and the extension 20K events per grid point.

5.2.3 Background Monte Carlo samples

All background MC samples are produced centrally for all three production

campaigns. Depending on the intended use in the 1-lepton, all-hadronic or both

channels, the samples are then processed into the TOPQ1, TOPQ4 or both derivation

formats. All derivations are processed either in a skimmed configuration which applies

event skimming as described in section 5.2.1 (production tags p4344 and p4512 have

predominantly been used here), or an unskimmed configuration which accepts every

event into the derivation output and is typically used for all signal and top samples

(predominantly production tags p4346 and p4514).

The production of tt̄ events is modelled using the PowhegBox v2 [66, 67,

68, 69] generator which provides matrix elements at next-to-leading order (NLO)

in the strong coupling constant αSwith the NNPDF3.0nlo [70] parton distribution

function (PDF) and the hdamp parameter, which controls the matching in Powheg
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and effectively regulates the high-pTradiation against which the tt̄ system recoils, set

to 1.5 mtop [71]. The functional form of the renormalisation and factorisation scale is

set to the default scale
√
m2

top + p2
T. The events are interfaced with Pythia8.230 [64]

for the parton shower and hadronisation, using the A14 set of tuned parameters [148]

and the NNPDF2.3lo set of PDFs [147]. The decays of bottom and charm hadrons are

simulated using the EvtGen v1.6.0 program [62].

The tt̄ sample is normalised to the cross-section prediction at next-to-next-to-

leading order (NNLO) in QCD including the resummation of next-to-next-to-leading

logarithmic (NNLL) soft-gluon terms calculated using Top++2.0 [211, 159, 158,

157, 156, 155, 160]. For proton–proton collisions at a centre-of-mass energy of
√
s = 13 TeV, this cross section corresponds to σ(tt̄)NNLO+NNLL = 832± 51 fb using

a top-quark mass of mtop = 172.5 GeV. The uncertainties on the cross-section

due to PDF and αSare calculated using the PDF4LHC prescription [212] with the

MSTW2008 68% CL NNLO [213, 214], CT10 NNLO [215, 216] and NNPDF2.3 5f

FFN [147] PDF sets, and are added in quadrature to the scale uncertainty.

The uncertainty due to initial-state radiation (ISR) is estimated by comparing

the nominal tt̄ sample with additional samples [217]. To simulate higher parton

radiation, the factorisation and renormalisation scales are varied by a factor of 0.5

while simultaneously increasing the hdamp value to 3.0 mtop and using the Var3c

up variation from the A14 tune. For lower parton radiation, µr and µf are varied

by a factor of two while keeping the hdamp value to 1.5 mtop and using the Var3c

down variation in the parton shower. The Var3c A14 tune variation [148] largely

corresponds to the variation of αSfor ISR in the A14 tune. The impact of final-state

radiation (FSR) is evaluated by varying the renormalisation scale for emissions from

the parton shower up and down by a factor of two.
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The NNPDF3.0lo replicas are used to evaluate the PDF uncertainties for the

nominal PDF. The central value of this PDF is further compared with the central

values of the CT14nnlo [218] and MMHT2014nnlo [219] PDF sets.

Since the all-hadronic channel operates in an extreme region of phase space with

very large HT, a dedicated HT-sliced sample is used that ensures sufficient statistics

even at very large HT. In the 1-lepton channel the bulk tt̄ sample without slicing is

used.

Samples for tt̄+HF processes were produced with the Powheg Box Res [220]

generator and OpenLoops 1 [74, 75, 76], using a pre-release of the implementation

of this process in Powheg Box Res provided by the authors [221], with the

NNPDF3.0nlo [70] PDF set. It was interfaced with Pythia8.240 [64], using

the A14 set of tuned parameters [148] and the NNPDF2.3lo PDF set. The

four-flavour scheme was used with the b-quark mass set to 4.95 GeV. The

factorisation scale was set to 0.5×Σi=t,t̄,b,b̄,jmT,i, the renormalisation scale was set to
4
√
mT(t) ·mT(t̄) ·mT(b) ·mT(b̄), and the hdamp parameter was set to 0.5×Σi=t,t̄,b,b̄mT,i.

The production ofW/Z + jetsis simulated with the Sherpa v2.2.11 [72] generator

using next-to-leading order (NLO) matrix elements (ME) for up to two partons,

and leading order (LO) matrix elements for up to five partons calculated with the

Comix [73] and OpenLoops 1 [74, 75, 76] libraries. They are matched with the

Sherpa parton shower [77] using the MEPS@NLO prescription [78, 79, 80, 81]

using the set of tuned parameters developed by the Sherpa authors. The Hessian

NNPDF3.0nnlo set of PDFs [70, 82] is used and the samples are normalised to a next-

to-next-to-leading order (NNLO) prediction [83].

The associated production of top quarks with W bosons (tW ) is modelled using

the PowhegBox v2 [222, 67, 68, 69] generator at NLO in QCD using the five-flavour
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scheme and the NNPDF3.0nlo set of PDFs [70]. The diagram removal scheme [191] is

used to remove interference and overlap with tt̄ production. The related uncertainty

is estimated by comparing with an alternative sample generated using the diagram

subtraction scheme [191, 71]. The events are interfaced to Pythia8.230 [64] using the

A14 tune [148] and the NNPDF2.3lo set of PDFs [147]. Single-top t-channel production

is modelled using the PowhegBox v2 [223, 67, 68, 69] generator at NLO in QCD

using the four-flavour scheme and the corresponding NNPDF3.0nlo set of PDFs [70].

The events are interfaced with Pythia8.230 [64] using the A14 tune [148] and the

NNPDF2.3lo set of PDFs [147]. Single-top s-channel production is modelled using the

PowhegBox v2 [224, 67, 68, 69] generator at NLO in QCD in the five-flavour scheme

with the NNPDF3.0nlo [70] parton distribution function (PDF) set. The events are

interfaced with Pythia8.230 [64] using the A14 tune [148] and the NNPDF2.3lo PDF

set.

The production of tt̄tt̄ events is modelled using the MadGraph5_aMC@NLO

v2.4.3 [63] generator which provides matrix elements at next-to-leading order (NLO)

in the strong coupling constant αSwith the NNPDF3.1nlo [70] parton distribution

function (PDF). The functional form of the renormalisation and factorisation scales

are set to 0.25×∑i

√
m2
i + p2

T,i, where the sum runs over all the particles generated

from the matrix element calculation, following the Ref. [225]. Top quarks are decayed

at LO using MadSpin [226, 227] to preserve all spin correlations. The events are

interfaced with Pythia8.230 [64] for the parton shower and hadronisation, using the

A14 set of tuned parameters [148] and the NNPDF2.3lo [70] PDF set. The decays of

bottom and charm hadrons are simulated using the EvtGen v1.6.0 program [62].

The production of tt̄+W/Zevents is modelled using the MadGraph5_aMC@NLO

v2.3.3 [63] generator at NLO with the NNPDF3.0nlo [70] parton distribution

128



function (PDF). The events are interfaced to Pythia8.210 [64] using the A14

tune [148] and the NNPDF2.3lo [70] PDF set. The decays of bottom and charm

hadrons are simulated using the EvtGen v1.2.0 program [62].

The production of tt̄H events is modelled using the PowhegBox v2 [66, 67,

68, 69, 228] generator at NLO with the NNPDF3.0nlo [70] PDF set. The events are

interfaced to Pythia8.230 [64] using the A14 tune [148] and the NNPDF2.3lo [70] PDF

set. The decays of bottom and charm hadrons are performed by EvtGen v1.6.0 [62].

The further rare backgrounds ttt, tt̄ZZ, tt̄WW , tt̄WZ, tt̄WH and tt̄HH

are all produced using the LO MadGraph5_aMC@NLO generator interfaced

with Pythia8 using the A14 set of tuned parameters and scaled to NLO cross

sections [229].

Samples of diboson final states (V V ) are simulated with the Sherpa v2.2.1 or

v2.2.2 [72] generator depending on the process, including off-shell effects and Higgs-

boson contributions, where appropriate. Semileptonic final states, where one boson

decays leptonically and the other hadronically, are generated using matrix elements

at NLO accuracy in QCD for up to one additional parton and at LO accuracy for

up to three additional parton emissions. Samples for the loop-induced processes

gg → V V are generated using LO-accurate matrix elements for up to one additional

parton emission. The matrix element calculations are matched and merged with

the Sherpa parton shower based on Catani-Seymour dipole factorisation [73, 77]

using the MEPS@NLO prescription [78, 79, 80, 81]. The virtual QCD correction are

provided by the OpenLoops 1 library [74, 75, 76]. The NNPDF3.0nnlo set of PDFs is

used [70], along with the dedicated set of tuned parton-shower parameters developed

by the Sherpa authors.
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Just like described for signal MC samples in section 5.2.2, all background MC

samples are overlayed by simulated minimum-bias events to account for the effects of

pileup. The same configuration as for signal was used.

The configurations of all background samples are summarised in table 19.

5.2.4 Pileup reweighting

Monte Carlo samples are generated using an expected pileup distribution, which

typically differs from the actual distribution measured in data. The three MC

campaigns account for the different pileup conditions over the four years of data

taking in run 2 (mc16a corresponds to 2015+2016, mc16d to 2017 and mc16e emulates

the pileup profile observed in 2018). All MC samples are reweighted using the

PileUpReweightingTool to match the distributions in data. Samples of the mc16a

campaign are reweighted based on the average number of interactions per bunch

crossing, whereas the later campaigns use the actual µ distribution since the expected

pileup profiles where generated from smeared actual µ data and using the average

number of collisions would result in a loss of statistics. Following recommendation to

improve data to MC agreement the µ profile in data is scaled by 1/1.03 before weight

calculation.

5.2.5 tt̄+HF overlap removal

As described in section 5.2.3, a dedicated sample in which a pair of top quarks is

produced in association with two b-quarks can be used to supplement statistics in the

phase space relevant for this analysis. Since the same diagrams are also contained
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within the inclusive tt̄ samples an event overlap removal procedure is needed to avoid

an overestimation of tt̄+HF events. For this purpose, an event classification strategy

analogous to [230] has been implemented.

After evaluating the event counts it was concluded that since the all-hadronic

channel uses an HT-sliced tt̄ sample, the tt̄+HF sample has insufficient statistics in

the high-HT phase space relevant for this channel. We therefore rely solely on the

good statistics provided by the HT-sliced tt̄ sample.

5.3 Object Definitions and Reconstruction

5.3.1 Electrons

Electrons are identified using the likelihood-based (LH) electron identification (ID)

recommended by the Electron Gamma Combined Performance group [231]. The LH

method combines the signal and background probability densities for a given set

of discriminating variables into a signal-background discriminator on which a cut is

applied. There are five working points [232], each using different variables to build the

discriminator, and three of which are used to define different types of electrons in this

analysis. All electrons are furthermore required to fulfill the standard electron track

to vertex association requirements recommended by the Electron Gamma Combined

Performance group, and to have |η| < 1.37 or 1.52 < |η| < 2.47, corresponding to

the central region of the detector excluding the transition region between barrel and

endcap regions, where the reconstruction efficiency is low[231].

In the all-hadronic channel, loose electrons are identified with the LooseAndBLayerLH

working point and are used for vetoing events containing any leptons. They are also
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required to fulfill the isolation requirements defined by the FCLoose working point of

the IsolationSelectionTool, recommended by the isolation forum [233]. In the 1-lepton

channel, loose electrons are identified with the MediumLH working point of the LH-

based electron ID and have no isolation requirement. They are used to veto events

with any additional leptons. In both channels, loose electrons are required to have

pT > 10 GeV. A summary of the loose electron requirements can be found in table

20.

Table 20. Selection criteria for loose electrons used for vetoing events containing any leptons
in the all-hadronic channel and events with more than one lepton in the 1-lepton channel.

Feature Criterion
Pseudorapidity range (|η| < 1.37) || (1.52 < |η| < 2.47)
Energy calibration es2018_R21_v0 (ESModel)
Transverse momentum pT > 10 GeV
Track to vertex association |dBL0 (σ)| < 5

|∆zBL0 sin θ| < 0.5 mm
Identification MediumLH (1-lepton), LooseAndBLayerLH (all-hadronic)
Isolation None (1-lepton), FCLoose (all-hadronic)

To account for reconstruction and selection efficiency differences between Monte

Carlo and data, scale factors are applied to the weights of the Monte Carlo events.

5.3.2 Muons

Muons are identified by the quality working points provided by the Muon Combined

Performance (MCP) group [234], which take information from both the Inner Detector

and the Muon Spectrometer into account to reconstruct muons. All muons are

required to be found within the acceptance region of the Inner Detector, |η| < 2.5,
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and to satisfy the MCP recommended vertex association criteria, |dBL0 /σ(dBL0 )| < 3

and ∆zBL0 sin(θ) < 0.5 mm, as defined in [234].

Loose muons are identified in the all-hadronic channel by the loose quality

working point and in the 1-lepton channel by the medium quality working point. In

the all-hadronic channel they have to satisfy the FCLoose isolation criteria and in

the 1-lepton channel there are no isolation criteria. They further have to satisfy

pT > 10 GeV. The full definition can be found in table 21. Analogously to electrons,

loose muons are used for vetoing events containing leptons in the all-hadronic channel

and vetoing events with more than one lepton in the 1-lepton channel.

Table 21. Selection criteria for loose muons, used in the all-hadronic channel to veto events
containing leptons and in the 1-lepton channel to veto events containing more than one
lepton.

Feature Criterion
Selection working point Loose (all-hadronic), Medium (1-lepton)
Isolation working point FCLoose (all-hadronic), None (1-lepton)
pT > 10 GeV
|η| < 2.5
|dBL0 /σ(dBL0 )| < 3
∆zBL0 sin(θ) < 0.5 mm

To account for reconstruction and selection efficiency differences between Monte

Carlo and data, scale factors are applied to the weights of the Monte Carlo events.

5.3.3 Small-R jets

Jets are reconstructed from topological clusters of cells in the calorimeters and from

inner detector tracks using the particle flow (PFlow) algorithm [53], which helps to

suppress energy deposits in the calorimeters originating from charged pileup particles.

The algorithm further allows for taking momentum measurements from tracking
134



information whenever the tracker resolution outperforms the calorimeter resolution.

Jets are found using the Anti-k⊥algorithm [52] implemented in the FastJet package [?]

with a fixed radius parameter of R = 0.4 using charged constituents associated

with the primary vertex and neutral PFlow objects as inputs. The most up-to-date

recommendations are applied to calibrate all jets [235]. After calibration all jets are

required to have pT >20 GeV. In the all-hadronic channel, they are also required to

be central in the detector where |η| < 2.8 to use the same η range as seen by the

HT trigger described in section 5.4.1. In the 1-lepton channel, the HT trigger is not

used, and the jets are required to satisfy |η| < 2.5. In order to minimise the effects of

pileup, a jet vertex tagger (JVT) [178] is used to make sure matched inner detector

tracks are consistent with the primary vertex. The tight working point is used in

the central region of the detector where |η| < 2.5, while for jets with 2.5 < |η| < 2.8

the tight working point of the forward jet vertex tagger [236] is required.

5.3.4 Large-R reclustered jets

Large-R jets are reclustered from calibrated R=0.4 PFlow jets using the Anti-

k⊥algorithm with an R parameter of R=1.2. These jets reconstruct dark pion

candidates and the R parameter has been optimized for the dark pion mass and

boost of the targeted signal points as described in appendix A.2.

Figure 58 shows the reconstruction efficiency for a range of R parameters for two

reference signal points. The two large-R jets with the highest pTare required to have

jet mass greater than 190 GeV as part of the preselection.
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Figure 58. Jet reclustering for a range of R parameters for an SU(2)L signal point with
η = 0.25 and mπD = 400 GeV on the left and on the right for an SU(2)L sample with
η = 0.25 andmπD = 700 GeV. R=1.2 jets provide good signal reconstruction while limiting
multijet background events.

5.3.5 Flavour tagging

Jets originating from the decay of a b quark can be identified as such through

the signature of their slightly longer lifetime by employing an algorithm based on

multivariate analysis techniques which considers information on track displacement

via their impact parameters, as well as secondary and tertiary decay vertices within

the volume of the reconstructed jet cone. While different algorithms to perform such

b-tagging exist, this analysis uses the DL1r algorithm based on an artificial deep neural

network trained on a simulated hybrid sample composed of tt̄ and Z ′ events [58, 59].

The algorithm has a multidimensional output corresponding to the probabilities for a

jet to originate from a b quark (in the following referred to as b-tagged jet), c quark, or

any light flavour. The flavour probabilities are then used to define a single cut value

on the b-tagged jetprobability. The ATLAS Flavour Tagging Group maintains various

operating points to provide a specific b-tagged jettagging efficiency of 60%, 70%, 77%

or 85% in a simulated tt̄ sample. For this analysis the all-hadronic channel makes

use of the 77% working point, which has a rejection factor of 5 and 170 on charm
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and light-flavoured jets, respectively. The 1 lepton channel uses the 70% working

point, which has a rejection factor of 10 and 417 on charm and light-flavoured jets,

respectively [237].

Uncertainties on the correction factors for the b-tagging identification response

are applied to the simulated event samples by looking at dedicated flavour-enriched

samples in data. An additional term is included to extrapolate the measured

uncertainties to the high-pTregion of interest. This term is calculated from simulated

events by considering variations on the quantities affecting the b-tagging performance

such as the impact parameter resolution, percentage of poorly measured tracks,

description of the detector material, and track multiplicity per jet. The dominant

effect on the uncertainty when extrapolating to high-pTis related to the different

tagging efficiencies when smearing the track impact parameters based on the

resolution measured in data and simulation.

5.3.6 Overlap removal

It is possible that reconstructed candidate objects overlap with each other and that

the same tracks or energy deposits are therefore associated to multiple objects. As

a result an overlapping procedure must be applied which removes all but one of the

overlapping objects from the event. The metric used to evaluate whether objects

overlap is defined as ∆R =
√

∆y2 + ∆φ2, where ∆y is the rapidity distance between

two objects. The sequence of removal of overlapping objects is summarised in table 23

and corresponds to the procedure labelled recommended within AnalysisTop defined

and documented in [238].
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Table 23. Sequence of the recommended object overlap removal procedure used in this
analysis.

Reject Against Criteria
Electron Electron Shared track, higher-pTelectron kept
Muon Electron Calo-tagged muon and shared ID track
Electron Muon Shared ID track
Photon Electron ∆R < 0.4
Photon Muon ∆R < 0.4
Jet Electron ∆R < 0.2
Electron Jet ∆R < 0.4
Jet Muon numTrack < 3 and (ghost-associated OR ∆R < 0.2)
Muon Jet ∆R < 0.4
Photon Jet ∆R < 0.4
Fat Jet Electron ∆R < 0.1
Jet Fat Jet ∆R < 1.0

5.4 Event and object selection

5.4.1 Online event selection

Because of the high expected jet multiplicity in the signal the all-hadronic channel

relies on triggers on HT, where HT is defined as the scalar sum of the transverse

energies of all the reconstructed jets in the event with |ηjet| < 2.8. HT triggers are

built on top of L1 single-jet trigger items. To cope with the rising luminosities during

run 2, the trigger HT threshold has been increased from 850 GeVin 2015 to 1 TeVin

the latter half of 2016. Since the trigger decision is based on HT computed from online

jet momenta, which is not identical to the jet momenta computed offline from fully

calibrated jets, the triggers show a slow onset behaviour with respect to offline HT as

can be seen in figure 59 (left). While an offline HT cut is applied for all fully-hadronic

signal regions, the cut does not ensure fully effcient triggers. Therefore, the onset

behaviour and especially its modelling in simulation has to be taken into account.
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period run numbers lowest-unprescaled trigger Int. Lum. [fb−1]
2015 276262-284484 HLT_ht850_L1J75 3.2
2016 297730-300279 HLT_ht850_L1J75 0.6

300345-311481 HLT_ht1000_L1J100 32.5
2017 325713-340453 HLT_ht1000_L1J100 44.3
2018 349169-364292 HLT_ht1000_L1J100 58.5

Table 24. List of all lowest unprescaledHT triggers alongside the data-taking periods during
which they were used and the corresponding integrated luminosity.
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Figure 59. Left: Comparison of HT trigger onsets between data and simulation for all HT
triggers used in the analysis. The onsets were produced from events that were selected by
single-muon triggers. Middle and right: HT trigger efficiencies as function of dark pion
mass and η parameter. All simulated SU(2)L signal points are plotted in the middle panel,
the SU(2)R efficiencies are shown on the right.

It is studied in detail in section 5.7.2.7. A full list of all used HT triggers is given

in table 24 alongside the relevant datataking period and corresponding integrated

luminosities.

The efficiencies of HT triggers in selecting signal are plotted in Figure 59 for

all simulated signal samples. The triggers reach 100% efficiency for the highest dark

pion masses, but have low to zero efficiency for low masses. Just like for single-lepton

triggers the efficiency generally increases for lower η values since topologies tend to

be very boosted after the decay of the heavy dark rho. The efficiency is only reduced

for those mass points which have a large contribution from Drell-Yan production,

especially the η = 0.15 mass points in the SU(2)L models.
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5.4.2 Offline event selection

Only events recorded in the physics_Main stream are considered for this search. The

debug stream, which contains events for which the HLT has timed out or crashed,

will be used for an independent check.

Interaction vertices are reconstructed from ID tracks, where the tracks are

required to have transverse momentum ptrkT > 500 MeV [173]. Candidates for the

primary vertex are required to have at least two associated tracks. The candidate

with the largest ∑(ptrkT )2, where ptrkT is the transverse momentum of an associated

track, is labelled the primary vertex (PV). Events that fail the reconstruction of a

PV are rejected.

All data events are required to pass the standard good run list (GRL) selection,

which allows for the rejection of individual lumi blocks within the data taking of an

LHC fill. The lists recommended by the DataPreparation Group [239] are used. They

correspond to versions 20170619 for data recorded in 2015, 20180129 for 2016 data,

20180619 for 2017 data and 20190318 for data from 2018.

Furthermore, a number of event-level vetos are applied to reject bad or corrupted

events. This includes checks for LAr noise bursts (xAOD::EventInfo::LAr),

corruptions in the Tile calorimeter (xAOD::EventInfo::Tile), events affected by

the recovery procedure for single-event upsets in the SCT (xAOD::EventInfo::SCT),

and incomplete events due to a TTC (Timing, Trigger and Control) restart

(xAOD::EventInfo::Core).
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5.4.3 Discriminating variables

The analysis uses a collection of discriminating variables, some common to both

channels, some specific for each of them. The variables are listed and described

below:

– HT is the scalar sum of transverse momentum for jets in an event.

– Njets is the number of jets in the event, reconstructed and identified as described

in section 5.3.3

– Nb−jet is the number of jets identified as coming from a b-decay using a 77%

efficiency working point, following section 5.3.5

– mjet,R=1.2 is the re-clustered anti-kTR = 1.2 jet mass

– mbb/pT,bb for a large-R jet is the ratio of mass to pTfor the system of the two

closest b-tagged jets to the large-R jet

– ∆R (j, b2) for a large-R jet is the distance between the second closest b-tagged

jet and the large-R jet

mbb/pT,bb is computed for a large-R jet by adding the 4-vectors of the two closest

(smallest ∆R) b-tagged jets and then dividing the mass of this object by its pT. The

mass of both b-jets is set to 5 GeV for this calculation only. The all-hadronic signal

region selection uses mbb/pT,bb and ∆R (j, b2) to require two well-separated, b-tagged

jets in both large-R jets in an event to suppress the QCD multijet background.
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5.4.4 Object selection

5.4.4.1 All-hadronic channel

In addition to the trigger, good run list, jet/muon cleaning, and derivation

requirements, the selections listed in table 25 are applied for all all-hadronic studies

shown in this note. This preselection requires zero loose-leptons, HT greater than

1150 GeV and at least six jets in an event with pT > 25 GeV. This HT selection has

been chosen to exclude the vast majority of the trigger onset region where the HT

trigger does not have full efficiency yet and where the analysis would be susceptible

to a mismodeling of the onset behaviour in simulation. A flavour tagging requirement

of three b-tagged jets is applied to reject low b-tag backgrounds. The two large-R jets

with the largest pTare required to have mass over 190 GeV to exclude SM processes.

Table 25. Summary of the preselection cuts used in the all-hadronic channel.

Cut Preselection
loose ` 0
HT > 1150 GeV
p6
T,jet > 25 GeV

Nb−jet ≥ 3
m1

jet,R=1.2 > 190 GeV
m2

jet,R=1.2 > 190 GeV

Event yields with this preselection applied are shown in table 26. SM processes

with final states containing multiple top or bottom quarks were investigated as

potential backgrounds and are included in this table. The dominant background

originates from QCD multijet events as can be inferred by the large data yield

compared to the sum of MC backgrounds. In signal and validation regions this QCD

multijet background is determined through a data driven method. The major MC

143



background is tt̄, with additional contributions from W/Z + jets, single-top and tt̄

+X. Multiboson backgrounds are almost entirely excluded by the preselection.

Table 26. All-hadronic preselection yields for data and Monte Carlo samples.

Sample Yield Percent SM MC sum
tt̄ 8690.6 81.7
W/Z + jets 1167.8 11.0
tt̄ + X 402.5 3.8
SingleTop 372.1 3.5
Multiboson 0.8 « 1
SM sum 10633.8 100
SU2L-25-400 1276.2
SU2L-25-500 484.1
SU2L-25-600 176.9
Data 67339

Applying the event quality, trigger, and preselection cuts results in the data,

MC and example signal point yields listed in the cutflow in table 27. Each row of

this table shows the weighted events yields after application of all cuts listed above.

Appendix A.4 contains additional cutflows for all SM backgrounds and additional

signal points.

Signal yields across the signal point grid with the preselection applied are shown

in Figure 60. The preselection cuts were optimised using the η = 0.25 and mπD
=

500 GeV signal point as a benchmark. The signal yields drop significantly at high

dark pion masses and for small η values due to the large decrease in production cross

section as shown in Figure 53. Additionally, for the samples with η = 0.15 Drell-

Yan dark pion production becomes relevant and takes over as dominant production

mechanism for mπD
> 400 GeV resulting in further reduced signal yields.

Distributions of all-hadronic preselection and signal region discriminating

variables are shown in figures 61-63. These plots compare normalized distributions of

MC backgrounds to three reference signal points. No multijet background estimate
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Figure 60. All-hadronic preselection yield and efficiency for SU(2)L signal points. The
signal region has been optimized for η = 0.25 and mπD = 500 GeV. SU(2)R is not targeted
in the all hadronic channel due to the low cross section at large πD and ρD masses in this
model.
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is included in these plots as they are intended to show signal discrimination from

MC backgrounds. Kinematic distributions of jets in preselected data events and their

stability over time have been studied in appendix A.5, the sensitivity of the key

preselection quantities to pileup were investigated more closely in appendix A.6.
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Figure 61. Plots of the all-hadronic preselection variables with the last bin including overflow
events. Statistical uncertainties are indicated by the shaded region. The QCD multijet
background is not calculated at the preselection stage. The η = 0.25 signal points shown
are highly boosted which results in merging of R=0.4 jets and a reduced number of jets.

147



200 300 400 500 600 700
Leading large-R jet mass [GeV]

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

N
or

m
al

iz
ed

 e
ve

nt
s 

/ 2
4 

G
eV

ttbar Vjets

ttbarPlusX singleTop

multiboson SM: 1.0

SU2L-25-400 SU2L-25-500

SU2L-25-600

200 300 400 500 600 700
Leading large-R jet mass [GeV]

0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a 
/ S

M
 r

at
io

-1 = 13 TeV, 139 fbs

200 250 300 350 400 450 500 550 600 650
Subleading large-R jet mass [GeV]

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

N
or

m
al

iz
ed

 e
ve

nt
s 

/ 2
5 

G
eV

ttbar Vjets

ttbarPlusX singleTop

multiboson SM: 1.0

SU2L-25-400 SU2L-25-500

SU2L-25-600

200 250 300 350 400 450 500 550 600 650
Subleading large-R jet mass [GeV]

0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a 
/ S

M
 r

at
io

-1 = 13 TeV, 139 fbs

Figure 62. Plots of the all-hadronic preselection variables with the last bin including overflow
events. Statistical uncertainties are indicated by the shaded region. The QCD multijet
background is not calculated at the preselection stage. Signal region selections as described
by table 28 are indicated with a vertical line. Individual SR bins select sub-regions of
leading and sub-leading large-R jet mass for improved background discrimination.
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Figure 63. Plots of the all-hadronic preselection variables with the last bin including overflow
events. The Multijet background is not estimated for this selection. The mbb/pT,bb> 0.25
selection is intended to suppress QCD multijet events. Signal region selections as described
by table 28 are indicated with a vertical line. Leading and sub-leading large-R jet ∆R(J, b2)
is required to be less than 1.0. Statistical uncertainties are indicated by the shaded band.
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5.5 Signal region definitions

5.5.1 All-hadronic channel

The all-hadronic signal region (SR) is optimized for medium to low η values and dark

pion masses larger than 400 GeV. In particular, the signal point with η = 0.25

and mπD
= 500 GeV was used as benchmark. This selection adds requirements on

large-R jet kinematics, b-jet kinematics, and b-tag matching requirements to both

large-R jets in addition to the preselection. The signal region is binned in leading

and subleading large-R jet mass to improve the sensitivity of the all-hadronic channel.

From here on the bins of the SR are treated individually. Specifically this means the

QCD multijet estimation is performed individually for each SR bin, and the final

selection therefore has to account for the different leading and subleading jet mass

requirements in each of these SR bins. Two tagging selections are applied to each of

the leading two large-R jets in order to reconstruct two dark pions in the event as

described in appendix A.2. A large-R jet is considered bbi tagged if the ∆R between

the large-R jet and the second closest b-tagged jet is less than 1.0. Here and in the

following the subscript i identifies the jet. A large-R jet is considered πD,i tagged

if its mass falls into the mass window which defines the current SR bin. The tag

definitions are summarised in table 28.

The signal region requires both large-R jets to pass both tagging selections. The

remaining events with one or two tags form the regions used for the data driven QCD

extrapolation, the three-tag events are used as validation. This will be discussed

in detail in section 5.6. To further exclude multijet events a common selection of

mbb/pT,bb > 0.25 is applied to both large-R jets in the SR and all extrapolation regions,

150



where mbb/pT,bb is defined as the ratio of the mass to the transverse momentum of

the pair of b-tagged jets closest to a large-R jet. Only the leading and subleading

jet are considered in this evaluation. Additional reclustered jets with lower pTare not

included even if the leading jets should fail the selection cuts.

Table 28. The all-hadronic SR selection is specified by four tag selections. The SR is divided
into nine bins for improved sensitivity and the tag selections depend on the bin.

Large-R jet tag variable selection
Both leading large-R jets mbb/pT,bb > 0.25
Leading large-R jet πD,1 mjet,R=1.2 bin selection
Subleading large-R jet πD,2 mjet,R=1.2 bin selection
Leading large-R jet bb1 ∆R (j, b2) < 1.0
Subleading large-R jet bb2 ∆R (j, b2) < 1.0

This region has been optimized for the SU2L-25-500 signal point, with a pion

mass of 500 GeV and an η value of 0.25. The high boost from the small η

results in a relatively small ∆R for the dark pion constituents allowing efficient pion

reconstruction via the reclustered large-R jet mass, as can be judged from 62.

Each SR bin selects a window in leading and sub-leading large-R jet mass

providing sensitivity to a range of η and dark pion masses as well as greater sensitivity

to the targeted optimization point. Figure 64 shows the signal region bin definitions

and the yields for the benchmark SU2L-25-500 signal point. Yields for additional

signal points are shown in appendix A.7.

The large-R jet tags were selected for background discriminating power and

suitability for an extended ABCD QCD multijet estimate. The extrapolation regions

used for this data driven estimate use the already introduced tag selections and

their corresponding anti-tags, which will be defined in section 5.6. These selections

were optimized by independently varying each cut in a reference signal region,

computing a full background estimate including MC and multijet background, and
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Figure 64. SR mass selection (left) and signal yield for point SU(2)L 25 500 in each SR bin
(right). The ABCD regions selection was chosen to exclude ttbar from all regions. The SR
bins are open ended for the largest leading and subleading jet masses.

then maximizing the expected significance. A cutflow and example plots from this

optimization with an unbinned signal region are shown in appendix A.8.

5.6 Background estimation

5.6.1 Background estimation in the all-hadronic channel

QCD multijet is the dominant background for the all-hadronic channel. A data-

driven method is used to estimate this background, while MC simulation is used

to estimate the remaining SM processes as described in section 5.2.2. Typical

ABCD extrapolations are based on two discriminating variables. Here, however, we

employ an extended ABCD method that relies on four instead of two discriminating

variables, which allows the correction of correlations between pairs of discriminating

variables and provide validation regions close to the signal region selection. Because

MC backgrounds make up less than 20% of the total SM background in the SR, no

control regions are used to scale the MC estimates. The multijet estimate extrapolates
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from regions with small leading and sub-leading mjet,R=1.2 and large ∆R (j, b2) to SR

bins with large leading and sub-leading mjet,R=1.2 and small ∆R (j, b2). The SR bin

selections are defined by two tag selections for each of two large-R jets as described in

section 5.5. Anti-tags, denoted by a slashed tag label, are orthogonal selections which

invert the selection or select a small large-R jet mass for πD,i tags. The combinations

of possible tags and anti-tags in an event result in the 16 regions shown in figure 65.

The extended ABCD method extrapolates from regions with one tag to the signal

region bins. Two tag regions are used to determine correlation correction factors and

three tag regions are used for validation of the estimate.

The SR is divided into leading and sub-leading jet mass bins in order to improve

analysis sensitivity. For each of these nine bins the multijet background is estimated

using an ABCD extrapolation. The πD,i tagging in these extrapolations selects one

of these bins while the bb tagging is independent of bin selection. Table 29 shows the

binned tag and anti-tag selections.

Table 29. All-hadronic binned tag selections. All of these selections are applied for each
bin of the signal region.

Large-R jet Tag Variable Tag selection Anti-tag selection
Both large-R jets mbb/pT,bb > 0.25
Leading large-R jet πD,1 mjet,R=1.2 bin selection =< 300 GeV
Subleading large-R jet πD,2 mjet,R=1.2 bin selection =< 250 GeV
Leading large-R jet bb1 ∆R (j, b2) < 1.0 >= 1.0
Subleading large-R jet bb2 ∆R (j, b2) < 1.0 >= 1.0

This data driven multijet extrapolation is a four variable generalization of the

ABCD method based on the QCD estimate described in [240], where the top tags

are replaced by πD,i tags and single b tags by bb tags to select for dark pions rather

than top quarks. Region labels used in the present analysis follow the same naming

convention as introduced in the reference.
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Figure 65. Tagging states for the 16 regions used to estimate QCD in the SR. Region S
labels a SR bin, regions BCEI are used for the ABCD extrapolation, regions DFGHJO are
used to compute correlation correction factors and regions KLMN are validation regions.
The estimate is done independently for all SR bins.

The extended ABCD method is a complex procedure, only the general concepts

of which are outlined here. For a more comprehensive explanations and additional

information and calculations we refer to appendix A.3.

To estimate the QCD multijet background a four variable ABCD estimate Ŝ ′ is

computed from data - MC counts in regions A, B, C, E, and I according to

Ŝ ′ = BCEI

A3 , (5.1)

where the letters represent the event counts in the respective regions. The estimate

is then multiplied by six k factors to correct for correlations between regions,

Ŝ = Ŝ ′ · kπD,1,bb1 · kπD,2,bb2 · kπD,1,bb2 · kπD,2,bb1 · kπD,1,πD,2 · kbb1,bb2 . (5.2)

A correlation factor is computed for each of the regions D, F, G, H, J and O. Each

correlation factor, kt1,t2 (where t denotes either a πD,i or bbi tag), is computed by

comparing its two variable (conventional) ABCD estimate to data - MC in the region

with both of these tags,

kt1,t2 = Nt1,t1 ·N�t1,�t2
N�t1,t1 ·Nt1,�t2

, (5.3)
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where the slash indicates an anti-tag and N the even counts. If the region counts are

independent for these tag selection than the expectation value of the corresponding k

factor will be 1. Correlation factors around 1.5 are observed between the πD,1 and bb1

tags as well as the πD,2 and bb2 tags. The bb1 and bb2 tags are highly correlated with

a k factor of 0.1 due to the preselection requirement of 3 b-tagged jets. This could

be mitigated by requiring 4 b-tagged jets, however, this would result in low statistics

and high signal contamination for the 4D ABCD extrapolation regions.

For each validation region, a three variable ABCD estimate is computed with

two correlation correction factors. For example, in region K where the leading jet

is tagged as πD,1 and ��bb1, and the sub-leading jet has tags πD,2 and bb2, the QCD

multijet estimate is

K̂ = J · C
A

kπD,1,πD,2 · kπD,1,bb2 . (5.4)

Data yields in all 1, 2, and 3 tag ABCD regions are shown in figure 66 individually

for each bin in the plane of leading and sub-leading mjet,R=1.2.

Full tables of data, SM MC, QCD multijet estimates, signal yields, signal

contaminations and k factors for each SR bin are shown in appendix A.9. Signal

contamination is less than 15% for all extrapolation regions. This contamination

results mainly from weak exclusion limits for the dark pion signal point with

mπD
= 300 GeV and η = 0.25. For all signal points the ratio of signal to background

in the extrapolation regions is small compared to the ratio of signal to background in

the most sensitive bin,

SCR/BCR � SSR/BCR . (5.5)
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Figure 66. Data yields for QCD estimate extrapolation regions. The nine tables correspond
to the signal region bins in the plane of leading and sub-leading mjet,R=1.2, i.e. in the
left column the leading jet has 300 GeV < mjet,R=1.2 < 325 GeV, in the middle column
325 GeV < mjet,R=1.2 < 400 GeV and in the right column mjet,R=1.2 > 400 GeV, while in
the lowest row the sub-leading jet has 250 GeV < mjet,R=1.2 < 300 GeV, in the middle row
300 GeV < mjet,R=1.2 < 350 GeV and in the upper row mjet,R=1.2 > 350 GeV

Satisfying this condition insures that any systematic contribution of a possible signal

to the ABCD estimate will not impact the sensitivity of the analysis. This criterion

was chosen following the discussion in [241].

Applying equation 5.2 to the data - MC counts in each of the extrapolation

regions for each of the SR bins results in a per bin QCD multijet estimate as shown

in figure 67. This data driven background estimation method extrapolates over four

discriminating variables with correction terms for correlation between any two of these

variables and can be validated through the closure of the estimate in the four 3-tag

validation regions K, L, M and N, which will be discussed in detail in the immediately

following chapter.
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Figure 67. Background estimates for binned all-hadronic SR, MC contribution on the left,
estimated QCD multijet yields on the right. The multijet background is estimated for each
bin of the SR using the ABCD method.

5.6.2 Background validation in the all-hadronic channel

Four QCD multijet validation regions are defined with the same binning as the all-

hadronic SR. Data is compared to SM MC plus the QCD multijet estimate in these

regions to validate the ABCD extrapolation and to provide a non-closure systematic

uncertainty. These VRs are defined by applying three tags and one anti-tag in order

to create validation regions as close to the SR as possible. The VRs are labeled K,

L, M and N with tag selections shown in figure 65.

Figure 68 compares data to SM estimated yields for each VR in each SR bin.

Data yields are within the uncertainty band for all of these regions, where the size of

the uncertainty band is determined and discussed in chapter 5.7.4.

157



binVRK binVRL binVRM binVRN binSRegion

1

10

210

310

E
ve

nt
s

QCD multijet

MC

SM: 479.7

Data: 478

SU2L-25-300

SU2L-25-400

SU2L-25-500

binVRK binVRL binVRM binVRN binS
Region

0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a 
/ S

M
 r

at
io

-1 = 13 TeV, 139 fbs
<325 GeV1300<m

2350 GeV <m

binVRK binVRL binVRM binVRN binSRegion

1

10

210

310

E
ve

nt
s

QCD multijet

MC

SM: 1129.5

Data: 972

SU2L-25-300

SU2L-25-400

SU2L-25-500

binVRK binVRL binVRM binVRN binS
Region

0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a 
/ S

M
 r

at
io

-1 = 13 TeV, 139 fbs
<400 GeV1325<m

2350 GeV <m

binVRK binVRL binVRM binVRN binSRegion

1

10

210

310

410

E
ve

nt
s

QCD multijet

MC

SM: 1126.9

Data: 1164

SU2L-25-300

SU2L-25-400

SU2L-25-500

binVRK binVRL binVRM binVRN binS
Region

0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a 
/ S

M
 r

at
io

-1 = 13 TeV, 139 fbs
<10000 GeV1400<m

2350 GeV <m

binVRK binVRL binVRM binVRN binSRegion

1

10

210

310

E
ve

nt
s

QCD multijet

MC

SM: 540.4

Data: 433

SU2L-25-300

SU2L-25-400

SU2L-25-500

binVRK binVRL binVRM binVRN binS
Region

0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a 
/ S

M
 r

at
io

-1 = 13 TeV, 139 fbs
<325 GeV 1300<m
<350 GeV2300<m

binVRK binVRL binVRM binVRN binSRegion

1

10

210

310

E
ve

nt
s

QCD multijet

MC

SM: 1000.5

Data: 902

SU2L-25-300

SU2L-25-400

SU2L-25-500

binVRK binVRL binVRM binVRN binS
Region

0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a 
/ S

M
 r

at
io

-1 = 13 TeV, 139 fbs
<400 GeV 1325<m
<350 GeV2300<m

binVRK binVRL binVRM binVRN binSRegion

1

10

210

310

E
ve

nt
s

QCD multijet

MC

SM: 689.3

Data: 641

SU2L-25-300

SU2L-25-400

SU2L-25-500

binVRK binVRL binVRM binVRN binS
Region

0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a 
/ S

M
 r

at
io

-1 = 13 TeV, 139 fbs
<10000 GeV 1400<m
<350 GeV2300<m

binVRK binVRL binVRM binVRN binSRegion

1

10

210

310

E
ve

nt
s

QCD multijet

MC

SM: 799.2

Data: 811

SU2L-25-300

SU2L-25-400

SU2L-25-500

binVRK binVRL binVRM binVRN binS
Region

0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a 
/ S

M
 r

at
io

-1 = 13 TeV, 139 fbs
<325 GeV 1300<m
<300 GeV2250<m

binVRK binVRL binVRM binVRN binSRegion

1

10

210

310

410

E
ve

nt
s

QCD multijet

MC

SM: 1517.3

Data: 1461

SU2L-25-300

SU2L-25-400

SU2L-25-500

binVRK binVRL binVRM binVRN binS
Region

0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a 
/ S

M
 r

at
io

-1 = 13 TeV, 139 fbs
<400 GeV 1325<m
<300 GeV2250<m

binVRK binVRL binVRM binVRN binSRegion

1

10

210

310

E
ve

nt
s

QCD multijet

MC

SM: 939.5

Data: 898

SU2L-25-300

SU2L-25-400

SU2L-25-500

binVRK binVRL binVRM binVRN binS
Region

0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a 
/ S

M
 r

at
io

-1 = 13 TeV, 139 fbs
<10000 GeV 1400<m
<300 GeV2250<m

Figure 68. Validation regions for each signal region bin. The shaded region indicates BG
uncertainty including statistical uncertainties and a 48% systematic non-closure error on
the QCD multijet estimate. Full systematic uncertainties are included in the results section
plots. Each validation region differs from the signal region by having exactly one anti-
tag. VRK requires less than 2 b-tagged jets matched to the leading large-R jet (the ��bb1
tag). VRL requires mjet,R=1.2 < 300 GeV for the leading large-R jet (the�πD,1 tag). VRM
requires less than 2 b-tagged jets matched to the sub-leading large-R jet (the��bb2 tag). VRN
requires mjet,R=1.2 < 250 GeV for the sub-leading large-R jet (the�πD,2 tag).
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5.7 Systematic uncertainties

5.7.1 Summary of systematics

There are a multitude of different sources of potential systematic variations to consider

in this analysis. They have been split up into three groups. Uncertainties arising

from instrumental origins are discussed in section 5.7.2, systematic uncertainties

from theoretical considerations are detailed in 5.7.3 and section 5.7.4 deals with the

uncertainty on the QCD multijet background estimation relevant only in the all-

hadronic channel.

For a better overview a list of all considered uncertainties is given in table 30.

5.7.2 Instrumental uncertainties

5.7.2.1 Luminosity uncertainty

The integrated luminosity of the full dataset used in this analysis was determined

with the LUCID-2 detector [205] following the method detailed in [27]. The

uncertainty on this value is determined to be 1.7% by using beam-separation scans

in x and y. The uncertainty value is applied to all simulated samples in the analysis

and is labelled Luminosity.

5.7.2.2 Pileup reweighting uncertainty

As described in section 5.2.4, all simulated samples are reweighted to match the

pileup profile observed in data. To estimate a systematic variation that might be

introduced by this procedure the scale factor applied to the pileup distributions is

varied from its nominal value of 1.0/1.03 to 1.0/0.99 to account for the up systematics
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Table 30. Overview of all considered systematic uncertainties. Some of the systematics
consist of several components, in such a case the number of components is indicated in the
right column. A star indicates that these components have been combined by adding the
uncertainties in quadrature before the final statistical analysis.

Source of uncertainty Components
Instrumental uncertainties
Luminosity 1
Pileup reweighting 1
Leptons

Electron scale factors 4
Electron resolution and scale 3
Muon scale factors 8
Muon resolution and scale 4

Jets
Jet vertex tagging 1
Flavour-tagging 22
Jet energy scale 23
Jet energy resolution 8

HT trigger efficiency 1
Theoretical uncertainties
tt̄ modeling

µR and µF variations 1*
PDF+αS variations 1*
mtop variations 1*
Generator 1
Parton shower 1
Choice of hdamp 1

QCD multijet estimate 1
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and 1.0/1.07 for the down systematic. The corresponding uncertainty is labelled

Pileup_Reweighting

5.7.2.3 Lepton uncertainty

Uncertainties on leptons arise from multiple sources around identification,

isolation, reconstruction, trigger as well as momentum scale and resolution.

Slight performance differences between data and simulation in lepton

reconstruction, identification, isolation and triggering are corrected by the application

of scale factors that have been estimated from tag-and-probe experiments in Z → l+l−

events in data and simulation [242, 234]. The scale factors constitute a potential

source of systematic variation. The uncertainties on the scale factors can be

propagated to the analysis in form of a set of alternative event weights. For electrons

this results in four individual variations labelled EL_SF_[ID/Isol/Reco/Trigger].

For muons eight components arise from ID, isolation, track-to-vertex association and

trigger (MU_SF_[ID/Isol/TTVA/Trigger]). Each of these four is in itself split up

into a statistical and a systematic component.

In simulation the lepton momentum scale and resolution is corrected to

match the distribution in data. This is a source of a potential systematic

variation. To evaluate the impact of scale systematics the lepton energy or

momentum is varied by ±1σ and the signal selection redone. For resolution

uncertainties the lepton energy or momentum is smeared and the signal

selection redone. For electrons this results in three individual components,

EG_RESOLUTION_ALL and EG_SCALE_[ALL/AFII], while for muons fourparate

components exist (MUON_[CB/SCALE] and MUON_SAGITTA_[DATASTAT/RESBIAS]).
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5.7.2.4 Jet vertex tagging uncertainty

Slight differences in efficiency of the jet vertex tagging (JVT) method in data

and simulation are addressed by applying scale factors to simulation. In [178]

systematic variations on these scale factors have been explored in different simulated

Z → µµ+jets samples. These uncertainties are propagated to the analysis in form

of additional event weights that are applied to all samples. The corresponding

uncertainty is labelled JET_Vertex_Tagging.

5.7.2.5 Flavour-tagging uncertainty

Flavour-tagging efficiency differences between data and simulation are corrected

by a reweighting of events. This introduces a source of potential systematic

variations. Uncertainties on the corrections are derived from dedicated flavour-

enriched subsets of the data which are propagated to the analysis in form of

alternative sets of event weights. All flavour tagging uncertainties are stored in

the central file 2019-21-13TeV-MC16-CDI-2019-10-07_v1.root. It comprises nine

independent NPs for b-tagged jets(labelled BTag_B_NP[1-9]), five parameters for c-

jets (BTag_C_NP[1-5]) and six parameters from light jets (BTag_Light_NP[1-6]).

Additionally there are two more NPs to extrapolate the measured uncertainties to the

high-pTregion labelled BTag_Extrapolation and BTag_Extrapolation_From_Charm.

5.7.2.6 Jet Energy Scale and Resolution for small-R jets

The determination of jet energy scale (JES) and jet energy resolution (JER)

is done by combining information from actual collision data, test beam data and

simulation as described in [243, 54]. The Jet/EtMiss group provides different types

of JES and JER systematics configurations where either all nuisance parameters (NP)

are kept independently or whether some of them are grouped [244]. For JES a total

of nearly 100 NPs exists that can be reduced by category to roughly 30, by a global
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reduction to about 20, or through a strong reduction to 6 or 7. In this analysis we

use the global reduction which is recommended for analyses that do not intend to

perform combinations with CMS.

JER has a total of 34 individual NPs that can be reduced to 13 in the FullJER

scheme, where the smearing is done both (pseudo-)data and simulation, or 8 NPs in

the SimpleJER scheme, where the smearing is done exclusively in simulation. Here

we use the SimpleJER scheme.

In section 5.9.1.1 we will see that all jet related systematics are unconstrained in

the Asimov fit, thus giving us confirmation that our choice of reduction scheme was

good and no additional parameters are needed.

5.7.2.7 HT trigger efficiency

TheHT triggers used in the all-hadronic channel are sensitive to the scalar sum of

jet momenta and therefore blind to muons which allows us to use events triggered by

single-muon triggers to study systematic uncertainties associated to HT triggers. In

order to characterise the trigger behaviour the onset functions have been evaluated

for events containing at least five jets with pT > 20 GeV or at least one large-R

parameter jet with R = 1.0 and pT > 200 GeV, where all jets are required to be

within |η| < 2.5. The onset functions are then built by plotting the trigger efficiencies

as function of the reconstructed offline HT constructed from all jets within |η| < 2.8

in the event for data and tt̄ MC. The resulting trigger onset functions are shown in

figure 69, where they are fitted with an error function of the form

ε(HT-trigger) = A

2

[
1 + erf

(
Hoffline

T −B√
2C

)]
(5.6)

where the parameter A corresponds to the plateau value of the trigger and is fixed to

1.0, parameter B represents the effective threshold for which the HT-trigger reaches
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50% efficiency and parameter C the resolution as the width of a Gaussian that

cumulatively models the slope of the fit.
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Figure 69. Onsets for HLT_ht850_L1J75 (left) and HLT_ht1000_L1J100 (right) in
data and tt̄ MC. The onsets were produced from single-muon triggered events with a jet
multiplicity selection. See text for more details. The dashed vertical lines correspond to
the offline HT values for which the triggers reach 90% efficiency.

As can be seen in figure 69 the trigger reaches full efficiency for data and MC.

However, since the offline HT cut does not necessarily guarantee a working point

in the plateau region, the differences in the onset behaviour between data and MC

have to be considered as a systematic uncertainty on the expected signal yield. This

is estimated by folding the onsets with the offline HT spectrum for all signal MC

samples. In this process the tt̄ MC events are solely used to obtain the shape of

the simulated onset of a given trigger chain to assess its differences with the shape

in data. The total uncertainty is estimated from three individual components: the

relative difference between the signal yields obtained from using the onset fit from

data and tt̄ MC, the maximal relative effect of independent ±1σ variations of the

fit parameters B and C on the fit in data, and independent fit parameter variations

on the fit in MC. The abolute uncertainty is then calculated by adding the three

components in quadrature.
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The uncertainties are estimated for all signal points and both used HT triggers

where the signal offline HT distributions were built from events with the same pileup

profile as expected during the periods during which the relevant trigger was active.

Offline HT cuts in various signal regions have also been taken into account. To get

meaningful uncertainties for each mass points the derived uncertainties per trigger are

weighted according to the integrated luminosities during which the trigger was used

for data taking, as can be extracted from table 24. Figure 70 shows the individual

uncertainties for all HT triggers and all signal points as well as their luminosity-

weighted combination. As can be easily seen the systematic uncertainties due to the

HTtrigger onset are small for all signal samples. We apply a flat systematic of 0.04%

labelled HT_trigger.
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Figure 70. Estimated systematic uncertainties on the HT trigger efficiency evaluated for all
SU(2)L samples of the original signal grid on the left and all SU(2)R samples on the right.
The uncertainties derived from the onset for individual triggers are shown with coloured
markers, while the solid line indicates the luminosity-weighted combination of both triggers.

5.7.3 Theoretical cross sections

5.7.3.1 tt̄ uncertainty

The leading simulated background in both analysis channels is tt̄. It is affected

by a number of systematic uncertainties that impact both scale and shape of

distributions.
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An uncertainty of ±6% is assigned on the inclusive tt̄ production cross-section

at NNLO+NNLL which is the result of adding in quadrature contributions from

renormalisation and factorisation scale variations (obtained by independently varying

the parameters µR and µF by a factor 0.5 and 2.0 and taking the envelope), PDF

and αS variations (where variations follow the PDF4LHC treatment [245] with the

typical Var3c variations of the strong coupling constant αS) and mass uncertainty

(which follows from variations of the top mass by ±1 GeV) [246]. The associated

systematic is labelled ttbar_cross_section.

An uncertainty introduced by the choice of generator is estimated by comparing

the nominal tt̄ samples with a different set of samples that were generated using

MadGraph5_aMC@NLO. It is subsequently denoted by ttbar_matching_scheme

A further source of systematic uncertainty is the choice of parton showering

model in the samples. To assess the impact the nominal samples are compared with

an alternative set of samples where the parton showering was done using Herwig7.

The associated systematic uncertainty is labelled ttbar_parton_shower.

The impact of a variation of the hdamp parameter is assessed by comparing the

nominal samples to an alternative set of samples for which hdamp has been set to

3.0 ·mtop. The corresponding uncertainty is identified as ttbar_hdamp.

5.7.3.2 Minor simulated backgrounds

All other simulated backgrounds are negligible in the all-hadronic channel and

we therefore assign no systematic uncertainty on them.
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5.7.4 QCD multijet background estimation

Deviations of the ratio between data and SM estimate from unity, denoted kV R =

(data-MC)/QCD, are used to estimate a non-closure systematic uncertainty for the

4D ABCD method. The factors are multiplied together and the absolute value of the

deviation of this product from 1 is used as the systematic uncertainty,

σABCD = |1− kKkLkMkN |. (5.7)

This quantity is computed for each bin of the SR to produced the values shown in

figure 71. The worst case, 48%, is applied as a non-closure systematic uncertainty for

all bins and can subsequently be identified via the label ABCD.
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Figure 71. ABCD non-closure systematic uncertainty for each bin of the SR. All shown
numbers are given in percent.
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5.8 Unblinding Strategy

According to common practise this analysis has been conducted in a blinded manner,

which means at no point have data events in the signal regions been examined. This

was ensured by dedicated blinding algorithms which have prevented that data events

in the signal regions were carried through to the analysis ntuples to prevent any

accidental unblinding. Our blinding strategy was developed early on in the analysis

process and consists of the following steps:

1. Development of a strategy to select dark meson events based on simulated

samples and define signal regions for the search.

2. Estimate the expected SM backgrounds in the signal regions, optimise selection

for maximum sensitivity to dark meson events, and derive dedicated control

and validation regions by creating orthogonal selections where the signal

contribution is negligible.

3. Use data in the control regions to validate the background estimate in the 1-

lepton channel. In the all-hadronic channel the control regions are used to

estimate QCD contributions directly from data. The background estimate is

validated in dedicated validation regions.

4. Evaluate the expected signal and background contributions in the signal regions

to calculate the sensitivity of the analysis only considering pseudo data.

After the completion of all four steps and the appropriate approval procedures

from the editorial board and the HQT group we feel confident to unblind data in

the signal regions and run the same statistical analysis tools as before with real data
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instead of pseudo data. Depending on the results two different interpretations can be

considered:

If a significant excess of events beyond the prediction from SM expectation is

observed, we will test all signal hypothesis against the observed data distribution

using the TRExFitter framework as described below to determine the statistical

significance of the data excess. In the absence of a significant excess, the same

statistical analysis framework can be used to derive 95% confidence level exclusion

limits on the considered signal models. In either case we plan to ultimately combine

the results of the all-hadronic and the 1-lepton channel.

5.9 Final statistical analysis

5.9.1 All-hadronic Channel

The statistical analysis in the all-hadronic channel relies on a profile-likelihood fit

over all nine signal region bins defined by the leading and subleading jet mass.

Figure 72 shows an example of the predicted SM background and its composition

in the SR alongside the expected event yields from three different signal+background

hypotheses to illustrate how a potential signal would manifest itself. As expected,

the dominant background originates from QCD events with an additional significant

contribution coming from tt̄ events. The red dashed line corresponds to the signal

point for which the signal selection was primarily optimised.

Two different versions of the fit are performed. They are described below in

dedicated chapters.
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Figure 72. Predicted background in the signal region of the all-hadronic channel. Three
different signal hypotheses are stacked onto the SM prediction to illustrate how signal
would manifest itself. The shown uncertainty is a combination of statistical and systematic
uncertainties. The x-axis labels reflect the different SR bins with the first number indicating
the lower cut on the leading large-R jet mass and the second number the cut on the
subleading large-R jet mass (compare e.g. to figure 67).
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5.9.1.1 Asimov fit

For the Asimov fit no real data is considered and it is therefore possible to perform

this fit while the analysis is still in a blinded state. Instead a set of pseudo-data which

corresponds exactly to the background prediction ("Asimov data") is generated and

fitted in all signal region bins. This allows to probe and cross-check two aspects of

the fit model: First, the expected constraints on all fitted nuisance parameters and

second, the expected sensitivity of the analysis to all considered signal points.

The fit itself is performed as if the Asimov data were real data. This means

all signal hypotheses are evaluated against the pseudo-experiment to derive 95%

confidence level intervals on the possible signal strength using the CLS method

defined in [201], which can in turn be converted into expected limits by multiplying

them with the cross section of the signal hypothesis. The fit is conducted

using the TRExFitter package which interfaces with HistFactory [247] and

RooStats [248]. All estimated systematic uncertainties are included in the fit and

TRExFitter automatically evaluates whether the systematic is kept as a whole,

its shape dropped, or dropped altogether2. This step is referred to as "systematics

pruning" and is applied individually for each signal and background component as

well as each signal region. Since most systematics have a very limited impact on the

present analysis, the majority of them are dropped at this stage. Figure 73 gives an

overview of the results of the pruning step in the Asimov fit. As can be expected, no

lepton systematic plays any role for the fit and even the majority of the jet systematics

have too small an impact to be of relevance to the analysis. This is mainly due to the

compensating nature of the multijet background estimate. Any variation in simulated

2Due to the special nature of the QCD estimate of this analysis no shape information is relevant
here since each signal region consists only of a single bin. Hence TRExFitter drops the shape of
all systematics without loss of information.
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Figure 73. Summary of the results of the systematics pruning in the fit on Asimov data.
Each panel represents one bin of the signal region, while the columns within each panel
represent the individual background components or signal. As an example the dark pion
signal point with η = 0.25 and mπD = 400 GeV was added here. Red boxes indicate
that a systematic is negligible for a specific signal region bin and component. Yellow boxes
indicate that the systematic is kept and considered as a nuisance parameter in the fitting
(the reason these do not appear green is because all signal regions are one-bin regions which
TRExFitter treats as if it dropped the shape, hence the yellow colour code). Grey boxes
indicate that the systematic does not apply to this signal or background component. A
technical issue caused the absence of two systematics for the tt̄ + X sample, however, we
expect this to have no bearing on the results of the analysis.172



event counts gets compensated for by the multijet estimate as it is constrained directly

to data.

A binned likelihood function operates by minimising the quantity q(µ) =

−2 logL. Here, the likelihood L is defined as

L(µ, θ|S,B,N) =
∏
i∈bins

P (Ni|µSi +Bi)× P (Si +Bi|γi)
∏

j∈syst.
G (θj, σj) (5.8)

where N is the number of data events, S the number of predicted signal events, B

the expected background events, θ the set of nuisance parameters corresponding to

systematic uncertainties (the systematics are scaled in such a fashion that before

the fit all uncertainties have θj = 0), γ the set of statistical uncertainties on the

number of predicted events (also here the scaling is done to make γi = 1) and σ

The uncertainties in the nuisance parameters modelling the systematic uncertainties

(scaled so σj = 1 before the fit). The quantities indexed with i refer to the quantity

in a specific bin, while the index j refers to a specific systematic. Statistical and

systematic uncertainties are taken to be Poissonian (P) and Gaussian (G) distributed

nuisance parameters.

The fit is performed under the background plus signal (S+B) hypothesis. The

minimisation is done using the Minuit2 minimisation package [249], which yields

the optimal values for µ and the set of nuisance parameters θi, γi and σi. From

these parameters it is possible to create a modified set of plots showing the post-

fit distributions. Figure 74 contains a direct comparison of the pre-fit and post-fit

distributions in all signal region bins. As expected, the post-fit plots show a significant

reduction in the size of the uncertainty band due to constraints and (anti-)correlations

of systematic uncertainties revealed by the fit.
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Figure 74. Pre-fit background estimate in all bins of the signal region on the left, the right
plot shows the same after the fit was performed. The red dashed line shows an example
SU(2)L signal point with η = 0.25 and mπD = 400 GeV. The uncertainty bands contain all
statistical and systematic uncertainties. The x-axis labels reflect the different SR bins with
the first number indicating the lower cut on the leading large-R jet mass and the second
number the cut on the subleading large-R jet mass (compare e.g. to figure 67).

Figure 75. Correlation matrix of the Asimov fit in the all-hadronic channel. Shown are only
parameters that have at least a 2% correlation with any of the other nuisance parameters.
All shown numbers are given in percentages.
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An easy way to visualise the correlations between nuisance parameters is to

plot them in a correlation matrix. This was done in figure 75 and shows a strong

correlation of the signal strength µ with the uncertainty on the QCD multijet estimate

(listed as ABCD). This correlation is to be expected as the multijet uncertainty is

designed in a very conservative way and in the absence of real data is very sensitive

to variations in the signal strength. This also results in large constraints as described

below. Further smaller and therefore tolerable correlations can be observed for the tt̄

theory uncertainties (parton shower, matching scheme and hdamp parameter) with

the systematic on the multijet estimate. All remaining parameters are virtually

uncorrelated.

The fitted nuisance parameters are shown in figure 76. As the fit is performed

on Asimov data we do not expect to see pulls for any of the nuisance parameters,

but constraints on the parameter imposed by the fit. Only two systematics show

any constraint at all: a negligible constraint for the tt̄ matching scheme and a

significant constraint on the uncertainty on the QCD multijet estimation. The

constraint on the matching scheme likely results out of the correlation with the QCD

multijet systematic, while the constraints on the multijet estimation themselves are a

consequence of the Asimov fit: in the absence of real data the fairly large uncertainty

can be reduced quite dramatically resulting in the observed constraints.

In order to estimate which parameters have the largest impact on signal, each

nuisance parameter is pulled one sigma up and down while re-doing the minimisation

of the likelihood. The change in the signal strength parameter µ is noted which

corresponds to the uncertainty on µ from this parameter. It is now possible to plot

these nuisance parameters ranked according to their impact on the signal strength.

This was done in figure 77. As expected, the largest impact comes from the QCD
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Figure 76. Nuisance parameters for the Asimov fit in the all-hadronic channel. Constraints
are only visible to the tt̄ matching scheme systematic and the parameter associated with
the QCD multijet background estimation (ABCD).
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Figure 77. Ranking plot of the most impactful nuisance parameters in the fit to Asimov
data.
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Figure 78. Expected upper limits on the dark pion production cross sections in the all-
hadronic channel using the CLS method for all SU(2)L models in four slices of η. The
dashed line represents the expected limit derived from the background-only hypothesis with
the one and two sigma uncertainty bands shown in green and yellow. The solid purple line
is the dark pion cross section prediction from theory. The shown uncertainties correspond
to statistical plus systematic uncertainties.

multijet estimation uncertainty with the γi from the signal region bins showing up

next. All remaining parameters have virtually no impact on the signal strength.

The results of the fit are used to derive expected upper limits on the production

cross sections of dark pions. In figure 78 the limits are drawn in four slices of η
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Figure 79. Expected exclusion limits in the η–mπD–plane for SU(2)L signal models in the
all-hadronic channel.

corresponding to the values η = 0.45, 0.35, 0.25 and 0.15 in the SU(2)L models.

The jagged shape of the exclusion band for η = 0.45 is mainly caused by a lack of

statistics due to the very low signal efficiency in this extreme corner of signal phase

space. The corresponding expected exclusion limits in the two-dimensional η–mπD
–

plane are drawn in figure 79.

As can be seen, it is possible to make statistically significant observations of

dark pion events in the all-hadronic channel over a broad range of η and dark pion

mass values. Comparing the expected limits to existing limits in figure 55 or the

grey area in figure 79, it becomes clear that the all-hadronic channel is able to stand

by itself and deliver not just a significant improvement over existing limits, but a

worlds first. Since the production cross sections for dark pions from SU(2)R models

are significantly smaller than for SU(2)L models, the all-hadronic channel has no

sensitivity to any SU(2)R signal points.
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CHAPTER VI

CONCLUSION

In this thesis I describe two searches which aim to discover or exclude dark matter

signals. Excluding these signals allows us to constrain beyond the Standard Model

parameter space and informs future searches. In the search for direct production

of the supersymmetric partner to the top in the all-hadronic Jets+Emiss
T final state

we did not find any significant excess over Standard Model predictions and we are

able to exclude stop masses up to 1.25 TeV for neutralino (χ̃0
1) masses below 200 GeV.

This search significantly extends exclusion limits from the previous search at 36.2 fb−1

search as shown in Figure 81.
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Figure 80. Observed (red solid line) and expected (black dashed line) exclusion contours at
95% CL as a function of the (a) χ̃0

1 vs t̃ masses and (b) ∆m(t̃, χ̃0
1) vs t̃ mass. Masses that are

within the contours are excluded. Uncertainty bands corresponding to the ±1σ variation of
the expected limit (yellow band) and the sensitivity of the observed limit to ±1σ variations
of the signal total cross section (red dotted lines) are also indicated. Observed limits from
previous ATLAS searches [107, 108, 109, 110, 112, 13] based on 36.1 fb−1 of pp collision
data are provided for comparison in grey.

The search for dark mesons decaying to top and bottoms quarks is in editorial

review and the signal regions are blinded at the time of this writing. This search
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Figure 81. Run 2 expected exclusion limits in the η–mπD–plane for SU(2)L signal models
in the all-hadronic channel.

is expected to exclude dark pion masses up to 500 GeV for 2 TeV dark rho mesons.

Although observed limits cannot be shown for this search, the sensitivity for discovery

or exclusion is expected to exclude dark pion masses up to 500 GeV for 2 TeV dark

rho mesons as shown in Figure 81. A single-lepton channel search is also in progress

and we intend to combine these analysis for greater statistical power and coverage of

the dark meson parameter space.

LHC Run 3 is now in progress and is projected to produce 250 fb−1 of proton-

proton collisions at
√
s = 13.6 TeV by its conclusion in 2025 [14]. The scaling of

search sensitivity with luminosity of an example dark meson signal point is shown

in Figure 82 for a range of multijet systematic uncertainties. We expect a Run 3

all-hadronic dark meson analysis to excluded dark pion masses up to 700 GeV. The

HL-LHC [15] will increase collision rate and center of mass energy to allow collection of
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3000−4000 fb−1 of proton-proton collisions at
√
s = 14 TeV. Extrapolated exclusion

and discovery sensitivity for direct stop production using HL-LHC data is shown in

Figure 83. Future searches for the direct stop production and dark mesons will make

use of higher center of mass energies, increased luminosity and improved analysis

strategies to further contribute to our understanding of dark matter.
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Figure 82. Extrapolated search sensitivity for an example SU(2)L signal point with a
600 GeV dark pion and 2.4 TeV dark rho for a range of multijet systematic uncertainties
(this uncertainty is 48% in the Run 2 analysis). The black line indicates expected exclusion
at 95% confidence. Multijet statistical and systematic uncertainties only are included in
these binomial expected Z estimates.
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APPENDIX

DARK MESON SEARCH ADDITIONAL STUDIES

A.1 Dark pion production cross sections

SU(2)L and SU(2)R cross sections depend on the mass of the dark rhos and pions,

with SU(2)L models having larger cross sections at similar masses. This can be seen

in 2D grids of η vs dark pion/rho mass, which are plotted in figure A.1 for convenience.

Figure A.1. Signal cross sections plotted on η vs dark pion/rho mass gridpoints for SU(2)L
(top row) and SU(2)R (bottom row). Note that the axes are flipped for the rho mass
dependence in the plots on the right.
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A.2 Dark pion reconstruction

The all-hadronic dark pion signature consists of up to ten jets with four of these from

B-mesons. In this analysis dark pions are reconstructed using large-R jet reclustering

of R=0.4 jets and matched to b-tagged R=0.4 jets. The large-R jets are reclustered

with a distance parameter R chosen for efficient dark pion reconstruction. The optimal

R value of a signal point depends on the dark pion mass and boost (set by the ρ

parameter).Figure A.3 shows the dependence of the distance in ∆R between the top

and bottom decay products of dark pions on their pT for two signal points. R=1.2

has good efficiency for these signal points and this efficiency increases with dark pion

boost.

⇢0
D

⇡+
D

t

⇡�
D

t̄

p

p

b

W+

b̄

b

W�

b̄

16

Figure A.2. Dark pions can decay into a top and a bottom quark (left). The dark pion can
be identified from jet mass and the flavor tagging of its constituents.

R values of 0.8,1.2, and 1.4 were considered for dark pion reconstruction. An R

value of 1.2 was chosen to capture dark pion decay products for the targeted SU(2)L

signal point with η = 0.25 and mπD
= 500 GeV while minimizing acceptance of

multi-jet and pile-up jets. Figures A.4 and A.5 compare large-R jet reconstruction

for different R values. The leading and subleading jet masses of these large-R jets are

the primary discriminating variables for this analysis.
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Figure A.3. Leading dark pion truth pT compared to the ∆R of the its decay products for
two signal points.
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Figure A.4. Jet reclustering for a range of R parameters. R=1.2 jets provide good signal
reconstruction while limiting multijet background events.
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Figure A.5. Reclustered leading and subleading jet masses for three R parameters for
the SU2L signal point with η = 0.25 and mπD = 400 GeV. The subleading jet mass
reconstruction results in a broad peak and requires a looser selection. The R=1.2 parameter
was chosen for efficient dark pion reconstruction.
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A.3 The extended ABCD method

The dominant background for this analysis, QCD mutli-jet, is estimated using a

data-driven approach to extrapolate from the observed contribution in low signal

contamination regions to an estimate in the signal region. This four feature

generalization of the ABCD method is similar to multi-jet estimation described in

[240], but with tag definitions which select dark pions rather than tops. The top tags

are replaced by πd tags and single b-tags by bb-tags.

Figure A.6. 4D ABCD estimate region definitions. These labels have been chosen to agree
with the notation used in [240]. Tag definitions are described in the main body 28.

For defined by selections on ND features. For ND = 2, define N11 as the number

of events passing both selections and Nij as the number of events passing some

combination of selections and inverse selections specified by 1 or 0 for the N subscripts.

Define fi as the ratio of event passing to not passing selection i,

f1 = N10

N00
(A.1)

f2 = N01

N00
. (A.2)
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In the case of uncorrelated selections,

f1 = N11

N01
, (A.3)

f2 = N11

N10
, (A.4)

and

N10 = f1N00, (A.5)

N̂11 = f2N10, (A.6)

= f2f1N00, (A.7)

= N10N01

N00
. (A.8)

Which reproduces the conventional 2D ABCD method (with different notation) for

extrapolating into signal region A,

N̂A∗ = NB∗NC∗

ND∗
. (A.9)

f g

A
B

C
D

f

g
D

C

B

A

Figure 1. The ABCD method is used to estimate the background in region A as NA =
NBNC

ND
. It requires the signal to be relatively localized in region A and the observables to

be independent on background. The shaded planes (left) or lines (right) denote thresholds

which isolate the signal in region A.

small uncertainties — either because the e↵ect itself is small, or because the correction

is robust. But such corrections, together with the fact that simple kinematic features

are typically not optimal discriminants of signal versus background, generally limit

the e↵ectiveness of the ABCD method and the sensitivity of the analysis in question.

(See [8], however, for a proposal for extending the ABCD method using higher-order

information when the features are not independent.)

In this paper, we will explore the systematic application of deep learning to the

ABCD method. Deep learning has already demonstrated impressive success in finding

observables that are e↵ective at discrimination [9–63] and that are uncorrelated with

other observables [64–79]. Building on previous success, we will aim to use deep learn-

ing to automate the selection of features used in the ABCD method, simultaneously

optimizing their discrimination power while ensuring their independence.

The main tool we will use in automating the ABCD method will be a recently pro-

posed method for training decorrelated deep neural networks [71]. This method uses

a well-known statistical measure of non-linear dependence known as Distance Correla-

tion (DisCo) [80–83]. DisCo is a function of two random variables (or samples thereof)

and is zero if and only if the variables are statistically independent, otherwise it is

positive. Therefore it can be added as a regularization term in the loss function of a

neural network to encourage the neural network output to be decorrelated against any

other feature. In [71] it was shown that DisCo decorrelation achieves state-of-the-art

decorrelation performance while being easier and more stable to train than approaches

– 3 –

Figure A.7. Regions used in a conventional 2D ABCD estimate. Figure taken from [241].
Discriminating variables are f and g in this plot.
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The ratio of the estimated region yield N11 to the observed yield N̂11 is defined

as the correlation between this selections,

k12 = N11

N̂11
= N11N00

N10N01
. (A.10)

In the notation of A.6 there are 6 k factors which are each determined by comparing

the 2D ABCD estimate of the QCD multijet background to data - MC in the two tag

region,

kπd1,πd2 = FA

CE
, (A.11)

kπd1,bb1 = OA

CI
, (A.12)

kπd1,bb2 = DA

BC
, (A.13)

kπd2,bb1 = GA

EI
, (A.14)

kπd2,bb2 = JA

BE
, (A.15)

kbb1,bb2 = HA

BI
. (A.16)
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In the case of three discriminating variables with correlations between pairs of

features,

f1 = N100

N000
, (A.17)

f2 = N010

N000
, (A.18)

f3 = N001

N000
, (A.19)

k12 = N110

f1f2N000
, (A.20)

k13 = N101

f1f3N000
, (A.21)

k23 = N011

f2f3N000
. (A.22)

The expectation value of the two tag correlation terms kij is 1 for the case of

uncorrelated variables.

Assuming that the correlation between any two 2-features does not depend on

the third feature,

N̂111 = f1f2f3k12k23k13N000. (A.23)

In the notation of A.6 there are four 3-tag regions which are estimated using the six

k-factors defined in A.16. The four region VR region estimates are,

K̂ = JC

A
kπd,1,πd,2kπd,1,bb2 , (A.24)

L̂ = JI

A
kπd,2,bb1kbb1,bb2 , (A.25)

M̂ = OE

A
kπd,1,πd,2kπd,2,bb1 , (A.26)

N̂ = OB

A
kπd,1,bb2kbb1,bb2 . (A.27)
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These QCD multijet estimates are used to estimate the SM background in the VRs

and defined a non-closure systematic uncertainty,

σABCD = |1− kKkLkMkN |. (A.28)

The VR k-factor are estimates of the 3-tag correlations,

kV R = NV R

N̂V R

. (A.29)

Where N is the data - SM MC yield for a region.

Extending to 4 variables and assuming that there are no 4-correlations,

N̂1111 = f1f2f3f4k12k13k14k23k24k34N0000, (A.30)

= N1000N0100N0010N0001

N3
0000

k12k13k14k23k24k34. (A.31)

Expressing this relation in the region notation used in this analysis, π1, bb1, π2, bb2 =

1, 2, 3, 4,

Ŝ ′≤1 tag =
∏

tags=1

N(j)

N3
A

, (A.32)

Ŝ ′≤1 tag = NBNENCNI

N3
A

, (A.33)

Ŝ = Ŝ ′≤1 tagkπd,1,bb1kπd,2,bb2kπd,1,bb2kπd,2,bb1kπd,1,πd,2kbb1,bb2 . (A.34)

This is the 4-variable 2-correlation corrected ABCD estimate. The statistical

uncertainty of this estimates is computed from the data - SM MC uncertainties for
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each 1 and 2 tag regions,

σ2
S = Σ1tag,2tag(

∂S

∂Ni

)2σ2
Ni
. (A.35)

A.4 All-hadronic preselection full cutflow

For the benchmark SU(2)L signal point with η = 0.25 and mπD
= 500 GeV (SU2L-

25-500) table A.1 shows the weighted and unweighted yields for the full SR selection.

Table A.2 shows the raw event count cutflow for the all-hadronic preselection.
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Table A.1. All-hadronic full selection cutflow for the benchmark SU(2)L signal point with
η = 0.25 and mπD = 500 GeV at 139 fb−1 integrated luminosity.

Cut Unweighted events weighted events
Sample 29000 2335.2
INITIAL 29000 2335.2
GRL 29000 2335.2
GOODCALO 29000 2335.2
PRIVTX 29000 2335.2
TRIGDEC 27041 2173.0
NOBADMUON 37038 2172.8
JETCLEAN LooseBad 26951 2165.7
HT >= 1150 GeV 24763 1994.2
JET-N 20000 >= 6 22159 1786.2
JET-N-BTAG DL1r:FixedCutBEff-85 >= 3 18701 1506.9
JET-N-BTAG DL1r:FixedCutBEff-77 >= 2 18198 1466.5
EL-N 10000 == 0 15239 1227.3
MU-N 10000 == 0 12576 1013.0
Both leading R=1.2 jet masses > 60 GeV and
Both R=1.0 jets pT > 350 GeV 10754 865.3
Jets-12-mptbbp-0 > 0.25 9732 786.4
Jets-12-mptbbp-1 > 0.25 8975 726.8
Jets-12-ttag-0 == 1 5115 414.6
Jets-12-m-0 > 300 GeV 3455 279.2
Jets-12-dRb1-0 < 1.0 1677 134.3
Jets-12-ttag-1 == 1 905 72.0
Jets-12-m-1 > 250 GeV 562 44.4
Jets-12-dRb1-1 < 1.0 221 16.9
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A.5 All-hadronic preselection data studies

This appendix shows histograms of jet variables in data with the preselection as

summarized in table 25 applied.
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Figure A.8. All-hadronic pre-selection plots of b-jet kinematic variables.
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Figure A.9. All-hadronic pre-selection plots of the η of the leading six jets.
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Figure A.10. All-hadronic pre-selection plots of the φ of the leading six jets.
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Figure A.11. All-hadronic pre-selection plots of the pT of the leading six jets.
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Figure A.12. All-hadronic pre-selection plots of leading and subleading large-R jet mass
and pT . The final bin contains the overflow.
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Figure A.13. Normalized plots of jet pT , η and φ by year.
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A.6 All-hadronic pile up sensitivity studies
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Figure A.14. Njets yields by µ bin by run year.
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Figure A.15. Data event yields by µ bin by run year. A kernel density estimate of the
variable distribution is shown for each bin. The horizontal blue lines indicate distribution
quartiles
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Figure A.16. Preselection Njets histograms by run year.
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A.7 All-hadronic signal region signal and background yields

This appendix contains plots of signal and background yields for the all-hadronic SR.
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Figure A.17. Signal yield for SR bins for four η = 0.25 points.
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Figure A.18. Signal yield for SR bins for four η = 0.35 points.
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Figure A.19. MC and QCD multijet yield SR bins.

A.8 All-hadronic signal region optimization

The all-hadronic signal region was developed by evaluating physically motivated ttbar

and QCD multijet discriminating variables to find variables with strong multijet

exclusion and that are suited to the 4D ABCD background estimate. The 4 strong

discriminating variables (leading and subleading mjet,R=1.2 and ∆R (j, b2)) and the

weaker variables used in preselection definition (leading and subleading mbb/pT,bb)

were optimized through estimating SR significance for a reference signal point as

they are independently varied.

Figure A.20 shows three example plots used for this optimization

The Signal and MC background yields with each SR selection applied sequentially

for the sum of SR bins are shown in table A.3
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Figure A.20. Plots for optimization of SM backgrounds. Each bin shows the estimated
SR yield for a choice of discriminating variable. The top plot shows an optimization of
leading large-R jet ∆R(j, b2) for the unbinned all-hadronic SR. The bottom plots show an
example optimization for an SR leading and subleading jet mass subselection: 450 < leading
m2

jet,R=1.2 < 550 GeV, 350 < subleading m2
jet,R=1.2 < 450 GeV. IN the right plot the leading

large-R jet selection is varied as shown and the subleading large R jet selection is set to the
leading selection + 100 GeV. The selection used in these plot includes a requirement 6 jets
with pT > 20 GeV instead of 6 jets with pT > 25 GeV.
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A.9 All-hadronic tables of ABCD regions by SR bin

This appendix shows data, SM MC, QCD multijet estimates, signal yields, signal

contamination and k factors for each SR bin. Signal yields are shown for the SU(2)L

optimization point, additional signal yield plots are shown in appendix A.7. The k

factor tables show the ratio of the QCD multijet estimate to data-MC for the 4D

ABCD method extrapolation and validation regions.

Figure A.21. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 300 < m1 < 325 GeV, 250 < m2 < 300 GeV
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Figure A.22. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 300 < m1 < 325 GeV, 300 < m2 < 350 GeV
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Figure A.23. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 300 < m1 < 325 GeV, 350 GeV < m2
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Figure A.24. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 325 < m1 < 400 GeV, 250 < m2 < 300 GeV

211



Figure A.25. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 325 < m1 < 400 GeV, 300 < m2 < 350 GeV
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Figure A.26. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 325 < m1 < 400 GeV, 350 GeV < m2
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Figure A.27. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 400 < m1 < 10000 GeV, 250 < m2 < 300 GeV
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Figure A.28. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 400 < m1 < 10000 GeV, 300 < m2 < 350 GeV
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Figure A.29. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 400 < m1 < 10000 GeV, 350 GeV < m2
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