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Abstrac t 

d . . h ✓f . d' . . . ✓ . . Broa casting is t e in ormation 1sseminat1on process in a communication network 

whereby all sites of the ne twork become in f ormed of a given message by calls made over 

lines of the network. We present an a lgorithm whi c h, g ive n a tree network and a time 

determines a smallest set of subtre s covering sites of the network s uc h that broadcast 

can be completed within the given time in each subtree. Information d e velope d by the 

algorithm is sufficien t to determine a sat isfac tory originator and call i ng sche me within 

each subtree. 

1. Introduction 

Broadcasting is the information d issemination process in a commun ication network 

whereby all sites of the network become i nformed of a give n message by calls placed over 

lines of the network. We model a communication network by a graph G=(V , E) consisting of 

a s e t of V of ver t ices ( s ites) and a set E of e dge s (l i nes ), each edge incident to a 

pair of vertices. We model processes of in forma t ion dissemination by t he fo llowing con-

straints: 

(l} information is diss eminated in the form of messages ; 

(2) amessage is transferred by a call between adjacen t sites ; 

(3) no site can parti cipate in more than o ne ca ll at any time . 

The length of a message dete rmines an associated time unit, being the time to complete 
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a c a l l tran s f erring the message. As such, we will talk about the number of time un its 

requi red to broadcast a message~ 

Broadcasting can b e defined more formally as a sequence of sets S C S -C ... c s =V . o- 1 - ~ t I 

each set representing the s ites informe d of the broadcas t message after time unit i , 

For each u in S - S. 
1 

(i > 0) , there ex ists an ad jacent site in S not 
i 1 - i-1 ' 

ass igned to another site of S. - S. 
1

, ~hich cal l s 1 cturi ng unit time unit i. The 
l l-

elements of s
0 

are called the originators of t he broadcast . The case where !s
0

1 = 1 has 

r ec ived cons i derable research attention in recent years . The minimum value oft for a 

given network Gover all broadcasts in G is call ed the broadcast time of G; a site 

from which such a broadcast is pos sibl is an element of the broadcast center of G. 

Slater , Cockayne , and Hedetniemi [10) have described an algorithm for determining both 

parameters in an arbitrary tree network. A tre e network is a connected, acyclic network . 

Farley , Hedetniemi, Mitchell, and Proskurowski [3] investigate d networks hav ing the 

fewest lines which allow broa dcasting to be completed in the min imum pos sible time ( i . e . , 

log
2 

jvj time units) from any site. Farley [l) discussed construction algorithms for 

several such minimum-time broadcast networks r equiring approximate ly the minimum number 

of lines . The general problem of determining the bro adcast time f o r a given network G 

has been shown to be algorithmically hard (i . e ., NP- comp l e t e ) by Garey and Johnson [5]. 

This motivates approximate results as we ll as study of r es tricted classes of networks. 

P roskurowski [9] has characterized minimum broadcast trees , bein g rooted trees wh i ch allow 

broadcasting to be completed in log
2 

jvj t ime units f rom the root. In (2) , Fa r ley c on-

sidered broadcasting of multiple messages in complete ly connected net.works . 

In this paper , we consider a generalization of broadcasting in which several si t es 

may originate the message (i.e . , IS
O 
I z 1) within a netwo rk. This could arise within 

practical situations in several ways . A subs e t of sites may be connected by a broad-

cast medium (i.e . , radio), with message broadcast to be completed by calls over line s. 

The situation may also arise from a hierarchical vi ew of broadcasting with i n a netwo rk . 

A message can be seen to be broadcast through a tree of si tes, each such site also being 

a member of a network at its "level" of the hierarchy . After broadcas t in the tree is 
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completed, informed sites originate broadcasting wi hin these l eve l-based networks , 

each such network having potentially more tha n one originator. The ·lines of the tree 

may be of higher speed and capacity,. Networks at each level may likewise have d iffer

ing communication characteristics. 

We present an algorithm which, given a tree network T and a broadcast time t , de

termines a smallest set of subtrees coveri ng the site s of T such that the broadcast 

time for each subtree i s less than or equal tot . Information deve l oped by the algor-

ithm is sufficient to also de t ermine a sat i sfactory originator and calling scheme for each 

subtree . A solution to our probl em for t ~ 2 has been given as a special cas e of de-

composing trees into paths by Hedetniemi and Hedetnicmi [61 . Our algorithm solves the 

problem fo r arbitrary t > O. The algorithm is ff i cicnt , requiring t ime and space p r o-

1ortional to jvj, with a cons t ant of proportionality depending linearly on t. 

2 . Partitioning Trees by Broadcast Time 

Trees, being acyclic connected graphs , have several propert ies which make themsuit 

able for the design of efficient solution algorithms . Most important is that each vertex 

(and edge) separat es the graph into two connected components . The refore , there is an 

absence of influe nce between subtrees of a given ver t e x othe r than that transmitted 

through the vertex itself . This allows efficient algorithms to p rocess a (current) leaf 

verte x, update information at its single adjacent verte x, make globally correct decisions 

based upon this local infor mation , and prune the leaf vertex , r emoving it f rom the tree 

and f urther consideration. We fo llow this paradigm in our solution algor ithm for parti-

tioning trees according to broadcast time. 

The input tree is repre sented recursively by a father a rray [8 ], which assumes an 

arbitrary root vertex . The array contains, for each non-root vertex, a pointer to its 

unique father (of lesser index) on the path to the root. During execution of the al -

gorithm, certain edges of the inp ut tree are cut , djsconnecting the tree and forming 

a subtree of the partition. At any time , the conn ected component of the input tree 

containing the root i s call e d the current tree . Wea l s re fer to the unprocessed tree, 
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which initially corresponds to the inp ut tree . During e a ch cycle of t he algorithm a 

leaf vertex of the unprocessed ~re e is processed . After being processed, the lea f is 

pruned (i. e ., removed) from the unprocessed tree , though it will remain part of the 

current tree until a cut disconn~cts it from the roo t . With each vertex v o f the input 

tree, we associate the f ollowing i.nformation: 

(i) callees(v) - a list of previous l y proces s ed, adjacent neighbors , ordered 

according to the t ime v woul d call them in a minimum time b roadcast; 

( i i) ma xtime (v) - the la t es t time uni t duri ng which v can be called and still com

p lete broadc a sting within the required time i n the subtree defined by v and 

subtrees of the c urrent tree r oo t ed by v rtices o n callee~ v) ; 

(iii) mintime(v) - the earliest time un it that v ca n be called from a (necessary) 

broadcast originator within a previously processed sub t ree of v in the current 

tr ee ; 

(iv) caller(v) - the a djac e nt , process e d vertex capabl e of call ing v with the mes

s age dur ing time unit mint ime(v) from the predetermined originator . 

For each vertex v , this in format ion is initi a lized as follows : callees(v) and 

caller {v) are set to ni l (i.e., empty ) , maxt ime (v) is set tot (as each could potentially 

be c a·lled d uring the last time unit ), and mintime (v) is set to O (as each could potenti

ally be an originator). A vertex v which has a non-ni l caller(v) va lue (has a processed 

s ub t ree containing a necessary originator) is classified as heavy. Otherwise, vis clas

sified as light ; al l vertices are init ially l igh t . 

The processing of a lea f vertex d eoends on wh ethe r it i s heavy or light . If a leaf 

ve rtex u is light, the att empt is made to insert u into callees (v ) of its fath e r v . If 

succ essful , maxtime(v) is updated and processing of u is complete . If u cannot be in

serted , a necessary cut i s introduced between u and v . If u is h a vy (i. e ., mintime (u) 

> 0 ) , then a check is made to see i f a broadcast through u can r e ach all light subtrees 

of u (by comparing mintime (u) and max t ime(u)) . If not , the subtree rooted by c al ler(u) 

is cut from the current tree and u becomes light and processed as desc ribed above. If 

the light subtrees of u can be accomodated , then considera tion of the father v begins. 
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If vis light, it becomes heavy with called v) b e ing u . I f vi s heavy, a cut is intro

duced , disconnecting the subtre~ roo ted by Pithe r u or c al l er(v) f rom t he current tree . 

Each site u has a set of potential time blots (1 to t ) d ur i ng which it can call ele

ments of callel{u) . A function emptyslots S(ans cal le i( u ) d etermining the set of time 

slots available b e low a g iven ma x imum time . 'lhe maximum or minimum v a lue returned by 

emptyslots is important in d e t ermini ng wh e the r .~ight s ubtrees can be accommodated by 

heavy or f a ther si tes. This outlines he appr _;; ~h t ake n by al go rithm BROADCAST, which 

is formally defined a s follow s . 
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Algorithm BROADCAST 

Input Tree T given by the array fath e r, broa dcast time ! · 

Output Partition of Tinto subt ~ee s of broadcast time at most t represented by cut 

edges of T. 

Method begin 

{O. Initialize} for each v ertex u do 

{o. l} 

{0.2} 

{0 .3} 

{0.4} 

begin maxtime( u) :=t; 

min time ( u) : =O; 

cal l ees (u) : =ni l; 

caller (u) :=nil end; 

{l.Prune} for each vertex u do 

{1.1} 

{ 1.1.1} 

{ 1.1.2} 

{1. 2} 

if mintime(u) > 0 {a heavy leaf} 

then if maxtirne( u) < mintime (u) {u cannot b e covered} 

then begin mintime (u) :=O ; c ut (caller(u)); {u is light now} 

UpdateFather(u) 

end 

else upminfather (u) 

else {a light leaf} UpdateFather (u) 

end . {of BROADCAS T} 

procedure UpdateFather(u); 

{of a light vertex} 

begin if maxtime(u)=O {root of a b roadcast} 

then {a vertex informed at time O} 

upminfather (u) 

else upmaxfathe r(u) 

end ; 
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procedure upmaxfather (u); 

{recompute» maxtime requirements} 

begin v: =father (u); 

7 

s:=max[emptyslots(callees(v) , maxtime(u))]; 

if s=O then cut(u) {v cannot accommodate u} 

else begin insert (u, callees(v), s); 

ifs~ maxtime(v) 

then maxtime(v) :=s-1 

end {v calls u at s} 

end ; 

procedure upmi nfathe r(u); 

{updates mintime info} 

begin v:=father(u); 

s:=min[emptyslots(callees (u) ,t+l )); 

if mintime(v)=O {a light node } 

then begin caller(v) :=u; mintime(v) : =s+l e nd {v becomes heavy} 

else ifs< mintime(v) {a t a ller s on} 

then begin cut(caller (v)); 

caller( v) :=u; 

insert (v, cal lees (u), s); 

mintime(v ) :=s+l 

else cut(u) 

end; 

procedure cut(vertex); 

end 

{adds the edge between vertex and 

father(vertex) to the set of cut edges.} 

fun c tion emptyslots(list,min); 
J 

{returns a set of timeslot s less than min at which another callee 

can be informed (inserted into list) , or O if no such slot exists} 

procedure insert(verte x, list, slot); 

{inserts vertex on the l ist at time slot 

maintaining the increasing time order of list} 
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3. Correctness and complexity of the algorithm 

In this section we will state and prove l emmas verifying correct computation of 

vertex (subtree) parameters during execution o f the algorithm BROADCAST. These are used 

to establish correctness of the algorithm. In our arguments , we use the notions of light 

and heavy vertices, the current tree , and the unprocessed tree , as defined in the preced

ing section. Additionally, by pruned subtree of a verte x v we understand a subtree 

rooted at a pruned neighbor of v. 

We first consider computation of the time paramete rs : maxtime and mintime . 

Lemma 1 In the current tree S, the value maxtime(v) of an unprocessed vertex v equals 

the latest time (counted from t=O, the origination of the message) in which v must be 

informed in order to timely complete broadcast in its pruned light subtrees in S. 

Callees(v) is the list of pruned li ght sons of v orde red by the ir maxtime values. 

Proof During initialization, the value of maxtime (v) for each vertex v of Tis set 

tot, which is correct for vertices having no prune d light subtree ; callees(v) is 

initially empty. Let us assume that the values are correct j ust before a leaf of the 

unprocessed tree is pruned. If this leaf is heavy a nd no cut is made , then the values 

are left correct. A heavy leaf vertex u of the unprocessed tree whose caller must be 

cut off (step {1.1.1}) becomes a light vertex of the new S . Both for such a vertex 

and for an originally light vertex the procedure upmaxf ther (called from UpdateFather) 

correctly updates the values maxtime (v) and callces(v) of the father v. These values 

stay unchanged if the light leaf vertex u has to be cut off . In this case , the dis 

connected subtree rooted at u does not influence the maxtime or callees values of the 

father. Otherwise , t he vertex u is inserted at an app ropriate plac e in the list of 

callees of v and, if its calling time is now the earliest , it redefines the maxtime 

of v. [ ) 
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Lemma 2 In the current tree S, the value of mintime (v) of a heavy vertex v equals 

the earliest time during which v can be info rmed of a message originated by a pre

viously determined vertex in a pruned subtree of v . The heavy neighbor of v supplying 

this message is caller( v) . 

Pr oof All vertices of Tare init ially light. A vertex v becomes heavy when one o f its 

pruned sons u in S has ma xtime equa l to zero or is heavy. I n both cases, the p rocedure 

upmi nfather is invoked to update mintime(v) and c ller(v) according to the parame t ers 

of u . Let us assume that the values are correct just before u is pruned . In upmin

father, the earliest availabl e timeslot of u is determined. If vis light , then 

caller(v) is correct l y s et t o u and mintime {v) is accordingly s e t . If vis heavy, then 

this timeslot is compared to the current va lue of mintime {v) and a cut minimizi ng the 

resultant value of mintime(v) is made . If the cur r ent caller (v) is cut , then the 

v alues are appropriately updated according to p ara meters of u, otherwise they remain 

unchanged . [ ] 

Lemma 3 In a current tree S, a h eavy ver t ex ca nnot have t wo pruned sons which are heavy , 

or have maxtime equal to zero . 

Proof The broadcast t ime for a subtree of pruned v ertices of S rooted at vertex u is 

g r eater than t i f u is heavy or equal tot if maxtime (u)=O. Thus , the message to be 

broadcast to u cannot originate outside o f its subtree as implied by a he a vy brother in 

S. In the procedure upmi n f a ther s uch a situat ion is prev e n ted by cutting off one of 

the two heavy vertice s. (1 

Lemma 4 In the curren t tree S , a pruned v e rtex v can have a heavy son u only if u can 

call vat or before maxtime(v). 

Proof By Lemma 1, we know i t requires t - maxtime{v) time units to complete broadcast

ing from v to its light, pruned subtrees in S . The r efore, a broadcast cannot b e com

pleted by t ime t if vis not inf ormed prior to or at muxtime(v) . When h eavy son u 
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c anno t inform v prio r to or at maxtime (v ) , th e nc ccs~.; c1ry cut is mad e in step {l.1.1}. [] 

Th eorem l Al go r ithm BROA DCAST computes a min i mum- !', izc part.i tion of tree 'I' s uch tha t a 

message c an b e b r oadcast f r om a s i ngl e originator in e a c h subtree with in time t. 

Proo f Let b {T, t) b e this minimwn si z e and c (T , S ) b ~ the n umber of invoca tions o f 

proce dure cut i n t he a. l gor .i thm o n T , whe n the c n r1 •'. llt t rec i ~~ S . We have t o prove 

that c(T , <P)=b(T, t) --1. This will be shown b e cst. ·1h l i:;h i 11'J Lh c invar. i.ant v alue of 

c (T , S ) +b (S , t) during t he e xecutio n . I ndeed , th e c u 1· r ' nt tree c hanges only when cu t is 

invoked in one of th ree cases: ( i) wh e n p runi nq .:1 hcovy vert e x which can not be accom-

rnoda ted ( called) from its heavy descendant in S , { i. i) whe n e: n count E: ri ng two heavy sons 

i n upmin f ather, or ( i ii} wh L: n a 1 i q l t v c r lex czrn n<> l. b(' inf or me d by its fa t he r in the 

req uired time (in upm~xfathcr). In a1 l t hc~,e c,1'.;( '~; , ,1 c u t llc1s to be made accord i ng to 

Lenuna s 3 , 4 and 1 , re s p e:c ti v c l y. The cut r.cs u l -~; i 11 t i h c~a vy vertex with small e st pos-

sible value of mintime ((ii)) , or in a l it_Jh t v c rLr ~:, wi t h L1n3e~~t poss ible v a l ue of 

maxt i me ( ( i) or (i ii} ) . This e n s urcs t1 c.1 t tl c 11 c vJ c ur n~nt t re c , S ' , has the mi n imum 

va l ue of b(S" ,t) over all s ubtrees S " of S such l.11;1.t Lhc cutoff s ub tree S-S " ha s a 

b r oadcast time a t most t . Thus , b (.S ' ,t) =b(S , t )- -1 c1nd c( T , S ' ) = l+c(T,S }. The r efore, 

c(T,S ' )+b (S ',t)= l+c (T,S ) +b ( S , t)-l= c (T ,S)+b(S, t) . Init iall y , S=T , and t h i s c o n s tant 

v a l ue c (T , T )+b( T,t)=b(T , t) . After the f i nal c ut }1 as been ma de, th e result ing current 

sub t ree S ' '' has broadcast timt~ at most t an c.1 thu i t is t he u nl y component in its 

opt ima l partitioning , b(S '' ' , t)=l . Thus c (T , S ' ' ' )+b(S ' ' ', t)=b (T,t) , a n d a s no more 

cuts are made , c (T , ¢ ) =c(T , S' ' ')=b(T , t)-1. [ ] 

The prun ing strategy employed i n the z l gor ithm GT OADCAST guara n t ees t hat ea c h ver

t e x i s process ed exactly once and thus t he compl e xity of the al go ri thm i s defined by t he 

c omplc xi ty of upmaxf ather and upmin f a the r whi c h ,n:c ,:: xc~c u t c d <l t mos t o n c e per processed 

v e1· tcx . These pro cedure s , in tu r n , i nvolve ,1 t. mn <-~L 0 11 c r:,1 1 l o[ ~:~~p tyslots a nd/or i n se r t 

\✓ h i ch re qui r c number of ope r il ti on s in th -, o ni er o f 1 C' n q th of th c r c 1. c v a n t (ca 11 c e ) 1 i s t . 

This list of light sons of a v e rt ex in u is never l o 11 <Jc r thc1n t . llcncc , the followi ng 

t heorem de t e r mi ning the complexity o f I3ROA DCJ\ST . 
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Theorem 2 Give n a tree T with n vertices and a broudcast time t , the execution time 

of algorithm BROADCAST is O (n ~t ). 

4. Concl us ion 

In this paper , we have presented a linear algorithm for decomposing a g iven tree 

into subtrees, each subtree having a broadcast time less than or equal to a given time. 

Th is ~ l gor ithm can be seen as o ne of a family of linear tr e partitioning algorithms [4]. 

Partitioning techniques can be seen as alternatives to me thods de termining multip le cen-

ters {cf. (7 ] and [4]) . 

Partitioning based on broadcast time is well-mo tivat d from a n applications per

spect ive . Other models of the information dissemination process would lead to di ff erent 

decomposition problems. For example , associating a call time with each lin e to reflect 

a v erage load (i . e ., queue l e ngth) , is a reasonable exte n s ion of our mode l. 

5 . Ref e rences 

(1) A.M . Far l ey , Minimal broadcas t networks , Networks 9 ( 1979), 313-33 2 . 

[2] A.M. Far l ey, Broadcast t ime in communication networks , SIAM J . Applied Math . 39 , 

2, (19 80 ). 

[3] A.M . Farley, S . T. Hedetniemi , S.L. Mitche ll, and A. Proskurowski, Minimum broad-

cast graphs, Discr . Math 25 (1979) , 189-193. 

[4] A. M. Farley, S . T . Hedetniemi , a nd A. Proskurowski , Partitioning trees : matching , 

domination and maximwn diameter , CS-TR- 80-2 , University of Oregon . 

[5] M. R . Garey and D.B. Johnson , Computers and Interactability , Freeman , San Francisco 

(1978), page 219 . 

[6] S.M. Hedetniemi and S .T. He detniemi, Broadcasting by decomposing trees into paths 

of bounded length, CS-TR-79 - 16, Universi ty of Oregon. 

[7] 0. Kariv and S .L. Hakimi, Algorithmic approach t o network location problems I: 

the p-centers, SIAM J . Appl . Math 37, 3 (1 979 ), 513-530. 

[8] D. E . Knuth, The Art of Computer Programming , vo l. I, 2nd Ed ., Addison -Wesley , 

New York (1973), p age 354 . 



12 

[9) A. Proskurowski, Minimum broadcast trees, CS-TR-78-18 , University of Oregon . 

[lOJ P.J. Slater, E.J. Cockayn~, S.T. Hedetni emi, In fo rmation disse_r.1ination in trees, 

CS-TR-78-11, University of Oregon. 


