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Tutorial

Topic modeling is a type of text analysis that identifies 
clusters of co-occurring words, or latent topics ( Jackson 
et al., 2022; Wallach, 2006). Topics provide one way to map 
the semantic structure of a set of documents, referred to 
as the “corpus.” For the psychological scientist, topic mod-
eling can provide great utility describing the broad themes 
of a corpus (set of texts) and quantifying the degree to 
which a theme is present in a specific text. Researchers 
who collect text-based data (e.g., narratives, interviews, 
writing primes, and even survey questions) may find that 
topic modeling supplements or, in some cases, replaces 
human coding, thus saving resources ( Jackson et al., 2022). 
Moreover, the ability for topic modeling to scale to thou-
sands of documents facilitates its use in large data sets 
(Banks et al., 2018). For example, topic modeling has been 
used to study open-ended survey questions (Finch et al., 
2018) and tweets in specific communities (Bedford-Petersen 
& Weston, 2021). Note that topic modeling is a good tool 
for uncovering broad subject-matter-based themes but not 
subtle nuances, which will still require human coding.

Several different algorithms are available for topic 
modeling (Blei et al., 2003; Fu et al., 2021; Valdez et al., 

2018). Perhaps one of the simplest algorithms is latent 
Dirchlet allocation (LDA; Blei et al., 2003), which intuits 
that each document is a mixture of multiple topics (for 
an intuitive summary of probabilistic topic modeling, 
see Blei, 2012). Variations on LDA typically relax core 
assumptions in an effort to better represent a corpus or 
answer specific research questions. We have summarized 
several variations on topic modeling in Table 1. For 
individuals who are new to topic modeling, we recom-
mend tutorials by Maier et al. (2018), Banks et al. (2018), 
and Schmiedel et al. (2019).

A challenging step of topic modeling is determining 
the number of topics to extract. In this tutorial, we 
describe tools researchers can use to identify the number 
and labels of topics in topic modeling. There is likely 
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no single correct number of topics for any corpus but, 
rather, several good options, each of which may be use-
ful. Thus, topic modeling requires subjective decision-
making informed by the data and research questions. In 
the case of open-ended survey questions, one might 
consider the specificity of the prompt, the total number 
of responses, and the relative length of those responses. 
A final consideration is practical: Solutions with more 
topics take more time and computer memory to evaluate 
and are difficult to label.

In the current tutorial, we aim to provide guidance for 
(a) identifying the number of topics to estimate while 
using topic modeling and (b) labeling those topics. This 
is in contrast to existing topic-modeling tutorials, which 
tend to cover a wide range of considerations (algorithm 
select, preprocessing, number of topics, and covariates) 
in less detail; here, we provide deep focus on one aspect 
of topic modeling. We assume that readers are familiar 
with topic modeling and the basic steps of conducting 
topic-modeling analysis. Although we demonstrate some 
of the essential steps in topic modeling (e.g., data clean-
ing), we do not discuss these in detail. We refer readers 
to work by others (Banks et al., 2018; Schmiedel et al., 
2019) who have covered such aspects of topic model-
ing. The tutorial here is applicable across most topic-
modeling algorithms; we chose to use structural topic 
modeling (STM) here as our example. This algorithm may 
be of special interest to psychologists because of its abil-
ity to include prevalence and content covariates (Roberts 
et al., 2014). In addition, its use of deterministic initializa-
tion limits concerns of topic reliability (Maier et al., 2018; 
Rieger et al., 2020).

Tutorial

Software

All analyses are conducted in R (Version 4.1.3; R Core 
Team, 2022). This tutorial primarily demonstrates functions 

available in the stm (Roberts et al., 2019) and tidytext (Silge 
& Robinson, 2016) packages, although we also use the 
suite of tidyverse (Wickham et al., 2019) packages for data 
cleaning and visualization. The stm package conducts 
topic modeling using the STM algorithm, and the package 
is well suited for use in R. However, the basic principles 
described in this tutorial apply to a wide variety of topic 
models.

Data description

Data come from the Rapid Assessment of Pandemic 
Impact on Development–Early Childhood project, a 
nationally representative sample of parents ages 5 and 
younger (approved by the University of Oregon Institu-
tional Review Board, No. 03252020.031). All surveys 
included a set of variables assessing parent and child 
functioning. Special topics were included periodically, 
including the focus of this tutorial: an open-ended ques-
tion, “How do you feel about the COVID-19 vaccine in 
terms of its safety and effectiveness, and what are your 
plans in terms of whether or not to get it?” This question 
was administered biweekly between March and Decem-
ber 2021 to 3,331 parents. Participants provided data an 
average of 1.96 times (maximum = 9), for a total of 6,516 
observations. Data and code are available for download 
at https://osf.io/4nt8x.

These data represent a situation common to psychol-
ogy researchers collecting longitudinal data: Responses 
to open-ended questions contain useful information 
about the population under study. Note that the 
researcher may not have developed survey questions to 
probe this information. In the case of these data, it was 
not known what types of issues would be relevant to 
child vaccination at the time of writing survey questions. 
However, a challenge to using the data is their unstruc-
tured nature. Topic modeling can provide such structure 
and also facilitate rapid assessment of thousands of 
responses.

Table 1. Examples of Variations on Topic Modeling

Name Description

Latent Dirchlet allocation (Blei et al., 2003) A simple algorithm that assumes a three-level hierarchical Bayesian 
model. Documents are modeled as random and finite mixtures of 
topics. Assumes words in a document are unordered.

Dynamic topic models (Blei & Lafferty, 2006) Incorporates probabilistic time series to analyze the evolution of 
topics over time.

Correlated topic models (Blei & Lafferty, 2007) Explicitly models the covariation among topics. See also Pachinko 
allocation (Li & McCallum, 2006), which estimates correlations 
between pairs of topics.

Structural topic models (Roberts et al., 2014) Allows for the inclusion of metadata to analyze topic prevalence and 
content as a function of covariates.

https://osf.io/4nt8x
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Data cleaning

To prepare for text analyses, we chose to omit numbers, 
special characters, common stop words (e.g., preposi-
tions and articles; for more information, see help page 
for the textProcessor() function), and words with 
fewer than 20 uses.1 In some cases, stemming may also 
be appropriate at this stage (Valdez et al., 2018). Stem-
ming reduces the number of terms by converting differ-
ent words to the same root, for example, by converting 
both “writing” and “writer” to the stem “writ-”. However, 
recent work suggests that stemming does not produce 
meaningful improvement in model fits and can degrade 
stability (Schofield & Mimno, 2016). Thus, we did not 
stem words. Very common terms may also be removed, 
bespoke lists of stop words can be constructed, and 
bigrams and trigrams—two-word and three-word sets 
(e.g., “psychological science”)—can be concatenated 
before analysis. Basic preprocessing can be performed 
using the function textProcessor() from the stm 
package (see Fig. 1).

The documents argument refers to the open-ended 
responses collected from our survey (i.e., the variable 
labeled “vaccine”). Metadata is all other data you wish to 
be associated with responses, such as time and participant 
characteristics. Next, remove words with especially low 
frequencies. The function plotRemoved() may be useful 
for assessing the threshold at which to include words. A 
consequence of this step is that some responses are ren-
dered empty, having also removed stop words. Not only 
do these responses need to be removed, but also all cor-
responding metadata requires removal to ensure that 
metadata are appropriately linked to each response. The 
prepDocuments() function handles both steps.

Narrowing down candidate models

How many and which? The general procedure for 
identifying the ideal number of topics is to (1) examine 
the fit statistics of numerous possible solutions, (2) narrow 
down these solutions to a tractable number of candidate 
models, and (3) select one (or a small number) of models 
for further evaluation. Corpora can contain as few as three 
and as many as hundreds of topics. This is related both to 
the researcher’s goals and the number, length, and com-
plexity of responses in the corpora. For instance, research-
ers have used as many as 65 (Jeong et al., 2019) and as 
few as eight (Edelmann et al., 2017) topics. In identifying 
the maximum number of possible topics, researchers 
should consider the number and length of responses and 
the specificity of the prompt. These should be intuitive: 
More (and longer) responses create opportunities for 
more topics, and specific questions restrict such opportu-
nities. In the case of our example data, we have a rela-
tively large number of responses, but the prompt is 

specific. Given the latter, we anticipated a relatively small 
number of dominant themes. Therefore, we extracted an 
upper bound of 20 topics.

Researchers choose the range and sequence of solu-
tions to examine in the first round. If one is uncertain 
about the number of topics in a large corpus, one might 
look at solutions between five and 100 by five in the 
first round and then narrow the range and sequence in 
a subsequent round. Given our low maximum, we chose 
to extract all possible solutions up to 20 topics: from 
three (the minimum allowed) up to 20. When choosing 
specific values within a range to estimate, note the 
diminishing returns: That is, the gain in information from 
five to six topics is large, whereas the gain from 75 to 
76 is small.

Statistics for comparisons. Once the initial set of pos-
sible solutions is identified, one can use the searchK() 
function in the stm package to efficiently2 estimate all 
solutions and extract fit statistics for comparison (see Fig. 
2). We note several relevant arguments: K is the set of 
solutions to be evaluated, such as three through 20, but 
this can be any vector of integers representing solutions of 
interest. The argument N indicates the number of docu-
ments to be held out from initial estimation. These held-
out documents form a test sample with which candidate 
solutions are evaluated. Specifically, the searchK() func-
tion will estimate the likelihood fit values for these held-
out documents. However, this may also affect estimates of 
other metrics discussed here (Maier et al., 2020). For small 
corpora, researchers may wish to use the entire set of doc-
uments. The argument init.type is used to set the 
method of initialization. There are several options avail-
able for this argument, but Spectral is expected to perform 
well in many cases (Roberts et  al., 2019). Finally, held 
out.seed takes any integer and ensures reproducibility.

Fig. 1. Preparing the text for topic modeling.
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Upon completion, the output object—which we called 
“storage”—contains for each candidate solution the val-
ues of several fit statistics. We recommend plotting these 
values for comparison (see Fig. 2). Exclusivity represents 
the degree to which words are exclusive to a single topic 
rather than associated with multiple topics. Exclusive 
words are more likely to carry topic-relevant content, 
thus assisting with the interpretation of topics (Airoldi 
& Bischof, 2016). Variational lower bound is the metric 
used to determine convergence for a specific solution. 
In other words, the estimation functions, searchK() and 
stm(), will continue to evaluate models until the change 
in the variational lower bound is smaller than some 
designated threshold or the maximum number of allowed 
iterations is reached. The default value for convergence 
is change less than .00001. Residual is the estimation of 
the dispersion of residuals for a particular solution 
(Taddy, 2012). Some have recommended looking for 
local minima (Silge, 2018), whereas others suggest that 
dispersion greater than one indicates more topics are 
needed. Finally, semantic coherence is a measure of how 

commonly the most probable words in a topic co-occur. 
This metric has corresponded with human judgments of 
the logical consistency of a topic (Lee & Mimno, 2017; 
Mimno et al., 2011), although the validity of coherence 
is inconsistent (e.g., (Koltcov et al., 2019; Ramirez et al., 
2012). A limitation of semantic coherence is that it is 
highest when the number of topics is low.

We recommend researchers examine all four metrics 
to identify candidate models for more detailed evalua-
tions. Ideal solutions yield fewer residuals and higher 
exclusivity, variational lower bound, and semantic coher-
ence. Note that estimating more topics tends to improve 
fit metrics but diminish coherence (Fu et al., 2021). To 
balance this trade-off, one might seek solutions that 
represent a substantive improvement in metrics over 
preceding models; alternatively, a candidate model may 
precede a substantive reduction in fit in subsequent 
models. An analogous strategy in exploratory factor 
analysis is the examination of scree plots for inflection 
points or points of diminishing returns (Cattell, 1966). 
Note in Figure 2 the vertical lines at solutions with eight, 

Fig. 2. Comparing candidate topic-model solutions on a series of fit statistics. exclus = exclusivity, lbound = variational lower bound, sem-
coh = semantic coherence.
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14, and 18 topics: These represent points at which fit 
was substantively improved by adding one topic (e.g., 
gains in fit from 13 to 14 topics as represented by the 
local maxima of the held-out likelihood and local min-
ima of the variational lower bound and gains from 17 
to 18 topics in semantic coherence) or the addition of 
another topic will yield decreases in semantic coherence 
(e.g., diminished coherence from eight to nine topics, 
as represented by the inflection point of semantic coher-
ence). For the code that plots the change in fit as a 
function of increasing the number of topics in the model, 
see the Supplemental Material available online.

Evaluating and comparing  
candidate models

These solutions (8, 14, and 18 topics) will be our can-
didate models. Each could serve as viable models for 
further evaluation, and in some cases, researchers may 
choose to use all three in subsequent analyses. There 
are good reasons to restrict additional analyses to just a 
single model (e.g., Wicherts et al., 2016), but choosing 
between them becomes largely subjective. In the current 
research, we are not necessarily as interested in finding 
a single model that best fits the corpus than using a 
data-driven approach to gaining insight into what the 
participants have reported is important and relevant to 
them, and the use and comparison of multiple models 
helps further that goal. These are priorities that research-
ers will have to formulate for themselves and decide 
whether a single- or multiple-model approach is most 
appropriate. We note that it is increasingly popular to 
use sensitivity analyses and multiverse analyses to 
explore the implications of various preprocessing meth-
ods and parameterizations in multiple models as a way 
to more fully explore the range of possibilities (Duncan 
et al., 2014; Steegen et al., 2016). We provide here some 
additional tools for selecting a single model. Going for-
ward, we use the notation “Model-K” to refer to specific 
solutions (e.g., Model-8 is the solution with eight topics) 
and “Topic K-T” to refer to specific topics in a solution 
(e.g., Topic 14-4 is the fourth topic in Model-14).

Project goals. We recommend researchers consider the 
primary goals of their research project because topic spec-
ificity can lend itself well to some goals but not others. 
Correlations and regression models perform poorly in the 
presence of low base rates. But low base rates are exactly 
what researchers will find in solutions with greater num-
bers of topics (see “Topic Representativeness” below). 
Thus, researchers aiming to integrate additional variables 
may be cautioned to select solutions with relatively few 
topics. However, some researchers may plan to use topic 
modeling to devise additional questions during ongoing 

data collection or for a future project or to gain insight into 
user experience, customer satisfaction, or other data for 
which rare but negative feedback can point to design or 
service improvements. In such cases, a greater number  
of topics may yield important distinctions or subtypes of 
larger themes.

Topic prevalence. If project goals are insufficient to 
guide researchers, there are quantitative metrics to facili-
tate choice. To make use of these metrics, researchers will 
need to fit each candidate model to the data in full (see 
Fig. 3). Again, fitting these models can be time intensive. 
We recommend saving the output after each model.

In comparing solutions, one might assess how repre-
sentative individual topics are of the set of responses. 
This is calculated using the theta matrix from the model, 
which holds the per-document-per topic probabilities. 

Fig. 3. Code to fit models in full to the data. Be sure to save output 
objects for efficiency.
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In other words, values in the theta matrix represent the 
share of words in a document that are assigned to a 
topic; there is one value for each document–topic pair. 
Likelihoods in a document sum to 1, but more than one 
topic can have high likelihood of representing a 
response. In any given model, one may expect some 
topics to be common—that is, representing a large share 
of words in many documents—and for others to be 
rare—that is, representing a large share of words in few 
documents.

Researchers may wish to consider the degree to which 
a model generates such rare topics. Rare topics may 
carry important information, especially if they can help 
psychology researchers uncover unpopular opinions or 
underrepresented groups for study. For example, in the 
current study, relatively few mothers were pregnant, and 
their pregnancy-specific concerns appear only in a rare 
topic in Model-18 (see below). On the other hand, rare 
topics may have limited utility in statistical analyses. 
Specifically, analyses using rare topics (which will have 
low base rates) may suffer from floor effects, which can 
statistically bias coefficient estimates toward zero 
(Šimkovic & Träuble, 2019).

One way to evaluate the prevalence of topics is to 
estimate the frequency with which they dominate a docu-
ment. This is most useful in cases in which documents 

are relatively short, such as the open-ended responses 
collected in the current study. The tidytext package pro-
vides an adapted version of the tidy() function that can 
extract the theta matrix from an stm object (see Fig. 4). 
Using this matrix, we identified for each document the 
topic that dominated, or the topic that covered the largest 
share of words in the document. We then counted for 
each topic the number of documents dominated. Com-
paring these frequencies in a model should make clear 
which topics are more rare. For example, the 18th topic 
(pregnancy-related issues) in Model-18 dominated only 
three of the documents.

Solution congruence. Researchers also examine the 
overlap in topics across solutions. Here, we used the beta 
matrix, which indicates the probability that each word was 
generated from each topic. One can then correlate beta 
weights across topics in different solutions to estimate the 
degree to which topics are overlapping. See Figure 5 for 
code to extract the beta matrices (again, using the tidytext 
package) and calculate congruence values. Correlations 
represent the congruence between two topics in terms of 
word probability. High values of congruence indicate high 
semantic overlap and may be indicative of robust topics. 
Figure 5 also includes visual representations of these 
matrices in the example data.

Fig. 4. Estimated prevalence of topics across all responses. Prevalence is represented as the mean (and median) theta prob-
ability of documents.
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Fig. 5. Estimating congruence across solutions. Values in boxes represent correlation between topics based on the beta matrices.
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We recommend looking for topics with high correla-
tions across solutions to identify themes that appear in 
all solutions. For example, one emerges in all three 
solutions (Topic 8-7, 14-2, and 18-16). Note that this 
topic represents a larger proportion of responses in  
Models-8 and -14. In the next section, on labeling topics, 
we pay particular attention to this theme. Alternatively, 
topics with low congruence across solutions may point 
to especially valuable models. That is, if one model is 
better able to extract an important idea from the corpus, 
it may be more useful than a model with more repre-
sentative but less interesting topics.

Labeling topics

Labeling topics is a step necessary for the interpretation 
and further analysis of a topic model, but it can also 
provide qualitative support for selecting from a set of 
candidate models. Topic labeling can reveal that some 
topics are more relevant to a research question or, alter-
natively, reveal topics that are less informative. Especially 
in the case of many-topic solutions, differentiation 
between topics may reflect grammar rather than content 
(e.g., “have the vaccine” vs. “plan to get the vaccine”). 
Whether these grammatical differences are psychologi-
cally informative is up to the researcher, but only topic 
labeling can isolate such distinctions. In this section of 
the tutorial, we provide tools for identifying and labeling 
topics.3

Frequent and exclusive words. A relatively straightfor-
ward approach to identifying topic content is to examine 
the words most likely to be generated from that given 
topic or frequent words. A related but distinct set of words 
are exclusive words, which are not only frequent in the 
topic but also unlikely to appear in other topics. For 
example, the word “vaccine” is likely in many of the topics 
estimated with these data, but it does not always meet the 
threshold of exclusivity. The function labelTopics() 
from the stm package will extract both frequent and exclu-
sive words for each topic in STM (Fig. 6). In some cases, it  
may be useful to display frequent and exclusive words 
graphically—this can be a useful method for quickly orga-
nizing and comparing topic content. The tidytext package 
allows researchers to quickly extract the beta matrix, and 
the resulting object is meant to integrate seamlessly with 
the tidyverse suite (Fig. 6).

Key examples. A second method for labeling topics is to 
examine key examples from the data set. Again, this is 
facilitated by a function in the stm package called “find 
Thoughts()” (Fig. 7). This function will select the responses 
most likely to have been generated from each topic. Users 
can set the number of topics to examine (argument n). We 

also recommend setting a threshold for the smallest likeli-
hood at which a response can be considered an exemplar 
(e.g., .3 or 30% for a model with relatively few topics or 
.05 for a model with many topics). This may result in fewer 
examples for some topics, but it prevents interpretation 
from becoming skewed by loosely affiliated responses.

Correlations among topics. A final method to assist in 
the labeling of topics is to examine the correlations bet-
ween topics. Previously, we used topic congruence— 
correlations across solutions—to compare candidate mod-
els; this allowed us to determine the extent to which a 
particular solution yielded different information. Here, we 
focus on correlations between topics in solutions. This 
method is especially useful when topics are difficult to 
label; identifying similar topics can help to clarify the 
meaning or themes.

The stm package includes the function topicCorr(), 
which estimates correlations between topics in a solu-
tion. (Note this differs from the solution-congruence 
analyses, which estimate correlations between topics 
across solutions.) Results from topicCorr() can be 
represented in a network figure that clearly depicts clus-
ters among topics (Fig. 8). However, the plot function 
represents only positive correlations among topics—
there may be meaningful negative correlations between 
topics not depicted. The Supplemental Material includes 
an example of a network figure representing both posi-
tive and negative correlations. Such an image may be 
less tidy but more accurately represent the correlations 
between figures.

After considering frequent and exclusive words, key 
examples, and how topics cluster, S. J. Weston and I. 
Shryock independently generated and compared topic 
labels (see Table 2). These labels highlight several poten-
tial features of empirically derived topics. First, topics 
can be used to categorize. In our data, many of the top-
ics identified vaccine status (e.g., fully vaccinated, first 
dose, planning to vaccinate, or not vaccinated). Although 
it is preferable to directly query vaccine status, this 
open-ended question allowed greater flexibility, espe-
cially as the types of vaccines available changed. Second, 
all solutions allowed us to differentiate participants on 
the basis of rationale for vaccinating, including their 
confidence in the vaccine. Third, several topics appear 
in multiple solutions—this is congruent with the cross-
solution correlational analyses and is suggestive of 
themes or topics that are robust. Fourth, not all topics 
may be useful. Topic 14-14 was unidentified because the 
authors could not find a discernable theme in the key 
words or examples. The presence of uninterpretable 
topics does not necessarily mean a solution is not useful, 
although Maier et al. (2018) suggested removal of such 
topics from the final model.
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Fig. 6. Identifying frequent and exclusive words in topics. For this figure, we focus exclusively on Model-8, but for cor-
responding code and figures for the other candidate models, see the Supplemental Material available online.
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Fig. 8. Correlations between topics.

Fig. 7. Extracting key responses from topic model. Here we show how to extract the top 
responses for the fourth topic in Model-8. For more responses, see the Supplemental Mate-
rial available online. We give an example here of extracting responses for multiple topics.

Discussion and Other Considerations

In this tutorial, we focused on identifying the number 
and content of topics when building structural topic 

models of open-ended survey responses. We described 
the process of preparing the data for analysis, selecting 
a wide range of solutions to consider, and narrowing 
that selection to a tractable number of candidates using 
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Table 2. Labels for Topics Across Three Primary Solutions

Topic number 8-Topic solution 14-Topic solution 18-Topic solution

1 Not vaccinated–concerned 
about side effects

Vaccinated–benefits outweigh 
risks

Vaccinated–will vaccinate children 
(specificity)

2 Vaccinated–vaccine is 
effective

Mixed status–thinking about 
getting

Vaccinated–or about to be

3 Not vaccinated–anti-vax Vaccinated–will vaccinate 
family/children

Not vaccinated–long-term side effects

4 Vaccinated–vaccine is safe Not vaccinated–don’t trust 
science

Vaccinated–scheduling

5 Vaccinated–will vaccinate 
family

Not vaccinated–delaying or 
hesitant

Not vaccinated–unsure

6 Vaccinated–both doses Vaccinated–urgency Vaccinated–trust the science
7 Vaccinated–getting (for 

children)
Mixed status–ambivalent or 

apathetic
Vaccinated–safe and effective

8 Vaccinated–positive affect Vaccinated–safe and effective Vaccinated–family
9 Not vaccinated–political Vaccinated–will vaccinate children 

(general)
10 Mixed status–science/

medicine
Vaccinated–booster

11 Not vaccinated–long-term 
side effects

Mixed status–political

12 Vaccinated–family Vaccinated–already
13 Vaccinated–first dose Vaccinated–or about to be + feelings
14 Junk topic Not vaccinated–don’t trust science
15 Vaccinated–reluctant or required
16 Not vaccinated–thinking about getting
17 Not vaccinated–waiting for more research
18 Mixed status–pregnant women and infants

fit statistics. Researchers may use all, some, or only one 
of these models in subsequent analysis. Moreover, topics 
that are robust to model selection (i.e., topics that appear 
regardless of the number of topics extracted) may be 
especially useful to researchers and potentially limit the 
need to choose a single model.

When choosing which models to evaluate in depth, 
researchers have a suite of tools available, including (a) 
evaluating topic depth in relation to project goals, (b) 
estimating the representativeness of topics in a corpus, 
and (c) comparing congruence across solutions. Labeling 
topics is also a necessary step both for choosing candi-
date models for evaluation and as an important analysis 
in and of itself. Labeling topics is facilitated by examin-
ing frequent and exclusive words, key examples, and 
the structure of topics in a solution. Although not dis-
cussed in this tutorial, a useful tool for assisting the 
comparison and labeling of topics is the stminsights 
package (Schwemmer, 2021).

Note that in the current tutorial, we focused mainly 
on quantitative metrics for determining the number of 
topics to estimate. However, topic modeling is not a 
technique that can be accomplished without the element 

of human interpretability. The goal of labeling topics, 
for example, is not only to identify themes but also to 
assess the validity and utility of a particular solution (i.e., 
number of topics). Bespoke approaches to topic inter-
pretation and labeling (Ying et  al., 2022), including 
crowdsourcing (Condon, 2017; Grimmer et  al., 2022), 
are recommended.

Although outside the scope of this tutorial, we note 
additional considerations for topic modeling. A primary 
benefit of STM over other forms of topic modeling is the 
ability to include additional variables. These may include 
demographic, psychological, or other variables, such as 
time. The inclusion of additional variables is best inte-
grated into the above analyses in the full estimation of 
topics (e.g., Fig. 3). Researchers can specify which vari-
ables they would associate with the prevalence of topics 
(using the prevalence argument) or the content of topics 
(using the content argument). Again, both the stm and 
tidytext packages include functions to facilitate exam-
ining the relationships of such variables to topics. We 
note here that the inclusion of additional variables may 
influence the results of a topic model—researchers are 
advised to include variables of interest from the start of 
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the process described in this tutorial. As with all regression- 
type models, researchers should take care to avoid over-
fitting and multicollinearity.
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Notes

1. Although not the focus of the current tutorial, data preprocess-
ing is a crucial step in text analyses. We refer readers that wish to 
learn more to the following books: Supervised Machine Learning 
for Text Analysis in R (smltar.com; Hvitfeldt & Silge, 2021) and 
Text as Data (Grimmer et al., 2022).
2. Although efficient, this code can take a substantive amount 
of time to complete. The present example took approximately 
80 min. Solutions with larger numbers of topics take more time 
to converge than simpler solutions, and data sets with more 
responses take more time as well. We recommend running such 
code in the terminal rather than a graphic user interface such as 
RStudio, manual parallelizing, or using computing clusters.
3. For more examples of these functions, see online tutorials by 
Julia Silge (2018), Burt Monroe (n.d.), and Thierry Warin (n.d.).
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