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DISSERTATION ABSTRACT 
 
Katherine A. Spitzley 
 
Doctor of Philosophy 
 
Department of Human Physiology 
 
September 2023 
 
Title: Upper Limb Movement in Virtual and Real-World Environments 
 

In recent years, virtual reality (VR) systems have experienced significant 

technological advancements, resulting in increased accessibility and improved product 

quality. Early VR systems were limited by low visual quality, large size, and high cost, 

but advancements in technology have propelled VR into the mainstream. As VR becomes 

increasingly prevalent, it is vital to understand its effects on the human sensorimotor 

system, particularly with vulnerable populations. The upper limb is within the field of 

view of current VR headsets and is the main point of contact between the user and virtual 

environment. It is therefore an essential component of the relationship between user and 

system. 

This dissertation is organized into five sections, each contributing to the 

overarching objective of understanding upper limb movement in real and virtual 

environments. Chapter I serves as an introduction, providing essential background 

information and an overview of subsequent chapters. Chapters II and III are dedicated to 

validating the HTC VIVE tracker as a tool for collecting both static and dynamic data. 

This establishes the foundation for subsequent studies, which use the tracker to estimate 

body segment position and orientation. Chapter IV investigates the impact of 

visuoproprioceptive congruency on upper limb joint position matching within a VR 



 5 

environment, highlighting the pivotal role of vision in the planning and execution of 

movements. Continuing the exploration of upper limb movements, Chapter V identifies 

kinematic and kinetic disparities between visually guided reaching movements conducted 

in VR and the real world (RW). Building upon the findings from Chapter V, Chapter VI 

investigates the translation of these differences when individuals switch between VR and 

RW environments.  Collectively, these studies contribute to the broader knowledge base 

of motor control, informing the design and implementation of effective protocols and 

applications in both real and virtual settings.  

This dissertation includes previously published and unpublished co-authored 

material.  
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CHAPTER I 

GENERAL INTRODUCTION 

 

1. Background  

1.1 Virtual Reality Systems  

Since the ideation of virtual spaces, the objective has been to create a sensory 

experience that parallels the fidelity of the real world. Room-scale projectors, glasses, 

headsets, audio immersion, and sensor-containing suits have each been used to advance 

this goal. To date, the level of immersion has been scaled into three main categories: 1) 

virtual reality (VR) where the user is fully immersed in the virtual experience, 2) mixed 

reality (MR) where the user experiences a combination of virtual and real-world inputs, 

and 3) augmented reality (AR) where the user experiences the real-world through a lens 

which can overlay additional information. Together these experiences are referred to as 

extended realities (XR). 

In recent years, VR, MR, and AR systems have undergone substantial 

technological updates and reductions in cost. The result has been a proliferation of these 

systems throughout many industries including military, clinical, scientific, and education 

(Wohlgenannt et al., 2020). Of these, VR has seen the widest expansion. This is reflected 

in VR global markets projections of an increase from USD 7.3 billion in 2018 to USD 

120.5 billion in 2026 (Wohlgenannt et al., 2020). The uptick in consumption parallels a 

leap in access and product quality. Though VR was first developed by Ivan Sutherland in 

the 1960s (Fig. 1.1), the low quality of visual information, prohibitive size, and high cost 

of these systems limited their use cases (Sutherland, 1968). It was not until the 2010s that 
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companies including HTC VIVE, Oculus, and PlayStation released systems that were 

portable, inexpensive, and high enough fidelity of information to break into the 

mainstream.   

 

Figure 1.1. Figures 3 and 4 from Ivan Sutherland’s A head-mounted three-dimensional 
display. This apparatus, named The Sword of Damocles was developed by Ivan Sutherland 
in 1968 and is largely regarded as the first virtual reality system (Sutherland, 1968).  

 

Key results from the recent technological updates in virtual spaces are the 

decrease or elimination of sensory conflict-related illness along with an increase in 

presence, interactivity, and immersion for the user (Cipresso et al., 2018; Harris et al., 

2020; Wohlgenannt et al., 2020). Each of these improvements moves the user further 

toward experiencing a seamless replication of real-world sensory experiences. The largest 

steps toward this goal have been improvements in the fidelity of visual information and 

the comfort and portability of wearable devices. The most sophisticated systems available 

to the public in the year 2023 consist of a lightweight stand-alone headset that can 
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perform hand tracking without the need for a controller. While the markerless tracking 

technology and storage capacity of these systems leave room for improvement, this is a 

huge leap from the room-scale systems that require multiple cameras and on-body 

sensors to perform at a similar level (Cruz-Neira et al., 1992). Therefore, it is not 

surprising in the least that use cases and consumption of these systems have skyrocketed 

in parallel.   

 

1.2 Perceiving the Virtual and Real-Worlds 

Even with the advances in VR technology, differences between virtual and real 

worlds exist in many forms and to varying degrees. In the visual space, differences such 

as objects disobeying laws of physics or the natural world showing unrealistic color (ex. a 

pink sky) are blatantly noticeable to the user and likely to affect the way that they interact 

with the virtual world (Cortes et al., 2018; Wright, 2014). These are obvious disruptions 

to the user’s expectation of a ‘normal’ sensory experience and are easily manipulatable 

by the developer of the virtual environment. Possibly even more impactful than 

differences between external worlds, are observations that the user is making about their 

own form. Growing evidence shows that embodiment, or the parallels that the user 

perceives between their body and the form that they take within the virtual world, is 

essential to performance within the virtual space (Bourdin et al., 2019; Kilteni et al., 

2012; Nierula et al., 2019). Even if every effort is taken to eliminate obvious differences 

between internal and external environments and parallel the real world perfectly, there 

are innate differences that cannot be overcome with current technology.  
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Because the virtual world is created digitally and transmitted to the user though 

screens, headphones, and other electronic devices, the fidelity of this world will 

inevitably be restricted by the technical specifications of the equipment it is delivered 

through. Specifications such as equipment weight, frame rates, pixel-aspect ratios, 

frequency response spectrums, and force feedback may influence the user’s perception of 

the sensory experience. While many of these specifications also exist within the organic 

sensory systems and central nervous system of the user, they are at the same time highly 

adaptable, and the user is highly adapted to them (Ernst and Banks, 2002; Helms Tillery 

and Sainburg, 2012; Van Der Kooij et al., 2013; Wolpert et al., 2011). Using external, 

digital technology to provide sensory information imposes a level of novelty to the 

nervous system that must be overcome or adapted to.  

Novelty in the nervous system is generally met with greater demand from the 

system and a redirection of information processing (Wenk et al., 2021). Due in part to 

altered requirements, these processes are slower, more energy consuming, and require a 

larger proportion of available attention to complete. For example, a simplified 

explanation of visual processing describes two streams of visual information through the 

brain, one for object identification and one for contextualization (Shomstein, 2012). 

When a visual stimulus is well known to the user, they can draw from a large experiential 

repository for both identification and contextualization. However, if a visual stimulus is 

either unknown to the user or is behaving in an unexpected way, past experiences provide 

less useful information for these functions (Bruno et al., 2008). In this case, more effort is 

required to identify and contextualize the visual information. Another novelty is the 

stereoscopic presentation of visual depth cues in VR. Depth perception relies on a 
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number of monocular and binocular visual cues, and the disruption or disagreement 

within these cues may lead users to process the signals differently in virtual and 

naturalistic environments (Goodale and Westwood, 2004; Harris et al., 2019; Verhoef et 

al., 2016).  

 

1.3 Sensory Integration for Movement Control 

The capture and processing of sensory information is critical in our ability to 

respond to external environments. To use sensory information for movement control, the 

neurological system must successfully collect, encode, translate, and integrate this 

information into a model that can be deployed by the motor system. This entire process 

must take place within a time course suitable for an effective movement response to the 

stimulus at hand. The result of the movement must be accurate enough to allow continued 

completion of activities of daily living. Given these constraints, it is unsurprising that a 

highly optimized sensory processing system has evolved to handle the translation of 

sensory input to motor output. In a fully intact system, visual and proprioceptive sensory 

signals are heavily relied upon to generate movement responses to environmental cues. 

Visual information is taken in through the retina, travels through the optic nerve, 

and is projected across the brain for integration and interpretation. Continuous gathering 

of smooth visual information regarding self and the environment requires that our focal 

field is able to both change rapidly and fixate on targets. Saccadic eye movement allows 

for these actions and is essential to the visual control system (Goodale, 2011; Wurtz, 

1996). Optic configuration also plays a role in successful movement control. As many 

elements of goal directed movement rely on cues of distance and location with respect to 
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self, binocular vision is important to movement control. The absence of binocular 

information results in slower movement times, longer movement decelerations, increased 

necessary online movement adjustments, and decreased movement accuracy than when 

binocular cues are available (Goodale, 2011). Together, saccadic eye movements and 

binocular visual cues enable the system to gather sufficient visual information for 

movement control.  

Proprioceptive information is collected in the periphery by receptors in the skin, 

joints, tendons, and muscles (Enoka, 2002; Matthews, 1982; Proske and Gandevia, 2012; 

Riemann and Lephart, 2002a). This information is delivered to the spinal cord via 

afferent neurons, travels up the cord through the dorsal columns, and is projected on to 

the cortex and thalamus for further distribution and integration (Jankowska, 1992; 

Johansson and Silfvenius, 1977; Landgren and Silfvenius, 1971; Riemann and Lephart, 

2002a; Wall and Noordenbos, 1977). Collectively, this information provides the central 

nervous system with insight about joint kinematics (Proske and Gandevia, 2012, 2009) 

and possible changes to the internal and external environment (Enoka, 2002), ultimately 

informing both feedforward and feedback control of motion (Riemann and Lephart, 

2002b). 

The combination of afferent information from multiple sensory inputs relies on 

multimodal sensory cells. These cells exhibit increased activity with a single input, and 

either amplified or decreased activity with the introduction of each subsequent input 

(Jiang et al., 2001; Meredith and Stein, 1986; Stein et al., 2009). The magnitude of this 

response is directly proportional to stimulus intensity in a unimodal stimulus and 

inversely proportional in a multimodal stimulus (Meredith and Stein, 1986; Stein et al., 
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2009). Further, response frequency increases when multimodal inputs are in spatial 

agreement and decreases when they are in spatial disagreement (Jiang et al., 2001; Stein 

et al., 2009, 2002).  Through these mechanisms, integration occurs in the brain through 

the tuning of response intensity and frequency of individual multisensory cells. This 

integrated information is then used to generate a response to the stimulus. Averaging and 

prior knowledge can be used to either select and update a movement plan or modify how 

the sensory information is interpreted to generate an appropriate response (Faisal et al., 

2008; Van Der Kooij et al., 2013). 

Frequently, averaging and prior knowledge are used in tandem to develop a 

weighted average wherein the weight attributed to each source of sensory information is 

dependent on its statistical variance (Block and Bastian, 2011, 2010; Faisal et al., 2008; 

van Beers et al., 1999). Reweighting can occur in response to a change in fidelity of the 

input, spatial disagreement between incoming information, or a conscious effort to 

increase reliance on a particular sensory cue (Block and Bastian, 2010; Van Der Kooij et 

al., 2013). This is modeled mathematically through the maximum likelihood principle, 

which states that the signal with the least statistical variability will be most heavily 

weighted (Ernst and Banks, 2002). An independent but highly related process of sensory 

realignment, in which the sensory system changes its mapping of one sensory input in 

relation to another, may occur after sensory reweighting (Block and Bastian, 2011). 

Generally, the lower weighted sensory input is realigned in this process, however this is 

not always the case, suggesting that input from prior experiences and contextual cues 

may be important in this process (Block and Bastian, 2011). The processes of 

reweighting and realignment each rely on inflow of sensory feedback into the system 
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(Harris and Wolpert, 1998). The differences between these processes are apparent when 

examining movement trajectories in sighted, blindfolded, and congenitally blind 

participants during targeted reaching movements. The reweighting of information in a 

blindfolded condition assists in but does not fully correct for, the sensory deficit, wherein 

a realignment in the congenitally blind population enables performance on par with a 

sighted population (Sergio and Scott, 1998). These mechanisms enable us to respond to 

sensory information, even if it is faulty, noisy, or inconsistent with prior experiences. 

 

1.4 Summary 

Virtual reality and other XR technologies have come a long way in their technical 

capabilities, price point, and usability in the past 55 years. A large rise has already begun, 

and will undoubtedly continue, in the use of these systems across multiple fields. The 

control that XR provides over a user’s sensory experience is a valuable skill and resource 

to be harnessed for the scientific and clinical communities. Before bringing these systems 

in to settings with vulnerable populations, it is essential to understand if and how they 

affect the human sensorimotor system. This system is well tuned to perform many 

important activities of daily living and is at the same time adaptable and trainable under 

the right circumstances. Sensory cues are a very important component of the human 

ability to intake and respond to their surroundings, and the artificial presentation of those 

cues through screens and headphones may have unanticipated results. It is therefore 

essential to interrogate motor output in virtual environments. This dissertation is 

specifically interested in upper limb movement, as the upper limb is well within the field 
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of view of most modern headsets and is used as the primary point of contact between the 

user and virtual environment. 

 

2. Aims and Overview 

This dissertation is composed of seven (VII) chapters. Chapters II – VI discuss 

primary research studies and are written in journal format. Chapters I provides 

introductory material to the topics of virtual reality spaces and their interactions with the 

human sensory system, while chapter VII summarizes main findings from chapters II-VI. 

Bridge sections are included to link the content between chapters.  

Chapters II and III aim to determine if commercially available virtual reality (VR) 

systems have the potential to be effective tools for simultaneous sensory manipulation 

and kinematic data collection. Both chapters were co-authored by Kate A. Spitzley and 

Andrew R. Karduna and are written in the style of a Journal of Biomechanics short 

communication. The study design, experimental work including data collection and 

analysis, and writing was performed by Kate A. Spitzley, Andrew R. Karduna provided 

research mentorship and editorial assistance. Chapter II was previously published in the 

Journal of Biomechanics under the title Feasibility of Using a Fully Immersive Virtual 

Reality System for Kinematic Data Collection.  

Chapter IV aims to understand the importance of the weighted integration of 

visual and proprioceptive information in movement planning and execution using a VR 

environment. This chapter was co-authored by Kate A. Spitzley and Andrew R. Karduna 

and previously published in the Journal of Motor Behavior under the title Joint Position 

Accuracy is Influenced by Visuoproprioceptive Congruency in Virtual Reality. The study 
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design, experimental work including data collection and analysis, and writing was 

performed by Kate A. Spitzley, Andrew R. Karduna provided research mentorship and 

editorial assistance. 

Chapters V and VI aim to elucidate the effect of VR environments on upper limb 

movements, and how those effects translate between real and virtual spaces. These 

chapters were co-authored by Kate A. Spitzley, Zachary A. Hoffman, Samuel E. Perlman, 

and Andrew R. Karduna. Kate A. Spitzley contributed to study design, experimental 

work including data collection and analysis, and writing. Zachary A. Hoffman and 

Samuel E. Perlman contributed to study design and data collection. Andrew R. Karduna 

contributed to study design, research mentorship, and editorial assistance. 
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CHAPTER II 

FEASIBILITY OF USING A FULLY IMMERSIVE VIRTUAL REALITY SYSTEM 

FOR KINEMATIC DATA COLLECTION 

 

This work was published in volume 87 of the Journal of Biomechanics in April 

2019 as “Feasibility of Using a Fully Immersive Virtual Reality System for Kinematic 

Data Collection” and is co-authored by Kate A. Spitzley and Andrew R. Karduna. The 

study design, experimental work including data collection and analysis, and writing was 

performed by Kate A. Spitzley, Andrew R. Karduna provided research mentorship and 

editorial assistance. 

 

1. Introduction  

Recent advances in Virtual Reality (VR) technology have expanded our ability to 

integrate immersive 3D visual environments with optical motion capture. Platforms such 

as Vicon Reality and OptiTrack for VR have combined their marker-based systems with 

VR headsets and controllers to augment both the VR experience and research capabilities 

(Vicon.com, Optitrack.com, 2018). However, these systems still require the use of 

research-grade motion capture cameras to collect kinematic data. Although research-

grade systems provide robust measures of position and orientation, there are limitations 

due to their high price and low portability. While these may not be barriers for more 

established institutions, those working in underfunded programs, teaching institutions, 

classroom settings, and clinics may find them restrictive. The use of a VR system for 

simultaneous immersion in 3D virtual environments and kinematic data collection could 
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provide the benefits of these integrated systems, the low price point of VR systems, and 

high portability that existing systems cannot offer.  

The HTC VIVE Virtual Reality System (VIVE) and Oculus Rift systems are both 

prime candidates for this application as they are each available for under $1000 and 

extremely portable. However, the tracked area for the VIVE is about 5 m x 5 m while the 

tracked area for the Rift is about 1.5 m x 1.5 m, making the VIVE a more suitable option 

for kinematic data collection (Martindale, 2018). The VIVE system consists of two small 

light-emitting boxes (9 cm x 9 cm x 6 cm), two lightweight handheld controllers (0.31 

kg), a round tracker (0.36 kg), and a lightweight fully immersive headset (0.47 kg). The 

shipping weight for this entire system is under 2 kg. The position and orientation of the 

tracker, headset, and controllers are tracked in real time, allowing for realistic motion 

feedback into the virtual visual environment.  

The goal of this study was to determine the accuracy of the VIVE handheld 

controller and tracker, two different configurations of VIVE sensors, in comparison to an 

industry gold standard motion capture system, the Polhemus Liberty (Liberty) magnetic 

tracking system. This system has been used extensively in basic and clinical research 

settings (Amasay and Karduna, 2013; Kahol et al., 2009, 2008; Kwon et al., 2012). The 

manufacturer reported static accuracy of this system is 0.15° and 0.76 mm, and 

independent validation studies have corroborated these claims, showing root mean square 

(RMS) values as low as 0.2 mm (Nafis et al., 2006; Polhemus, 2012). This system was 

chosen for comparison due to its’ high reported accuracy and frequent use for collecting 

kinematic data (Amasay and Karduna, 2013; Dadarlat et al., 2015; Kahol et al., 2009; Lin 

and Karduna, 2016; Nafis et al., 2006; Polhemus, 2012). Measures of static drift in 
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position and orientation, static translation, and static rotation were compared between the 

VIVE controller and the Liberty sensor and the VIVE tracker and the Liberty sensor. 

Feasibility of using the VIVE sensors for kinematic data collection was determined by 

their accuracy when compared to the Liberty sensor.  

 

2. Methods  

2.1 System Setup 

The VIVE VR system was set up as detailed by the user’s manual in order to 

establish proper tracking of the sensors. The lighthouses were set 6 m apart, mounted 

directly to the laboratory wall at a height of 2.1 m, angled downward at an angle of 30°, 

and connected by a synchronization cable (“htc VIVE User Guide,” 2016). The VIVE 

headset was located on a stable, flat platform within the tracked space. The system’s 

room setup protocol was run before each data collection session. This protocol 

establishes the location of the floor and the play area (the area in which the sensors will 

be tracked). The Liberty magnetic tracking system (Polheums, Colchester, VT) was set 

up according to the user’s manual and best practices (Polhemus, 2012). The Liberty 

transmitter was placed approximately 0.5 m from the sensor and metal was cleared from 

the space to eliminate interference (Fig. 2.1).  

 
2.2 Experimental Protocol 

The VIVE sensor (tracker or controller) was mounted to a rigid segment opposite 

a sensor from the Liberty magnetic tracking system; the segment was then mounted to a 

ball-and-socket fixture, which was set on a linear gear track. This setup allowed for 360° 

of rotation about three axes and 61 cm of translation along three axes. 
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Fig. 2.1. HTC VIVE lighthouse boxes mounted 2.1 m high, 6 m apart, tilted downward by 
30°, as suggested in the user guide. Polhemus Liberty base station positioned 0.5 m from 
the tracker. VIVE and Liberty sensors mounted to opposite ends of a rigid segment with 
six degrees of freedom. Graphics not to scale. 
 

The segment holding both sensors was moved through fifty rotations about each 

axis and fifty translations along each axis of the respective sensor (Fig. 2.2). In total, 300 

ten-second samples were collected while the segment was held static at each increment of 

motion. Increments ranged from 0 – 50° and 0 – 30 cm. All tests were completed first 

with the VIVE controller and Liberty sensor, then with the VIVE tracker and Liberty 

sensor. Testing order was chosen at random. The rig holding the sensors was stationed in 

the center of the VIVE system’s tracked space. Both systems sampled at a rate of 120 Hz. 

Data were collected simultaneously from the sensors using a custom Unity program 

(Unity Technologies, San Francisco, CA, USA) and analyzed using a custom LabVIEW 

program (National Instruments, Austin, TX, USA).  
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Fig. 2.2. Coordinate systems of the HTC VIVE controller (a) and tracker (b) overlaid on 
their respective models. 

 
2.3 Data Reduction and Analysis 

Translational error between the two systems was determined by taking the mean 

position over each ten-second period and using the distance formula to quantify the 

translation of each sensor from sample to sample. The distance measured by the VIVE 

was then subtracted from the distance measured by the Liberty. As neither system 

reported consistently higher or lower values than the other, indicating random error, the 

absolute value of the difference in measurement was used in order to avoid erroneously 

low error values. 

Rotational error between the two systems was determined by comparing the 

change in helical angle measurement in each sensor from sample to sample. Helical 

angles were chosen because the global coordinate systems of the VIVE and Liberty 

systems were not aligned. The mean of each orientation component was taken over the 

ten-second collection period. The averaged Liberty components were decomposed from 

their Euler sequence using the system’s reported attitude matrix (Polhemus, 2012). 

Helical angle change from sample to sample was calculated using these mean raw 
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rotational components from each system (Spoor and Veldpaus, 1980). The helical angle 

change was compared between the two systems by subtracting the change measured by 

the VIVE from the change measured by the Liberty. Again, random error was seen and as 

a result, the absolute value of these differences was used. 

Drift in all six signal components was quantified using RMS of each ten second 

static collection period. The mean value of each signal component was first subtracted 

from each sample in that signal component; the remainders were used to determine RMS 

values for each signal component. 

 

3. Results 

The VIVE tracker and controller showed a mean rotational error of 0.13 ± 0.08° 

and 0.3 ± 0.07°, respectively (Fig 2.3a and b). Mean translational error for the tracker and 

controller was 1.7 ± 0.4 mm and 2.0 ± 0.8 mm, respectively (Fig 2.3c and d). When 

tested together, the tracker and Liberty sensor showed mean rotational drift of 0.06 ± 

0.07° and 0.003 ± 0.000°, respectively (Fig 2.4a) and mean translational drift of 0.27 ± 

0.13 mm and 0.02 ± 0.00 mm, respectively (Fig 2.4c). When tested alongside the 

controller, the controller and Liberty sensor showed mean rotational drift of 0.01 ± 0.00 ° 

and 0.0002 ± 0.0001°, respectively (Fig 2.4b) and mean translational drift of 0.28 ± 0.13 

mm and 0.01 ± 0.00 mm, respectively (Fig 2.4d). 
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Fig. 2.3. Comparisons of rotational (a, b) and translational (c, d) measurement errors 
(mean ± SD) between the VIVE tracker and Liberty sensor (a, c) and the VIVE controller 
and Liberty sensor (b, d). 
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Fig. 2.4. Comparison of rotational (a, b) and translational (c, d) drift measurements (mean 
± SD) between the VIVE tracker and the Liberty sensor (a, c) and the VIVE controller and 
Liberty sensor (b, d). 

 

4. Discussion 

This study aimed to compare measurements of static rotations and translations 

between the VIVE handheld controller and tracker to a Liberty sensor, and to quantify 

rotational and translational drift in all three sensors. These measurements were meant to 

inform whether the VIVE controller and tracker are accurate enough in measuring 

position and orientation to use for the collection of kinematic data.  

The error measurements of both VIVE sensors were very low, with all mean 

rotational errors falling below 0.4° and mean translational errors below 3 mm. In all 

x y z
0.00

0.05

0.10

0.15

0.20

Axis of Rotation

D
ri

ft
 [d

eg
]

Trackera)

x y z
0.0

0.1

0.2

0.3

0.4

0.5

Axis of Translation

D
ri

ft
 [m

m
]

Trackerc)

x y z
0.00

0.05

0.10

0.15

0.20

Axis of Rotation

D
ri

ft
 [d

eg
]

Controller Liberty

VIVE

b)

x y z
0.0

0.1

0.2

0.3

0.4

0.5

Axis of Translation

D
ri

ft
 [m

m
]

Controllerd)



 

 38 

instances when the rotation or translation increment was larger than zero, percent error 

was less than 0.1%. Rotational error across all three axes appeared to be consistent when 

using the controller. However, when using the tracker, error about the y-axis appeared to 

be higher than about the x and z-axes. Even with this inconsistency, mean error about the 

y-axis of the tracker was only 0.2°. Conversely, translational errors appeared consistent 

across all axes when using the tracker, and when using the controller error along the z-

axis appeared to be lower than along the x and y-axes. Even with these slight variations 

between axes, all rotational and translational components of the controller and the tracker 

aligned very closely with the Liberty measurements. These errors fell well within the 

range of normalcy for research grade systems, which regularly report translational 

accuracy between 1.0 mm and 2.0 mm and rotational accuracy between 0.5 ° and 1.0 ° 

but often demonstrate much higher errors in practice (Frantz et al., 2003; Nafis et al., 

2006). 

Drift measurements throughout the 10 second capture periods from both VIVE 

sensors were consistently higher in all components than drift from the Liberty sensor. 

However, all mean rotational drift measures fell below 0.1° and all translational measures 

below 0.35 mm. The lowest measures of drift by the VIVE system were seen in the 

controller’s rotational components, while the tracker displayed slightly higher measures 

of mean rotational drift. As these sensors use embedded IMUs, it is expected that drift 

would accumulate over time. However, the light-emitting boxes and optical sensors 

integrate with the output from the IMU to provide 60 drift corrections per second. This 

mechanism prevents accumulation of drift in the signal.  
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These slight differences between the VIVE tracker, VIVE controller, and Liberty 

sensor may be important to consider when making kinematic measurements over very 

small ranges of motion. Studies involving surgical tasks, for example, which require 

minimum system accuracy of 1.5 mm, may want to consider using other systems 

(Birkfellner et al., 1998). However, for larger movements we believe that all of these 

sensors are accurate enough for the collection of kinematic data. This study was 

performed using a single VR system, and therefore cannot be guaranteed to represent all 

systems of the same model. However, this practice is common in validation studies and 

the protocol is replicable a wider scale (Nafis et al., 2006). Additionally, these data are 

limited in that they are static measurements taken in the center of the calibrated space; 

further testing on temporal signal components and the entirety of the space would be 

necessary for studies with a strong timing requirement or those which plan to utilize all of 

the calibrated volume. Further, in comparison to a traditional motion capture system, the 

VIVE sensors are larger and more difficult to affix to segments. The main considerations 

when choosing between these sensors should therefore be study design, portability, and 

cost.  

 
5. Bridge 

This study assessed accuracy of the VIVE handheld controller and tracker in 

comparison to the Polhemus Liberty magnetic tracking system, an industry-standard 

motion capture system known for its high accuracy. Static drift in position and 

orientation, as well as translation and rotational error, were measured and compared 

between the VIVE sensors and the Liberty system. The VIVE tracker and controller 

demonstrated rotational and translational errors which fell within the range of research-
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grade systems. The study also analyzed drift in all six signal components, finding that the 

VIVE sensors exhibited slightly higher drift compared to the Liberty sensor. However, 

the combination of embedded IMU and optical sensors prevent significant accumulation 

of drift over time, maintaining relatively low values.   

Overall, this study highlights the potential of using VR systems like the HTC 

VIVE for simultaneous immersion in virtual environments and kinematic data collection. 

The next step in solidifying the utility of these systems is to examine the dynamic 

rotational accuracy of the VIVE sensors. The study outlined in Chapter III was designed 

to achieve this aim.  
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CHAPTER III 

ACCURACY OF THE HTC VIVE TRACKER ROTATIONS UNDER CONTROLLED 

DYNAMIC CONDITIONS 

 

This work is being prepared for submission to the Journal of Biomechanics as a 

short communication and is co-authored by Kate A. Spitzley and Andrew R. Karduna. 

The study design, experimental work including data collection and analysis, and writing 

was performed by Kate A. Spitzley, Andrew R. Karduna provided research mentorship 

and editorial assistance. 

 

1. Introduction 

Immersive virtual reality (VR) systems have recently undergone substantial 

technological updates and reductions in cost. This rise in accessibility has been paralleled 

by increased use of these systems in education, retail, sports, and healthcare settings 

(Wohlgenannt et al., 2020). In the healthcare domain, VR systems are being used to train 

surgeons (Egger et al., 2017), provide clinical and in-home health care (Ikbali Afsar et 

al., 2018; Janeh et al., 2019; Levin et al., 2015b; Waked and Eid, 2019), and teach 

sensorimotor skills (Wright, 2013). With the typical consumer VR product costing under 

$1,000, and the application market providing easy access to gamified rehabilitation tools, 

it is unsurprising that this technology has been readily adopted. The potential benefits 

from using a technology that easily provides 3D, fully controllable environments in-clinic 

or at-home certainly deserves the increased attention.  
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In addition to the benefits of a 3D environment, some of these systems have the 

potential to deliver simultaneous capture of six degree of freedom motion data. Position 

and orientation data from the HTC VIVE headset, controller, and tracker can easily be 

output. The HTC VIVE Tracker is an ideal candidate for capturing movement of body 

segments for kinematic study. It is small enough to mount on most segments, lightweight 

enough not to impede movement, and integrates optical and IMU sensor data for 

tracking. Platforms such as Vicon Reality and OptiTrack for VR have combined their 

marker-based systems with VR headsets and controllers to achieve segment tracking 

while using VR systems. However, these configurations still require a research-grade 

motion capture system to collect kinematic data. Although research-grade systems 

provide robust measures of position and orientation, their high price-points and low 

portability pose access limitations. Using the VIVE VR system for simultaneous 

immersion in 3D virtual environments and kinematic data collection could provide the 

same benefits of these integrated systems, the low price point of VR systems, and high 

portability that existing systems cannot offer.  

Therefore, the goal of the study outlined in this chapter was to determine the 

rotational accuracy of the HTC VIVE tracker (version 3.0) under controlled dynamic 

conditions. To achieve this, the tracker and a potentiometer were rotated simultaneously. 

Their rotational measurements were compared over a range of speeds, at nine different 

positions throughout the room, and at different orientations with respect to the VIVE 

Lighthouse system. R-squared, root-mean-square-error (RMSE), and mean absolute error 

were used to determine the agreement between the two measurement sources. The study 

outlined in chapter 2 of this dissertation found no differences in static rotational or 
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translational error between three axes of movements in either the tracker or controller. 

This study therefore examined only rotations about the z-axis of the tracker.  

 

2. Methods  

2.1 Experimental device 

A 1-degree of freedom rotational device was designed to synchronously rotate an 

HTC VIVE tracker 3.0 (HTC VIVE, Taoyuan City, Taiwan) and a potentiometer using a 

servomotor. The servomotor rotated a rigid arm to which the tracker was mounted in 

series and the potentiometer was mounted in parallel (Fig. 3.1). Analog voltage from the 

potentiometer was converted through a National Instruments A/D board (National 

Instruments Corporation, Austin, TX, USA) and the digital signal was recorded using a 

custom LabVIEW (National Instruments, Austin, TX, USA) program. Orientation from 

the tracker was recorded using a custom Unity (Unity, San Francisco, CA, USA) 

program. Samples were collected at a rate of 90 Hz from both the potentiometer and the 

tracker. The potentiometer voltages were calibrated to angles using 387 discrete points 

over a 180° range. 
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Fig. 3.1 The HTC VIVE tracker is mounted in series and the potentiometer is mounted in 
parallel with a rigid rod that is rotated by a servomotor.  
 
 
2.2 Experimental conditions 
 

Four VIVE system configurations were tested (Fig. 3.2 a). Configurations varied 

position of the lighthouse boxes and facing of the tracker. Configuration 1 tested the 

lighthouse boxes in adjacent corners, facing the center of the room with the tracker facing 

both boxes. Configurations 2-4 tested the lighthouse boxes in opposite corners, facing the 

center of the room with the tracker facing parallel to the line between the lighthouses 

(C3) and at a 45° angle to the line between the lighthouses (C2 & C4). In all 
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configurations, the lighthouse boxes were set up according to the manufacturer 

recommendations, mounted at a height of 3 m with an inclination of approximately 45 °.  

In each configuration, the Steam VR Room Setup was completed to calibrate a 

2.4 m square virtual space inside the 4.7 m square laboratory space. The virtual space was 

further subdivided into nine sections (Fig. 3.2 b). Once the setup was complete, all 

testing for the configuration was completed without turning off the system, moving the 

lighthouse boxes, or redoing the room setup process. Testing procedures were replicated 

in each configuration and each section.  

Testing consisted of the servomotor being engaged to rotate the rigid arm. 

Rotations covered an approximately 180° range from 5±5° to 190±10°. Five rotations 

were completed at three speeds fast (15°/sec), medium (7°/sec), and slow (3°/sec). The 

speeds were selected to represent the full range of speed available from the testing 

device. This experimental design resulted in 135 tests per configuration: five tests at three 

speeds in each of the nine sections. 
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Fig. 3.2 The VIVE system setup in four different configurations (a) which varied position 
of the lighthouse boxes (black squares) within the room and facing of the device holding 
the tracker and potentiometer (grey rectangle). The grey arrow indicates the direction in 
which the tracker was facing. The device was tested in nine different sections (b) of the 
calibrated space.  
 

2.3 Data Reduction and Analysis  

R-squared, root-mean-square error, and mean absolute error values were 

calculated to establish how closely the tracker angles matched the potentiometer angles 

throughout the full range of motion. Mean absolute error was calculated by determining 

the absolute difference between tracker and potentiometer readings at each 10° increment 

of movement, as determined by the potentiometer. Differences in each of these measures 

between speeds (fast, medium, and slow), sections of the calibrated space (S1 - S9), and 

configurations (C1 - C4) were determined using three-way repeated measures ANOVAs 

(α = 0.05). 

 
 
3. Results 
 

No differences between speeds, sections, or configurations or interactions were 

observed in measures of r-squared, RMSE, and mean absolute error (Fig. 3.3). R-squared 

values ranged from 0.97 to 0.99, with an overall mean and standard deviation of 

0.99±0.002. RMSE ranged from 0.90° to 1.1°, with an overall mean and standard 

deviation of 1.1±0.1°. Mean absolute errors ranged from 0.21° to 0.27°, with an overall 

mean and standard deviation of 0.23±0.01°. 
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Fig. 3.3 Heatmaps showing results for r-squared (a), RMSE (b), and the mean absolute error between tracker and potentiometer readings 
in 10° increments (c). As no effect of speed was observed, all three speeds have been collapsed for these representations.
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5. Discussion 

The present study aimed to quantify rotational accuracy of the HTC VIVE tracker 

under dynamic conditions. A potentiometer was used as the source of gold standard data 

for comparison. The two measurement devices were rotated over an approximately 180° 

range of motion at three different speeds, fast (15°/sec), medium (7°/sec), and slow 

(3°/sec). The calibrated testing space was subdivided into nine sections and the tests were 

completed in each of these sections under four different room configurations (Fig. 3.2).   

R-squared (Fig. 3.3a), RMSE (Fig. 3.3b), and the mean absolute error (Fig. 3.3c) 

showed no differences between speeds, sections of the room, configurations, or 

interactions. Additionally, the strong agreement between the tracker and our gold 

standard, the potentiometer, support the use of an HTC VIVE tracker for the collection of 

orientation data. Manufacturer reported RMS of rotational components for magnetic 

tracking systems range from 0.3° to 1.1° (Nafis et al., 2006). Dynamic testing of 

rotational components for two inertial based systems (Xsens MTx and APDM Opal) 

resulted in accuracy values of 2° and 2.8°, respectively (Lebel et al., 2013). Based on 

these values, the tracker’s dynamic accuracy falls somewhere between that of a magnetic 

tracking system and inertial measurement system.  

The results from this study join several others in finding low errors and strong 

agreement between the VIVE sensors and industry gold-standard systems (Jost et al., 

2019; Sansone et al., 2022; Soares et al., 2021; Spitzley and Karduna, 2019). One main 

finding that differs between this study and others is the lack of differences that we 

observed around the edges of the room compared to the center. Others have seen a 

decline in accuracy, particularly in orientation measurements, at the edges of the room 
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(Niehorster et al., 2017; Sansone et al., 2022). In whole, these studies suggest that data 

collections in the center of the calibrated space should produce position and orientation 

outputs similar to those of other industry gold-standard systems.   

One limitation to this study is that the tracker was only rotated about the z-axis. 

However, the study outlined in chapter 2 of this dissertation showed no differences in 

static rotational or translational error between three axes of movements in either the 

tracker or controller. We therefore felt comfortable using the z-axis of movement as a 

representative sample in the dynamic condition.  

 

6. Bridge 

This study focused on assessing the rotational accuracy of the HTC VIVE tracker 

under dynamic conditions. A rotational device was designed to synchronize the rotation 

of the tracker and a potentiometer using a servomotor. The tracker and potentiometer 

measurements were compared at different speeds, positions within the room, and 

orientations with respect to the VR system. No significant differences were found in 

rotational accuracy between speeds, positions, or configurations and no interactions were 

seen. Comparisons with other gold-standard systems showed that the HTC VIVE 

tracker’s dynamic accuracy falls between that of magnetic tracking systems and inertial 

measurement systems.  

The studies outlined in Chapters II and III conclude that the HTC VIVE tracker is 

a reliable tool for collecting accurate static and dynamic data in VR environments. The 

studies outlined in Chapters IV through VI capitalize on this functionality, using the HTC 
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VIVE headset to present a virtual environment and the tracker 3.0 to estimate position 

and orientation of body segments.  
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CHAPTER IV 

JOINT POSITION ACCURACY IS INFLUENCED BY VISUOPROPRIOCEPTIVE 

CONGRUENCY IN VIRTUAL REALITY 

 

This work is published in volume 54 of the Journal of Motor Behavior in June 

2021 as “Joint Position Accuracy is Influenced by Visuoproprioceptive Congruency in 

Virtual Reality” and is co-authored by Kate A. Spitzley and Andrew R. Karduna. The 

study design, experimental work including data collection and analysis, and writing was 

performed by Kate A. Spitzley, Andrew R. Karduna provided research mentorship and 

editorial assistance. 

 

1. Introduction 

During movement planning, the brain combines sensory information from the 

current state of the body and the environment with sensory feedback. During movement 

execution, the brain continuously updates this plan with incoming sensory feedback 

regarding movement error. Vision and proprioception play important roles in these 

processes. Vision provides information about the state of the environment and the body 

within the environment and proprioception provides information about the internal state 

of the body (Riemann and Lephart, 2002b; Sarlegna and Sainburg, 2009). The integration 

of these two sensory signals helps to provide an accurate estimate of how the body is 

interacting with the environment. This step is essential in assessing movement goals and 

goal related movement errors to inform the feedback process (Wolpert et al., 1995).   
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Relative dependence on visual and proprioceptive sensory signals to inform 

movement is flexible depending on both the quality and quantity of sensory information 

available (Block and Bastian, 2011; Sober and Sabes, 2005, 2003; van Beers et al., 2002). 

This relationship can be described as an optimal integration problem wherein the goal is 

to reduce movement error by increasing reliance on signals with low statistical variability 

and decreasing reliance on signals with high statistical variability (Ernst and Banks, 

2002). The mechanisms behind this have been explored in clinical populations (Blouin et 

al., 1993; Ghez et al., 1995; Guillaud et al., 2011; Rickards et al., 1997; Sarlegna et al., 

2010; Seiss et al., 2003) and probed experimentally through induced distortions of either 

vision  (Bagesteiro et al., 2006; Rossetti et al., 1995; Sober and Sabes, 2003; Welch and 

Warren, 1986) or proprioception (Ettinger et al., 2014; Goodman and Tremblay, 2018; 

Roll et al., 1989). These clinical and experimental paradigms show that mismatched 

sensory information in movement error feedback are treated as noise in the system and 

result in sensory signal reweighting. Reweighting is a temporary process by which the 

less variable signal is relied upon more heavily, prioritizing movement task success. 

Mismatches on a longer timescale may be accommodated for through a realignment of 

sensory mapping. Experiments dissociating signals for longer periods of time show that 

the system adapts on a more permanent level, as the brain accepts the new alignment as 

the updated normal state (Block and Bastian, 2011; Van Der Kooij et al., 2013). In both 

of these paradigms, sensory distortions are accommodated for by a change in the 

representation of sensory information in the brain, with the goal of preserving movement 

task performance. From a neurophysiological standpoint, these accommodations are 

likely facilitated through the gating of sensory information wherein the signal-to-noise 
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ratio and gain of sensory signals are adjusted before being stored in the CNS (Burgess et 

al., 2018; Ott and Nieder, 2019). 

Previous studies have used a diverse set of paradigms to generate 

visuoproprioceptive offsets - spatial dissociations between visual and proprioceptive 

sensory information. The most commonly used are prism goggles (Goodman and 

Tremblay, 2018; van Beers et al., 1999) and mirror-screen couplings (Bagesteiro et al., 

2006; Sarlegna and Sainburg, 2009; Sober and Sabes, 2003; Van Der Kooij et al., 2013). 

Fully immersive virtual reality (VR) systems provide an expanded opportunity for 

sensorimotor investigation by altering visuoproprioceptive congruency. These systems 

allow for full control over the visual environment, including the representation of the 

user’s physical form. VR offers a unique paradigm in which each part of the environment 

can be controlled independently (as opposed to the universal shift with prisms) while 

preserving the three-dimensional world (as opposed to using a computer screen or 

projection table). Given the potential that VR provides for sensorimotor investigation, it 

is important to understand how movement consistency and accuracy of a shoulder flexion 

task are influenced by visuoproprioceptive offsets. 

The aim of this study was to determine how movement consistency and accuracy 

are influenced by alterations in visuoproprioceptive congruency in a fully immersive VR 

environment. A simple one degree of freedom upper limb joint position matching task 

was performed while visual feedback of the upper limb was presented in one of three 

conditions; accurate visual feedback, no visual feedback, and offset visual feedback. 

Goals in the selection of the movement task were a) reduce potential sources of 

movement variability not linked to sensory feedback (such as joint coordination patterns) 
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and b) reduce task complexity to ensure that participants could easily follow the protocol 

even if they were new to the VR experience. Based on the above described principles of 

flexible sensory weighting and sensory statistical variability, with proprioception being 

more variable than vision, the following hypotheses were developed: a) Movements 

completed without vision of the upper limb will be less consistent, but no less accurate 

than movements completed with vision of the upper limb; b) Movements completed 

when vision and proprioception of the upper limb are spatially incongruent will be less 

consistent and less accurate than movements completed with vision of the upper limb; 

and c) Movements completed without vision of the upper limb will be more consistent 

and more accurate than movements completed when vision and proprioception of the 

upper limb are spatially incongruent. The offset used in the offset visual feedback 

condition was specifically selected to be below that which is noticeable to the participant. 

This experiment used the VR system to both apply visual perturbations and capture 

kinematics, exploring the use of integrated VR sensors to capture kinematic data.  

 

2. Methods 

2.1 Participants 

Twenty participants, 10 females (age 24.4 ± 4.2 yrs, height 1.7 ± 0.1 m, weight 

62.6 ± 6.2 kg) and 10 males (age 25.4 ± 4.5 yrs, height 1.8 ± 0.1 m, weight 88.7 ± 14.0 

kg), were recruited from the general population. Participants were screened for limb 

dominance using a 10 question Edinburgh Handedness Inventory (Oldfield, 1971). Only 

individuals with a strong right upper-limb dominance (≥ 7/10) were included. Participants 

were excluded if they had experienced chronic upper body pain within the past three 



 

 55 

weeks, upper limb injury within the past year, any neurological disorder, or impaired 

vision that could not be corrected using contact lenses. All participants read and signed 

an informed consent document as approved by the University of Oregon Institutional 

Review Board. 

 

2.2 Instrumentation 

Participants were outfitted with an HTC VIVE VR headset (2160x1200 

resolution, PenTile OLED display) with over-ear headphones attached (Fig. 4.1., HTC 

VIVE, Xindian District, New Taipei City, Taiwan). A wrist brace was fitted to their right 

arm, serving the dual function of stabilizing the wrist and securing an HTC VIVE tracker 

(0.36 kg). Auditory instructions and cueing were delivered through the over-ear 

headphones. A three-dimensional visual environment including a visual representation of 

upper limb position was displayed to the participant through the headset. Upper limb  

position was determined using output from the VIVE tracker, serving as the source of 

kinematic data for this study (Spitzley and Karduna, 2019).  
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Figure 4.1. Participant seated in a kneeling chair, instrumented with HTC VIVE VR 
headset, and equipped with over-ear headphones. HTC VIVE tracker affixed to wrist with 
the x-axis of the tracker oriented along the long axis of the forearm and z-axis oriented 
along the anterior/posterior axis of the forearm. Visualization of the tracker was shifted 8° 
in the positive direction along the z-axis of the tracker in the OV testing condition. Curved 
arrow illustrates movement between initial resting position and a target flexion angle of 
50°. 
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2.3 Experimental Overview 

2.3.1 Matching Task 

Participants were seated in a kneeling chair throughout the testing session, 

providing comfort for the individual and allowing for a full range of arm movement (Fig. 

4.1). The chair was placed in a standardized position in both the real and virtual spaces to 

ensure that each participant received the same visual information of the virtual world and 

that kinematic data from the tracker were collected from the same location within the 

calibrated space. Participants were seated facing a white wall in the virtual world to 

eliminate environmental visual cues such as corners or wall intersections and were 

instructed to face forward and keep their head still throughout the experiment. 

Participants remained in the VR environment throughout the protocol without removing 

the headset, headphones, or tracker unless they experienced discomfort or requested a 

break. During tracker placement, the participant’s right arm was positioned directly at 

their side, as close to perpendicular to the ground as possible. The tracker was then 

affixed to the wrist so that the z-axis read 0° of rotation, indicating 0° of shoulder flexion 

(Fig. 4.1). The tracker was not removed or repositioned during the protocol.  

Trials began with participants seated in the kneeling chair with both arms straight 

and relaxed by their sides. Each trial consisted of two movement phases: a presentation 

phase and replication phase. In the presentation phase, participants were asked to raise 

their right arm to a target angle by flexing at the shoulder, as guided by auditory cues. 

The auditory cue ‘find target’ prompted participants to raise their arm in the sagittal 

plane. While the arm was below the target angle, a low tone was emitted from the 

headphones, indicating that participants should continue raising the arm. If the angular 
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target was passed, a high tone was emitted from the headphones indicating that 

participants should lower their arm. When the angular target was reached, the tone was 

silenced. Participants were required to stay within +/- 3 degrees of the angular target for 3 

consecutive seconds, straying outside of this range would reengage the tonal cues to 

guide them back in. After holding the position for 3 seconds, an auditory cue to ‘relax’ 

was delivered, prompting the return of their arm to their side. Participants were instructed 

to keep their palm facing their side when relaxed, thumb pointed toward the ceiling 

during flexion tasks, and their elbow straight at all times. These instructions were 

followed without issue by each participant as confirmed by a supervisor. In the 

replication phase, participants were instructed to return to the angle that the auditory cues 

had guided them to in the presentation phase. During this phase, no auditory guidance 

was provided. Participants were instructed to find the angle that they believed was 

presented to them in the first phase and hold still until they heard the ‘relax’ cue. This 

phase was considered to be successful when the angular velocity of the tracker was stable 

under 5°/s for 3 consecutive seconds. Information regarding auditory cues and the phases 

of testing were given prior to beginning the session. During testing, the only guidance 

was given via automated auditory cuing delivered through the VR system.  

This task was adapted for VR from previous studies probing proprioception at the 

shoulder. The auditory guidance provided during this experiment has been used 

extensively in position testing using motion analysis systems and mobile applications 

(Edwards et al., 2016; Erickson and Karduna, 2012). Tonal auditory cues were used for 

guidance during the presentation phase to ensure that visual information of target position 

would arise solely from the visual representation of the limb. In this configuration, visual 
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and proprioceptive information come from the same source, providing a body-centric 

target to match during the replication phase. Using this setup, visual and proprioceptive 

feedback during the replication phase could be directly compared to the visual and 

proprioceptive feedback from the presentation phase.  

 

2.3.2 Testing Conditions 

Trials were performed at three target angles under three visual conditions. Each 

testing session consisted of 36 trials broken down into three sets corresponding with the 

three visual conditions. Each set consisted of twelve trials: four trials at each of the three 

target angles. Target joint angles were randomized between each trial and the order of 

visual condition was randomized between sets of trials (Fig. 4.2). Target shoulder flexion 

angles of 50°, 70°, and 90° were used for continuity with previous joint angle replication 

studies (Edwards et al., 2016; King et al., 2013; Lin and Karduna, 2016).  

Aside from a visual representation of the upper limb position, no external visual 

target was presented under any condition and visual information of the environment was 

uniform through all conditions. The tracker was modelled as a dark grey sphere to serve 

as a visual representation of upper limb position. During the presentation phase, the 

sphere was always in spatial alignment with the tracker, providing an accurate visual 

representation of limb position. During the replication phase, visual representation of the 

limb was varied in three conditions: accurate vision (AV), no vision (NV), and offset 

vision (OV). In the AV condition, the sphere was in spatial alignment with the tracker. In 

the NV condition, the sphere was not visible, therefore no visual representation of limb 

position was available. In the OV condition, the sphere was spatially misaligned with the 
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tracker by 8° in the positive direction along the z-axis of the tracker (Fig. 4.1), providing 

an inaccurate visual representation of limb position.  

The z-axis of the tracker aligned with the anterior/posterior axis, or sagittal plane, 

of the participant (Fig. 4.1). With the participant’s arm at their side (0° flexion), it 

appeared to be flexed 8° anteriorly when offset. During testing, the participant’s arm was 

out of the field of view at 0° of flexion. The visual offset was induced at this angle so that 

the participant would be unaware of the shift.   

Magnitude of the offset was calculated as a function of the participant’s arm 

length to create an angular offset of positive 8° along the z-axis of the tracker. For 

example, if the participant’s shoulder was flexed to 50°, the tracker would represent a 

flexion angle of 58°. The offset magnitude between an arc (i.e. angular offset) and a 

linear offset was determined to be negligible (≤ 0.5mm) for the current experimental 

paradigm. This offset magnitude was chosen as it was not noticeable to participants, as 

determined through pilot testing, but was outside of the range of normal positioning error. 

Participants were interviewed after the conclusion of testing to determine whether they 

had detected the offset during the protocol, none reported being aware of the visual offset 

before or during testing. As previous studies found that only 11% of participants noticed 

a 15° offset (Bourdin et al., 2019) and that embodiment of a virtual representation in VR 

is very strong regardless of visual dissociations (Caola et al., 2018), it is unsurprising that 

an 8° offset was not noticed. 
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Figure 4.2. Testing sessions consisted of 36 trials of the joint position matching protocol, 
these were block randomized by visual condition and then further randomized by target 
angle.  
 
 

2.4 Data Collection and Reduction 

Data were sampled from the VIVE tracker at 50 Hz and collected using a 

customized Unity (Unity Technologies, San Francisco, CA) program. Shoulder joint 

angles were estimated with respect to vertical (the 0° starting position of the tracker). 

Mean shoulder joint angles in the presentation and replication phases were calculated by 

averaging 100 data points (2 seconds) prior to each ‘relax’ cue. The relax cue occurred 

after the three second hold time both in the presentation and replication phases of the 

trials (Fig. 4.3).  

Mean presentation and replication angles were used to calculate variable error 

(VE) and constant error (CE). Variable error, a measure of consistency, was calculated as  

𝑉𝐸 = 	%∑(#!$%)
"

'
  

where x is the replicated angle, M the mean replication difference, and n the number of 

trials. Constant error (CE), a measure of accuracy which takes direction into account, was 

calculated as 

𝐶𝐸 = 	∑(#!$()
'

  

where x is the replicated angle, P the presented angle, and n the number of trials.  

JPS Protocol (36 trials)

Visual Condition

Accurate Vision (12 trials)

No Vision (12 trials)

Offset Vision (12 trials)

Target Angle

50° (4 trials)

70° (4 trials)

90° (4 trials)

Block Randomization Randomization
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Figure 4.3. Sample trace of shoulder flexion angle data from a single trail at the 50° target angle. Visual cues, auditory cues, and 
movement targets for each phase of movement are labeled. 
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2.5 Statistical Analysis 

The effect of visual condition (AV, NV, and OV) and angle (50°, 70°, and 90°) on 

VE and CE were examined within participants using two-way repeated measures 

ANOVAs. The alpha level was set at 0.05. If a significant interaction was seen, main 

effects in the two-way ANOVA were not examined. Instead, post hoc one-way within-

subjects repeated measures ANOVAs were performed at each angle to examine the effect 

of visual condition. If no significant interaction was seen, main effects in the two-way 

ANOVA were examined. A Sidak correction was used to control for familywise error. 

Statistical analyses were performed using SPSS, version 25 (SPSS, Chicago, IL).  

 

3. Results 

All participants were able to follow the protocol after a single explanation. No 

participant required more than one period of auditory guidance to successfully complete 

the presentation or replication phases of the test. No data point was identified as a major 

outlier, defined as a point that falls more than 3 times the interquartile range above the 

third quartile or below the first quartile. As a result, all subjects and data points were 

included in the analyses.  

 

3.1 Variable Error 

No main effect of visual condition (F(2,19) = 1.27, p = 0.29, or angle F(2,19) = 

1.70, p = 0.20), and no interaction between angle and visual condition (F(4,19) = 0.38, p 

= 0.83) were found (Fig. 4.4a).  
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3.2 Constant Error 

Significant main effects of visual condition (F(2,19) = 43.30, p < 0.001), angle 

(F(2,19) = 9.63, p < 0.001), and an interaction effect (F(4,19) = 4.80, p < 0.05) were 

found. Outcomes of the post hoc one-way repeated measures ANOVAs at each target 

angle are summarized in Table 4.1 and displayed in Figure 4.4b. At all target angles, 

error was greater in the offset vision condition than in the accurate vision condition and 

in the no vision condition. No difference was seen between accurate vision and no vision 

at any target angle. 

 

Table 4.1 Summary of post hoc 1-way repeated measures ANOVA for Constant 
Error 
  AV NV OV F(2,19) p 
50°  -0.2° (4.1)  -0.02° (4.4)  -3.0° (5.0) 7.8 < 0.01 
70°  -2.1° (3.0)  -1.7° (3.1)  -6.6° (3.3) 14.4 < 0.001 
90°  -1.6° (2.7)  -2.1° (2.7)  -9.0° (3.2) 55.0 < 0.001 
Mean and (standard deviation) CE values for each testing condition. Resulting F and 
p values from post hoc 1-way repeated measures ANOVA are presented in the 
corresponding rows. At all angles, significant differences were seen between AV and 
OV and NV and OV. At no angle was a difference seen between AV and NV.  
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Figure 4.4. Variable and constant error in degrees between accurate, no, and offset visual conditions over each target angle. Data 
represent means and standard deviations (n ¼ 20, p < 0.001). (a) No differences in VE were seen based upon either target angle or visual 
condition, nor was an interaction between target angle and visual condition seen. (b) At all angles, CE was greater (further from zero) 
in the OV condition than in both the AV and NV conditions and no difference was seen between AV and NV conditio
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3.3 Sensory Reliance 

The reliance on visual and proprioceptive information during the offset vision 

condition was estimated using the equation 

'(	*+#$$%&'	)!%!*+$	*+,--./0'&	)!%!*+
,

	) × −1-  

wherein the difference in CE between accurate and offset visual conditions and the 

induced offset of 8° are compared (Fig. 4.5). A score of 1 indicated that participants 

positioned their arm 8° higher in the OV condition than in the AV condition. This 

suggests that they were not using the accurate proprioceptive information available to 

guide replication, instead using the inaccurate visual information and matching the 

location where they saw the arm instead. A score of 0 indicated that participants 

positioned their arm in the same place during the OV and AV conditions. This suggests 

that they were relying on accurate proprioceptive information and/or offline control 

mechanisms while disregarding the inaccurate visual information. CE from the AV 

condition was used in this comparison because it represents the participants ability to 

accurately replicate the target when both accurate visual and accurate proprioceptive 

information is available. Position during the presentation phase was also considered for 

use in this comparison but was ultimately not chosen because the guidance provided 

during this phase means that it is not representative of participant ability. For the OV 

condition at the 50° (M = 0.4, SD = 0.5) and 70° (M = 0.6, SD = 0.7) target angles, scores 

indicated that participants matched to a representation between the visual and 

proprioceptive arm locations, with ranges spanning exact visual and exact proprioceptive 

matches. At the 90° (M = 0.9, SD = 0.5) target angle, scores indicated that participants 

tended to match the visual arm location more closely but did not rely exclusively on 
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visual location. When interpreting this metric, it is important to note the high variance 

across all target angles. 

 

 

 

Figure 4.5. Sensory reliance as the difference between offset and accurate vision, as a ratio 
of total visual offset. A score of 1 indicates that the arm was repositioned to the location 
where the arm was seen (visual location), a score of 0 indicates that the arm was 
repositioned to the location where the arm was in space (proprioceptive location). Data 
represented are individual subjects (open circles) as well as group mean and standard 
deviation (horizontal lines). 
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4. Discussion 

The integration of vision and proprioception in movement planning and execution 

can be flexibly weighted in order to achieve task success (Rossetti et al., 1995; Sober and 

Sabes, 2005, 2003). There is evidence that visual alteration of the body or environment in 

movement tasks can be compensated for by increasing reliance on proprioception (Block 

and Bastian, 2011; Rossetti et al., 1995; van Beers et al., 2002). The goal of this study 

was to determine how accuracy and consistency of a joint position matching task are 

influenced by alterations in visuoproprioceptive congruency in a VR environment. This 

study tested the hypotheses that a) Movements completed without vision of the upper 

limb will be less consistent, but no less accurate than movements completed with vision 

of the upper limb; b) Movements completed when vision and proprioception of the upper 

limb are spatially incongruent will be less consistent and less accurate than movements 

completed with vision of the upper limb; and c) Movements completed without vision of 

the upper limb will be more consistent and more accurate than movements completed 

when vision and proprioception of the upper limb are spatially incongruent. These 

hypotheses were based upon previous evidence of sensory weighting strategies and their 

relationship to the statistical variability of sensory signals (Block and Bastian, 2011; 

Ernst and Banks, 2002; Sober and Sabes, 2005, 2003; van Beers et al., 2002).  

The VR environment provided the experimenter full control over the visual and 

auditory spaces while allowing participant movement in three dimensions. Variable and 

constant error were examined under three visual conditions (AV, NV, OV) at three target 

angles (50°, 70°, 90°). The visual offset of 8° was selected as it is below the threshold for 

a detectible visual offset as determined by pilot work and is outside the range of typical 
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joint position error for this testing paradigm (Edwards et al., 2016; King et al., 2013; 

Suprak et al., 2006).  

No differences were seen between the AV and NV conditions at any target 

shoulder angle, supporting the prediction that removal of visual information would not 

alter movement accuracy. The values of CE in both the accurate vision and no vision 

conditions were well within the range of those seen in previous studies (Erickson and 

Karduna, 2012; Goble, 2010; Zuckerman et al., 1999). Over all angles, an average CE of 

-1.3 ± 3.4° was found in the accurate vision condition, where participants had both visual 

and proprioceptive information available, and -1.3 ± 3.5° in the no visual feedback 

condition, where only proprioceptive feedback information was available. Previous 

studies using active position matching tasks on the ipsilateral limb in similar populations 

have also shown error values between 1.5° and 3° in the absence of vision (Erickson and 

Karduna, 2012; Goble, 2010; Zuckerman et al., 1999). However, error increases in both 

younger (< 16 y) and older (> 35 y), topping out at approximately 6° in children (8 – 10 

y) and 5° in elderly (70+ y) populations (Goble, 2010). Much of this error can likely be 

attributed to an underdeveloped central model of movement in younger populations and a 

degrading proprioceptive feedback system in older populations (Goble, 2010; Lei and 

Wang, 2018; Seidler et al., 2010). As proprioceptive feedback relies heavily on muscle 

spindles and cutaneous receptors in active joint positioning tasks (Hillier et al., 2015; 

Nyland et al., 1998), the degeneration of these systems leads to a stronger reliance on 

memory and centrally stored models of movement, which can also be compromised as a 

factor of age. While children generally have a healthy and intact sensory system, they 

lack the prior experience to develop reliable motor programs. The population represented 
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in this study (healthy, 25 ± 4 yrs) likely has an intact peripheral nervous system with 

well-functioning memory and CNS processing, enabling them to utilize proprioceptive 

feedback information effectively even in the absence of vision.  

Lack of difference between AV and NV conditions could also be explained by the 

presentation modality. Results from the NV condition may be attributed to the fact that 

the presentation phase for all conditions provided accurate visual and proprioceptive 

information regarding the target, regardless of the replication condition. Therefore, the 

argument could be made that during the replication phase, participants utilized offline 

control systems, or an efference copy model, to successfully complete the movement 

(Barden et al., 2005; Cheng et al., 2008). Cheng et al. (2008) tested aiming movements 

with alternating presentations of either accurate vision or no vision and found that visual 

conditions from the previous trial influenced performance on the subsequent trial. These 

findings provide both an alternate explanation for the lack of difference between AV and 

NV conditions and support the methodology of providing the same sensory information 

during each presentation phase regardless of replication condition. The presentation 

phase between each replication phase provides a chance to update the stored model with 

accurate information, decreasing the chances that our results are merely an accumulation 

of error.  

Note that with only four trials per condition, the interpretation of VE results 

should be taken with caution. No differences in VE were seen between target angles or 

visual conditions (Fig. 4.4a). The consistency between conditions in combination with 

the low averages across conditions indicates high task reliability among participants. Had 

participants been guessing at the target angles, much higher variable error would be 



 

 71 

expected. This is in agreement with previous repositioning studies investigating vision 

and proprioception (van Beers et al., 1996) and further supports the choice of 8° as an 

unnoticeable offset, assuming that a noticeable perturbation would decrease participant 

reliability. However, some increase in VE in the OV condition was expected as 

visuoproprioceptive mismatches introduce noise into the system. Previous studies have 

seen that both alterations in a sensory signal and issues during integration of sensory 

signals can lead to large changes in movement outcomes (Berkinblit et al., 1995; Cruse et 

al., 1990; Darling and Miller, 1993; Soechting and Flanders, 1989). This being the case, 

one of the following likely occurred in the present study: participants a) completed the 

task by relying on feedforward information from motor planning and efference copy 

mechanisms, b) did not interpret the visual offset as an error, or c) interpreted the visual 

offset as an error and changed how they relied on sensory information to accommodate.   

Support for a sensory reweighting strategy being employed in the OV condition is 

provided by the observed increase in CE at all angles. Specifically, the presentation of an 

8° visual offset resulted in an undershoot of 6.6° at the 70° target and 9.0° at the 90° 

target. These error values closely match the magnitude of the induced visual offset, 

indicating that participants matched the visual representation of the arm as opposed to the 

proprioceptive representation. This holds true in light of the fact that the presentation 

phase of the task was completed with accurate visual and proprioceptive information, 

meaning that the most recent update to an efference copy being used in the replication 

phase should also have this accurate information (Cheng et al., 2008). Results are in close 

agreement with reaching studies which visually distort hand location using mirrors or 

prism goggles and demonstrate consistent errors in favor of visual information 
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(Bagesteiro et al., 2006; Holmes and Spence, 2005; Rossetti et al., 1995; Sainburg et al., 

2003; Sarlegna and Sainburg, 2007; Sober and Sabes, 2003). This is particularly true in 

end point reaching studies which also use a distortion that is not noticeable to the 

participant (Bagesteiro et al., 2006; Goodale et al., 1986). An estimation of this sensory 

reliance is provided in Figure 4.5, in which the difference between AV and OV 

conditions are compared to the total induced visual offset.  

Sensory reliance scores at 50° (M = 0.4) and 70° (M = 0.5) indicate that visual 

and proprioceptive sensory feedback are both being relied upon to inform movement. 

Sensory reliance scores at 90° (M = 0.9) indicate that offset visual feedback is being 

relied upon more heavily than the accurate proprioceptive feedback. Given these results, 

it is unlikely that participants completed the task by relying on feedforward information 

from motor planning and efference copy mechanisms. The results support the idea that 

participants relied on sensory feedback when determining the repositioning angle. As 

accurate visual and proprioceptive information from the presentation phase were 

available for use during feedforward control, a heavy reliance on this control strategy 

would have resulted in a closer match to the proprioceptive target during the OV 

condition. In terms of the variables measured in this study, a feedforward control 

dominant strategy would have resulted in values of CE and reliance scores close to 0 

during all conditions. Similar values of VE across conditions, increases in CE in the OV 

condition, and the estimated reliance on visual information support the idea that vision 

was the more dominant mode of sensory feedback for control of joint position matching 

in a VR environment. This held true even when vision of the limb was offset and 

proprioception of the limb was accurate. 
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One limitation to the present study was that while participants were instructed to 

follow the auditory cues as guidance during the presentation phase of the task, they were 

not given instruction on what inputs to use in the replication phase. Due to this design, we 

cannot account for varying movement strategies employed by participants during the 

replication phase. However, this was done intentionally to avoid the introduction of a 

conscious bias to the visual or proprioceptive cues. Further, we cannot rule out a 

reduction in movement accuracy due to boredom. Participants performed 36 trials in this 

study, equating to 72 shoulder flexion movements and some participants did report 

becoming bored. Any potential effect of boredom should be attenuated in the 

randomization process of our study design. Additionally, there was no effect of sequence 

(order of visual conditions) on either accuracy (p = 0.75) or consistency (p = 0.94). In 

combination with the lack of difference in VE between conditions indicates that 

variability did not increase over time due to boredom or fatigue.   

Another possible limitation to our analysis could be low trial numbers, 4 trials 

were collected at each combination of visual and angular condition. However, this is a 

standard in the field of active joint position matching study (Han et al., 2016) and 

therefore makes this study comparable to many others in the field. Finally, some 

participants reported their vision of the tracker being occluded at 50° due to a limited 

field of view in the VR goggles. This could explain the increase in variability at this 

target angle, as seen in the higher standard deviations across the 50° target angle. In 

future studies it will be prudent to either select a goggle with a wider field of view or 

eliminate flexion angles in the low and high visual range. 
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In summary, neither accuracy (CE) nor consistency (VE) was altered with the 

removal of visual information. A coordinated effort between online proprioceptive 

sensory information and offline feedforward control systems and efference copy 

mechanisms provided sufficient information to successfully complete the movement task. 

Consistency remained unchanged with the introduction of a visual offset, which induced 

a visuoproprioceptive mismatch, indicating that this mismatch was accommodated for by 

the sensorimotor system. Accuracy does decrease with the introduction of an 

unnoticeable visual offset, with resultant movement patterns showing a close match 

between repositioning angle and visual target angle. Sensory reliance estimates suggest 

that at the higher target angle, vision is being relied on much more than proprioception 

and at lower target angles, vision and proprioception are being relied on equally.  

 

5. Bridge 

 The study outlined in this chapter investigated how alterations in 

visuoproprioceptive congruency affects the accuracy and consistency of a joint position 

matching task in a VR environment. No differences were found in accuracy between 

movements completed with or without vision of the upper limb and CE values in both 

conditions were within the range observed in previous studies. The introduction of a 

visual offset resulted in an increase in CE values, indicating that participants matched the 

visual representation of the arm rather than the proprioceptive representation. Sensory 

reliance scores were estimated, indicating that visual feedback was relied upon more 

heavily than proprioceptive feedback.  
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These findings contribute to the extensive body of knowledge emphasizing the 

significance of vision in movement planning and execution within an intact system. 

Virtual reality systems inherently disrupt vision by occupying the visual field with a 

screen. Chapters V and VI of this dissertation aim to explore the impact of such 

alterations in the presentation of visual information on the generation of subsequent 

movements.  
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CHAPTER V 

REACHING TO A VISUAL TARGET IN THE VIRTUAL AND REAL-WORLDS  

 

This work is currently in preparation for submission to the Journal of Virtual 

Reality and is co-authored by Kate A. Spitzley, Zachary A. Hoffman, Samuel E. Perlman, 

and Andrew R. Karduna. Kate A. Spitzley contributed to study design, experimental 

work including data collection and analysis, and writing. Zachary A. Hoffman and 

Samuel E. Perlman contributed to study design and data collection. Andrew R. Karduna 

contributed to study design, research mentorship, and editorial assistance. 

 

1. Introduction 

Immersive virtual reality (VR) systems have recently undergone substantial 

technological updates and reductions in cost. This rise in accessibility has been paralleled 

by increased use of these systems in gaming, education, retail, sports, and healthcare 

settings (Wohlgenannt et al., 2020). In the healthcare domain, VR systems are being used 

to train surgeons (Egger et al., 2017), provide clinical and in-home health care (Ikbali 

Afsar et al., 2018; Janeh et al., 2019; Levin et al., 2015b; Waked and Eid, 2019), and 

teach sensorimotor skills (Wright, 2013). With the average consumer VR product costing 

under $1,000, and the application market providing easy access to gamified rehabilitation 

tools, it is unsurprising that this technology has been readily adopted. The potential 

benefits from using a technology that easily provides 3D, fully controllable environments 

in-clinic or at-home certainly deserve the increased attention. The potential clinical 

benefits are evident in research showing VR interventions to be effective in reducing pain 
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during physical therapy treatment (Waked and Eid, 2019), aiding in stroke rehabilitation 

(Ikbali Afsar et al., 2018; Mekbib et al., 2020), and providing gait training in populations 

with Parkinson’s disease (Janeh et al., 2019). With the adoption of tools made accessible 

by the use of VR systems, each of these clinical populations stand to benefit from a less 

expensive and more portable therapeutic option.  

However, increasing evidence of altered movement patterns (Bourdin et al., 2019; 

Gonzalez-Franco et al., 2019; Harris et al., 2019) and unintended aftereffects of 

sensorimotor training (Drew et al., 2020; Wright, 2014) in virtual environments highlight 

the shortcomings of deploying VR applications in clinical settings without first fully 

testing the effects (Keshner et al., 2019). For example, individuals routinely 

underestimate distances by 10% during walking in VR (Gonzalez-Franco et al., 2019) 

and a VR-based sensorimotor training routine reduced accuracy in a throwing task (Drew 

et al., 2020). These results suggest that ecological validity and transferability of training 

received in a VR environment should be assessed before deployment. It is particularly 

important that interventions for clinical populations be designed to minimize unexpected 

and detrimental outcomes.  

Imaging studies have provided some insight into the behavioral differences seen 

between real and virtual environments, demonstrating that the brain processes depth cues 

differently in VR compared to real-world (RW) (Beck et al., 2010). Limitations to depth 

perception could explain disturbances in gait and throwing tasks, as depth estimations are 

essential for both. Additionally, properties that differ between the presentation of a visual 

field on a screen and in the RW such as refresh rate, field of view, and resolution can 

contribute to differences in central processing. Uncertainty or reduced fidelity introduced 
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to the visual system may cause a change in sensory integration strategy or alter 

movement response to stimuli (Faisal et al., 2008; Körding and Wolpert, 2006). It is 

difficult to balance the potential benefits of providing healthcare options that are 

accessible and increase compliance to rehabilitation protocols, with the potential risks of 

the unknown aftereffects from their use. An important step in this decision-making 

process is gaining an understanding of task-specific differences in outcomes between 

virtual and real settings. With greater knowledge of the potential differences, clinicians 

can be empowered to make well informed decisions for their patients. 

Upper limb movements are particularly interesting in the context of VR because 

the upper limbs are generally well within the field of view of current headsets and are the 

main point of contact between the user and the virtual environment. Due to this, 

developers are continually working to release improved tracking of hands, including 

gesture-based controls. Virtual reality applications for stroke recovery and injury 

rehabilitation which involve the upper limb are of interest to both the scientific and 

clinical communities and are gaining popularity in both (Juan et al., 2022; Keshner et al., 

2019; Mekbib et al., 2020). One analysis demonstrated that in a patient population 

recovering from stroke, VR training produced significantly greater improvements in 

upper limb function when compared to conventional training (Mekbib et al., 2020). As 

the upper limb appears to be an emerging area of expansion for VR-based clinical tools, it 

is important to identify differences between movements in real and virtual environments. 

Reaching movements toward a visual target are popular goal-oriented tasks for 

both scientific testing and functional rehabilitation protocols. This task paradigm requires 

that a visual goal for movement be identified, a plan of action for reaching the goal be 
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formed, and that the plan be executed as intended (Goodale, 2011). These tasks therefore 

require multi-step processing and transformation of sensory information into motor 

output, each of which can be disrupted by injury or unexpected noise within the nervous 

system (Faisal et al., 2008; Körding and Wolpert, 2006). It has been specifically proposed 

that presenting sensory information using artificial inputs such as screens, headphones, 

and vibratory haptic cues leads to a shift in the neural pathways used to process sensory 

information for the production of movement (Harris et al., 2019). If this is the case, 

differences in activation could be seen in brain areas associated with sensory processing, 

motor planning, and movement execution as well as functional outcome measures.  

Indications that artificially presented visual information may alter both central 

processing and movement output, paired with the widespread and rapidly expanding use 

of VR systems across a variety of fields, highlight the importance of understanding 

interactions between VR and the user. As the main point of contact between user and 

environment, the upper limb is an essential component of this interaction. Understanding 

how movement of the upper limb changes in response to cues in the virtual visual 

environment can provide insight into the appropriateness of these systems for 

applications in healthcare and other domains. The present study aims to determine if there 

are differences in upper limb kinematics and kinetics between VR and RW environments 

during a visually cued, reaching to target movement. It was hypothesized that movement 

in VR would be a) slower and b) less smooth than movement in RW, as reflected by both 

kinematic and kinetic measures.  
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2. Methods 

2.1 Participants 

Fifty-one right-upper limb dominant participants were recruited to perform a 

reaching task to visual targets in RW and VR environments. Eligibility criteria included 

healthy individuals ages 18 to 45, free of upper body pain within the two weeks prior, 

upper limb injury within the past year, neurological disorder, and uncorrected impaired 

vision. All participants completed the informed consent and study protocols as approved 

by the Internal Review Board at the University of Oregon before undergoing any research 

activities.  

Participants were randomly assigned to one of two groups. Group 1 (RWG, n = 25, 

20.5±2.7 yrs., 14 F 11 M) performed three blocks of the reaching task in the RW. Group 

2 (VRG, n = 26, 22.7±5.1 yrs., 18 F 8 M) performed three blocks of the reaching task in 

VR. Each block consisted of 27 reaches in total, three reaches to each of nine visual 

targets [Fig. 5.1]. The order of target presentation was randomized within each block.  

 

 

Fig. 5.1 Study design schematic demonstrating the breakdown of 51 participants into two 
groups, RWG and VRG. Each group performed three blocks of the task consisting of 27 
trials each, 3 reaches to each of the 9 visual targets. 
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2.2 Setup 

2.2.1 Environments  

In the RW, visual reaching targets were presented using a custom-made LED 

board. The board was designed using a three-foot square opaque white plastic sheet 

behind which LEDs were mounted within 3D printed, cone shaped mounting brackets. 

The effect of this was to diffuse the light from each LED through the plastic, creating 5 

cm visual targets on the front of the board. Targets were 23 cm apart at their center and 

arranged in a three-by-three grid evenly across the board. Individual targets will be 

referred to with reference to their position on the board. Targets in the top row are 

represented with a ‘T’, the middle row represented with a ‘M’, and the bottom row 

represented with a ‘B’. Targets in the right column are represented with a ‘R’, the middle 

column represented with a ‘M’, and the left column represented with a ‘L’ [Fig. 5.2]. As 

participants performed reaching movements with their right upper limb, and were 

positioned facing the board, right column targets elicited ipsilateral reaches and left 

column targets elicited contralateral reaches. Participants were positioned so that the 

middle of their body was in alignment with the middle column of targets.  
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Fig. 5.2 Visual target board with all targets activated. Targets are denoted with respect to 
their row then column position on the board. TL: top left, TM: top middle, TR: top right, 
ML: middle left, MM: middle middle, MR: middle right, BL: bottom left, BM: bottom 
middle, BR: bottom right. 
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In VR, a digital recreation of the laboratory environment, including the LED 

board, was generated using Blender (Blender, Amsterdam, Netherlands) [Fig. 4.3]. 

Reference measurements and photographs were obtained to minimize discrepancies in 

scale between the real and virtual spaces. Image textures were applied to the models, 

providing color, roughness, and normal (simulated depth) data. Careful consideration was 

taken when determining polygon/texture resolution to balance physical accuracy and 

computational workload, ensuring stable framerates. The completed 3D models were 

imported into Unity in FBX format. In Unity, the High-Definition Render Pipeline and 

realistic global illumination light system were used. Calibration of the VR and Unity 

camera rig positions and the position of the target board within the virtual and real spaces 

ensured that the participants found themselves in the same position and orientation in the 

real and virtual environments.  

 

 

Fig. 5.3 The real-world (a) virtual (b) environments. Target board in positioned in the 
bottom left corner of both images. 
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2.2.2 Equipment 

An HTV VIVE Pro Eye headset (2880 x 1600 combined resolution, Dual OLED 

3.5” diagonal display, 110° field of view) and VIVE version 3.0 Trackers (HTC VIVE, 

Taoyuan City, Taiwan) displayed the virtual environment and captured position and 

orientation of the trunk, right arm, and right wrist segments, respectively (Spitzley and 

Karduna, 2019). A rigid wrist brace was used to reduce the hand and forearm into a 

single distal segment. In VR, a hand-model was fixed to the wrist tracker and placed in 

alignment with the participants own hand using visual landmarks in the virtual space. A 

static reference pose was captured prior to movement trials.  

Electrical activity of the right biceps brachii, triceps brachii, anterior deltoid, 

middle deltoid, and upper trapezius muscles was captured using a Delsys Trigno wireless 

EMG system (Delsys Inc., Boston, MA, USA). These muscles were selected to represent 

activity related to movement at the elbow, glenohumeral, and scapulothoracic joints, 

respectively. Skin sites were cleaned and lightly abraded using 70% isopropyl alcohol 

wipes. Surface sensor placement followed standards developed by Hermens et al. (2000).  

  

2.2.3 Data Output and Synchronization 

Customized Arduino (Arduino, New York, New York, USA), Unity (Unity, San 

Francisco, CA, USA), and LabVIEW (National Instruments, Austin, TX, USA) programs 

in concert with an Arduino Mega 2560 REV3 microcontroller board facilitated 

communication between and data output from the light board, VR, and EMG systems. To 

turn an LED on or off, a Unity script sent information containing the desired target name 

to an Arduino script. This information was used to turn on or off specified channels on 
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the microcontroller board to which the LEDs were connected. To select targets on the 

virtual LED board, Unity used the target name to select an emission texture on the virtual 

target board, reflecting the corresponding target location and luminance.  

Kinematics and EMG were synchronized using a 5V square wave, communicated 

to both an A/D board (National Instruments Corporation, Austin, TX, USA) and Unity. 

The A/D board also received data from the surface EMG sensors, which was captured 

wirelessly by the base station and ported to the board for synchronization. A customized 

LabVIEW program captured the EMG and synchronization channels. Unity recorded the 

5V wave within the kinematics file and a custom Unity script output synchronization 

data, along with position and orientation from the trackers. EMG was captured at 1925 

Hz and kinematics at 90 Hz, reflecting the maximum sample rate of each system.  

 

2.3 Task Protocol 

Following sensor placement and static reference pose capture, participants were 

seated with their arm flexed to 90° directly in front of their shoulder and positioned one 

inch more than arm’s distance from the LED board, facing the board. A research team 

member talked through the experimental protocol with the participant and confirmed that 

they understood the task and were prepared to continue. If a participant was completing 

the task in VR, a team member assisted in placement and fitting of the headset, 

confirming comfort, field of view, and clarity of visual signal with the participant. If a 

participant was completing the task in RW, a team member placed the headset in a 

standardized position within the room and confirmed that the participant was comfortable 

and ready to proceed. Once the participant confirmed that they were prepared to begin, all 
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trials within each block were completed without a break. Breaks between blocks were 

provided, and participants were informed that they could request added breaks at any 

point. No extra breaks were requested nor was removal of the headset needed for any 

reason prior to task completion.  

Participants were instructed to wait with their arms relaxed by their side until a 

target light came on, to reach to the target using their right arm until the it turned off, then 

to return to the relaxed waiting position [Fig. 5.4]. Task completion was indicated by the 

light turning off and a simultaneous sound from the system confirming success. Target 

lights were triggered to turn on when the wrist tracker was at the participant’s side and 

moving less than 0.2 m/s and was triggered to turn off when the wrist tracker was within 

0.2 m of the target. These thresholds were determined during pilot testing and allowed for 

normal ambient movement and for the hand to come close to touching the board without 

making contact. 
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Fig. 5.4 Participant performing a reaching trial in a virtual environment. During each trial, 
participants waited until the target lit up (a), reached toward the target until the light turned 
off (b), and returned to the starting position (c). In this example, the BR target is activated. 
 

2.4 Data Reduction and Statistical Analysis  

Orientation of the VIVE trackers was output in quaternion format to avoid 

computational issues related to Unity’s use of multiple left-handed coordinate systems. 

Relative orientations between trunk and arm and arm and wrist represented shoulder 

angle and elbow angle, respectively. These were solved for by converting quaternions to 

direction cosign matrices and then to Euler angles using rotation sequences outlined in 

Wu et al. (2005) during the static pose and dynamic trials. Peak shoulder elevation was 

calculated as the maximum shoulder elevation angle during the reaching phase of 

movement. Functional range of motion (fROM) was calculated as the maximum flexion 

or elevation angle minus the minimum flexion or elevation angle during the reaching 

phase of movement. 

The tracker mounted on the forearm/wrist segment approximated endpoint 

position for all measures related to movement timing. Response time was measured as the 

time between when the target light came on to the time when the participant began 

moving toward the target. Time to target was measured as the time between when the 

participant began moving toward the target and the time when they reached the target. 

Time at target was measured as the time between when the participant reached the target 

and when they began moving away from the target. Outcomes related to endpoint speed 

were calculated during the reaching phase of movement only. 

Delsys hardware filtered all EMG channels using a band-pass of 20-450 Hz. The 

Common Mode Rejection Ratio of this system is greater than 80 dB. Digital signals were 
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collected as a single file for each block, the trigger signal was used to separate individual 

trials in post-processing. Signals were mean centered, rectified, and smoothed using an 

RMS sliding window of 50 milliseconds.  For all muscles number of EMG amplitude 

peaks and location of EMG amplitude peaks were identified during the reaching phase of 

movement using the findpeaks function in MATLAB.  

Trials were cropped to begin when the target was lit and end when the endpoint 

reached the target and was at its lowest speed. Cropped trials were normalized to 101 data 

points, representing a complete reaching cycle. For analysis of EMG signals, one 

participant was removed from RWG and two were removed from VRG due to equipment 

malfunction. To examine the differences in kinematics and kinetics in RW and VR, block 

3 was compared between RWG and VRG. By this block, participants had already 

performed 54 trials during blocks 1 and 2 to familiarize themselves both with the task and 

the environment.  

Block 3 of RWG and VRG was compared at each target using either a two-sample 

t-test (α = 0.05) or Welch’s t-test (α = 0.05), as determined by a two-sample F-test for 

equal variances. For measures in which either no differences were found, or differences 

were found across all targets, data from targets were combined and are reported as a 

single comparison between RWG and VRG. For measures in which differences were 

found in some, but not all the targets, data from each target was analyzed separately and 

comparisons between RWG and VRG are reported for each target individually. 

Additionally, two-sample t-tests using One-Dimensional Statistical Parametric Mapping 

(SPM1d, Pataky 2012) analysis were used to compare shoulder angles and elbow angles 

between RWG and VRG from 0 –100% of the reaching to target phase.  
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3. Results 

3.1 Kinematic Measures 

Three kinematic measures were significantly different between RWG and VRG 

across all targets. Response time was lower in RWG as compared to VRG (0.28±0.008 

sec, 0.35±0.01 sec; p < 0.0001, t49 = 1.86). Mean endpoint speed was faster in RWG as 

compared to VRG (0.65±0.02 m/s, 0.57±0.02 m/s; p < 0.01, t49 = 3.07). Peak endpoint 

speed was higher in RWG as compared to VRG (1.7±0.06 m/s, 1.5±0.04 m/s; p = 0.04, 

t41.18  = 2.1). Peak endpoint speed was also calculated during the reaching phase of the 

task and used the wrist tracker as an endpoint. [Fig. 5.5]. 

 

Fig. 5.5 Significant differences were found between RWG and VRG across all targets in 
the kinematic measures of response time (a), mean endpoint speed (b), and peak endpoint 
speed (c). Mean ± SEM is represented for each group. * = p < 0.05, ** = p < 0.01, **** = 
p < 0.0001 
 

Time to target and elbow functional range of motion (fROM) were significantly 

different between RWG and VRG across some targets, but not all. Time to target was 

lower in RWG as compared to VRG at the TR (0.47±0.03 sec, 0.56±0.03 sec; p = 0.03, t49 

= 2.24), MR (0.42±0.03 sec, 0.50±0.02 sec; p = 0.04, t49 = 2.12), BM (0.48±0.04 sec, 

0.58±0.03 sec; p = 0.04, t49 = 2.14),  and BR (0.45±0.04 sec, 0.62±0.05 sec; p < 0.01, t49 
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= 2.80) targets [Fig. 5.6]. Time to target was measured as the time between when the 

participant began moving toward the target and the time when they reached the target. 

Elbow fROM was lower in RWG as compared to VRG at the TL (19±2 °, 26±3 °, p = 

0.03; t49 = 2.27), TR (19±3 °, 28±3 °; p = 0.03, t49 = 2.21), ML (15±2 °, 22±2 °; p = 0.04, 

t49 = 2.15), and MR (15±2 °, 21±2 °; p = 0.02, t49 = 2.44) targets [Fig. 5.7].  

No differences between RWG and VRG were seen in measures of peak shoulder 

elevation (71±2 deg, 73±2 deg; p = 0.54, t49 = 0.62), shoulder fROM (60±2 deg, 61±2 

deg; p = 0.61, t49 = 0.52), and time at target (0.55±0.02 sec, 0.43±0.02 sec; p = 0.66, t49 = 

0.45) at any of the targets.  
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Fig. 5.6 Time to target was significantly lower in RWG as compared to VRG at the TR, 
MR, BM, and BR targets. Mean ± SEM is represented for each group at each target. * = p 
< 0.05, ** = p < 0.01 
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Fig. 5.7 Elbow fROM was significantly lower in RWG as compared to VRG at the TL, 
TR, ML, and MR targets. Mean ± SEM is represented for each group at each target. * = p 
< 0.05 
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SPM1d analysis of shoulder angle over the reaching movement showed that from 

13 to 60% of movement, shoulder angle was higher in RWG than VRG (p = 0.05, t = 

2.563, Fig. 5.8). The same analysis of elbow angle showed that from 0 and 23% of 

movement (p = 0.032, t = 2.529), elbow angle was higher in RWG than VRG and from 40 

and 80% of movement, elbow angle was lower in RWG than VRG (p = 0.05, t = 2.529, 

Fig. 5.9). 

 

 

Fig. 5.8 Shoulder elevation angles from 0 – 100% of the movement phase are represented 
on the primary y-axis. Mean ± SD of RWG in yellow and VRG in green. SPM1d results 
are displayed on secondary y-axis. Between 13 and 60% of movement, shoulder elevation 
angle was higher in RWG than VRG. 
 



 

 94 

 

Fig. 5.9 Elbow angles from 0 – 100% of the movement phase are represented on the 
primary y-axis. Mean ± SD of RWG in yellow and VRG in green. Positive numbers 
represent flexion, negative numbers represent extension. SPM1d results are displayed on 
secondary y-axis. Between 0 and 23% of movement, elbow angle was higher in RWG than 
VRG. Between 40 and 80% of movement, elbow angle was lower in RWG than VRG. 
 

3.2 Kinetic Measures 

Three kinetic measures were significantly different between RWG and VRG 

across all targets [Fig. 5.10]. There were fewer amplitude peaks in the Bicep EMG in 

RWG as compared to VRG (3.0±0.1, 3.4±0.1; p = 0.03, t46 = 2.27). The highest peak in 

the biceps brachii EMG signal was earlier in the reaching phase in RWG as compared to 

VRG (39±3 %, 55±3 %, p < 0.001, t46 = 3.56). The highest peak in the anterior deltoid 
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EMG signal was earlier within the reaching phase in as compared to VRG (65±2 %, 73±1 

%%, p < 0.01, t35.52 = 3.07).  

 

Fig. 5.10 Significant differences were found between RWG and VRG across all targets in 
the kinetic measures of number of amplitude peaks in the bicep brachii (a), location of peak 
amplitude in the bicep brachii (b), and location of peak amplitude in the anterior deltoid 
(c). Mean ± SEM is represented for each group. * = p < 0.05, ** = p < 0.01, *** = p < 
0.001 
 

Number of amplitude peaks in the anterior deltoid and upper trapezius EMG 

signals and the location of the highest peak in the upper trapezius EMG signal were 

different between RWG and VRG across some targets, but not all. There were fewer 

amplitude peaks in the anterior deltoid EMG signal in RWG as compared to VRG at the 

BM (2.7±0.1, 3.1±0.1; p = 0.02, t46 = 2.53) and BR (2.9±0.2, 3.6±0.3; p = 0.03, t38.7 = 

2.24) targets [Fig. 5.11]. There were fewer amplitude peaks in the upper trapezius EMG 

signal in RWG as compared to VRG at the TR (2.7±0.1, 3.3±0.1; p = 0.001, t46 = 3.53) 

target [Fig. 5.12]. The highest peak in the upper trapezius EMG signal was earlier in the 

reaching phase in RWG as compared to VRG at the TM (45±3 %, 59±4 %; p < 0.01, t46 = 

2.72), TR (45±3 %, 56±4 %; p = 0.02, t46 = 2.32), and MR (46±4 %, 56±3 %; p = 0.04, 

t46 = 2.05) targets [Fig. 5.13].  
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Fig. 5.11 There were significantly fewer amplitude peaks for the anterior deltoid EMG 
signal in RWG as compared to VRG at the BM and BR targets. Mean ± SEM is represented 
for each group at each target. * = p < 0.05 
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Fig. 5.12 There were significantly fewer amplitude peaks the upper trapezius EMG signal  
in RWG as compared to VRG at TR target. Mean ± SEM is represented for each group at 
each target. *** = p < 0.001 



 

 98 

 

Fig 5.13. The highest peak in the upper trapezius EMG amplitude was significantly earlier 
in RWG as compared to VRG at the TM, TR, and MR targets. Mean ± SEM is represented 
for each group at each target. * = p < 0.05 
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4. Discussion  

4.1 Study Design 

Fifty-one participants were randomly assigned to perform a reaching to visual 

target task in either a RW or VR environment. Every participant performed a total of 81 

reaching trials split into three blocks of 27 trials each. Each block consisted of three 

reaches to each of nine visual targets. The first two blocks were considered task 

familiarization and practice blocks. Kinematic and kinetic measures from the third block 

were compared between groups to identify differences between upper limb movements in 

real and virtual environments. To isolate the effect of visual presentation from a virtual or 

real visual source, other causes of variation were minimized to the best of our ability. The 

virtual room was modeled as a replication of the real room, auditory stimuli were the 

same in both environments, and apart from the headset worn in VR, haptic cues were 

equal between environments.  

The virtual hand is a key area of difference between the VR and RW settings, the 

virtual hand was not modified for participant hand size or skin color. This choice was 

made in consideration of the uncanny valley principle (Mori and Macdorman, 2017) and 

the importance of embodiment to natural movements in virtual spaces (Pritchard et al., 

2016). Additionally, an arm was not modeled in VR. When designing this study, we were 

not able to identify an arm model, or method of modelling an arm, to track accurately and 

reliably with the physical arm. There is sufficient evidence to show that humans are able 

to move accurately in the absence of visual cues about their body but are not able to fully 

ignore inaccurate visual information (Bourdin et al., 2019; Spitzley and Karduna, 2022). 
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Therefore, we decided that representing the hand without an arm was less likely to skew 

results than visualizing a likely inaccurate arm position. 

 

4.2 Kinematics 

Across all nine visual targets, participants moved more slowly on average and at 

peak during the reaching phase of movement in VR than in the RW [Fig. 5.5 b, c]. At 

four targets (TR, MR, BM, and BR) participants took longer to reach the target in VR 

than in RW [Fig. 5.6]. These results agree with other studies investigating movement 

times in VR and RW environments under several task paradigms. Slower movements in 

VR as compared to RW have been demonstrated during a dart-throwing training program 

(Drew et al., 2020), a reach-to-grasp and transport task (Arlati et al., 2022), and a full-

body standing and reaching task (Thomas et al., 2016). This discrepancy in movement 

quality could be an important consideration when designing and deploying VR 

applications for clinical use. Upper-limb and full-body reaching movements are 

important re-training elements in neurorehabilitation such as recovery from stroke. As it 

has been demonstrated that individuals experiencing impairment from stroke are already 

prone to slower and less smooth movements, both at mean and peak (Hussain et al., 

2018), the potential of augmenting this pre-existing difference should be considered. A 

recent study added to these findings by testing upper limb kinematics in VR and RW in 

partnership with a population undergoing recovery from stroke. In a reaching and 

grasping task in a stroke recovery population, reaches in VR were slower and less smooth 

compared to a RW environment  (Levin et al., 2015a). 



 

 101 

While it is not entirely clear why the time to target was different for only four 

targets, this may be explained in part by the position of those targets in reference to the 

working limb and the center line of the body. Three of the targets (TR, MR, and BR) 

were on the ipsilateral side and two of the targets (BM and BR) were below the 

horizontal center field of vision. Differences in movement quality between reaches to 

ipsilateral and contralateral visual targets have been long observed. Reaching to 

ipsilateral targets in a real environment produces faster and more accurate movement than 

to contralateral targets (Fisk and Goodale, 1985). Additionally, Mineiro and Buckingham 

2023 showed a distinct preference for hand movements within the lower visual field in a 

real environment. Our time to target results show that it took more time to reach the 

target in VR for all targets on the ipsilateral side and two targets in the bottom row, but 

no differences were seen for contralateral targets or targets in the TM or MM positions. 

Given these findings, it is possible that previously observed patterns related to 

contralateral vs ipsilateral and field of view reaching characteristics are either different or 

experienced to different degrees in RW and VR environments. As this was not a main 

purpose of the current study, it is suggested that further investigation is needed to draw 

additional conclusions.  

Response time across all targets also showed that participants took longer to begin 

moving toward the target after it was activated in VR than in RW [Fig. 5.5 a]. A delayed 

response to the visual target in VR supports the idea of different central processing for 

visual and real sources of sensory information. Harris et al. 2019 suggested that the 

processing limitations stemming from stereoscopically presented depth information may 

lead VR users to experience a broad redirection between neural pathways of visual 
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processing. The idea of semi-distinct, context dependent neural pathways involved in 

processing visual information has been long studied. Vision-for-action (or dorsal 

pathway) is more dependent on binocular visual information while vision-for-perception 

(or ventral pathway) is more dependent on monocular visual information (Goodale and 

Westwood, 2004; Harris et al., 2019). It is possible that the virtual depth information is 

being processed similarly to a monocular cue, due to its mode of presentation. This idea 

is supported by fMRI data during spatial processing of visual signals in real and virtual 

spaces. fMRI studies of visual processing in the RW show areas along the dorsal pathway 

being activated more strongly in response to objects in near space, while areas along the 

ventral pathway were activated more strongly in response to objects in far space (Weiss 

et al., 2000). In direct opposition to this, fMRI studies of visual processing in VR show 

the reverse activation patterns for objects in near and far space (Beck et al., 2010). The 

slower response time and slower overall movements found in VR within this study are 

consistent with other movement studies and the current ideas behind discrepancies in 

visual processing within a virtual as compared to real space. As a whole, these results 

suggest that a cautious approach should be taken when deciding to use virtual 

environments, particularly in the context of clinical populations.   

Functional range of motion in the elbow joint was significantly lower in RW as 

compared to VR at the TL, TR, ML, and MR targets [Fig. 5.7]. Although statistical 

differences were not seen across all targets, the same trend can be observed. SPM 

analyses also showed that at various points during the reaching movement, differences in 

shoulder [Fig. 5.8] and elbow [Fig. 5.9] angle were observed between RW and VR. From 

13 – 60% of movement, shoulder angle was higher in RW than VR. From 0 – 23% of 
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movement elbow angle was higher in RW than VR, then from 40 – 80% elbow angle was 

lower in RW than VR. Though shoulder angles were different during the movement, peak 

shoulder angle was not different between groups. In this case, peak shoulder angle is seen 

when the hand reaches the target, at the end of the reaching phase of movement. These 

results indicate that participants used a more shoulder-focused movement strategy in RW 

and a more elbow-focused movement strategy in VR to reach the same endpoint at the 

shoulder. Other studies of upper limb kinematics in real and virtual settings do not show 

consistent results. Some studies have shown no differences (Arlati et al., 2022; Levin et 

al., 2015a) while others also see a shift to the elbow-focused movements strategy (Drew 

et al., 2020) or greater joint excursions overall (Thomas et al., 2016) in VR. These results 

contribute to the body of work indicating that altered movement strategies are being 

employed to complete upper limb movements in virtual settings. The lack of agreement 

between studies on this point supports the idea that task-specific testing is needed when 

designing VR-based protocols.  

 

4.3 Kinetics 

Across all targets, location of peak amplitude of the EMG signal from the biceps 

brachii and anterior deltoid [Fig. 5.10 b, c] muscles was earlier in RW as compared to 

VR. Location of peak amplitude of the upper trapezius muscle was earlier in RW as 

compared to VR at the TM, TR, and MR targets [Fig. 5.13]. These activation patterns 

agree with the kinematic measures discussed previously [Fig. 5.8, 5.9]. In the RW, a 

shoulder-focused movement strategy is employed with little contribution from the elbow 

joint. The biceps brachii, anterior deltoid, and upper trapezius muscles all activate early 
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to lift the entire arm from the resting position and begin moving it toward the target, 

peaking around 39%, 65%, and 45% of movement respectively. In VR, elbow flexion 

beginning around 25% of movement brings the load of the forearm closer to the arm, 

reducing the moment on the shoulder. Around 80% of movement, when the shoulder is 

flexed to approximately 65°, the elbow is nearly fully extended again, increasing the 

moment on the shoulder. Peak amplitude of all three muscles occurs during this period of 

simultaneous shoulder elevation and elbow extension with the biceps brachii peaking 

around 55%, anterior delt around 73%, and upper trapezius around 57% of movement.  

There were fewer EMG amplitude peaks in the RW as compared to VR at the 

biceps brachii across all targets [Fig. 5.10 a], in the anterior deltoid at BM and BR targets 

[Fig. 5.11], and in the upper trapezius at the TR target [Fig. 5.12]. The number of 

amplitude peaks is an indirect measure of movement smoothness, as a peak in the EMG 

signal is indicative of a burst of electrical activity in the muscle that subsides quickly.  

 

5. Conclusions 

This study examined upper limb kinematics and kinetics during a visually cued, 

reaching to target movement and came to the following conclusions. In VR as compared 

to RW: a) movement is slower when reaching to a visual target; b) possible differences 

exist in patterns related to ipsilateral vs contralateral movement and field of view 

movement characteristics; c) it takes longer to respond to a visual cue, d) an elbow-

focused as opposed to shoulder-focused movement strategy is employed; and  d) muscle 

activation is less smooth. The hypotheses that movement in VR would be a) slower and 

b) less smooth than in the RW were supported.  
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While immersive VR systems show great promise in terms of accessibility and 

customization for applications in many fields including healthcare, there is reason to 

carefully consider the appropriateness of 3D virtual environments depending on use case. 

Along with previous fMRI and movement research (Beck et al., 2010; Bourdin et al., 

2019; Drew et al., 2020; Gonzalez-Franco et al., 2019; Harris et al., 2019; Wright, 2014), 

the current study calls in to question the parallels between visually guided movements in 

virtual and real environments. This study supports the ideas that visually cued upper limb 

movements in VR may correspond with different neural pathways than similar 

movements in RW. In some settings, such as gaming, this is unlikely to be substantially 

impactful to the user. However, when considering their use with clinical or other 

vulnerable populations, extensive task-specific testing may be very important to complete 

before deploying VR-based applications.  

 

6. Bridge 

 The study outlined in this chapter investigated differences in upper limb 

movements during visually guided reaching tasks in VR and the RW, revealing several 

significant differences between environments. In VR as compared to RW, participants 

moved more slowly, took longer to initiate movement, employed a more elbow-focused 

movement strategy, exhibited a greater number of EMG amplitude peaks, and later EMG 

amplitude peaks. These results call to question the parallels between visually guided 

movements performed in real and virtual environments.  

While the present study successfully identified differences in upper limb 

movements between VR and RW environments, it did not investigate the impact of task 
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familiarization in one environment on task performance in the other environment. 

Considering that transitioning between environments is common in various use cases, and 

VR training is often intended to enhance performance in the RW, it is crucial to explore 

this aspect. Chapter VI of this dissertation addresses this gap by examining whether there 

are immediate, short-term variations in upper limb kinematics and kinetics when 

individuals switch from a VR environment to the RW after being familiarized with the 

task in VR, and vice versa. This study aims to provide insight into the transferability of 

skills acquired in VR to the RW, as well as the potential effects of RW experience on VR 

performance. By exploring these aspects, a more comprehensive understanding of the 

relationship between VR and RW environments can be achieved.  
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CHAPTER VI 

SHORT-TERM TRANSLATION OF UPPER LIMB MECHANICS BETWEEN 

VIRTUAL AND REAL-WORLD ENVIRONMENTS 

 

This work is currently in preparation for submission to the Journal of Virtual 

Reality and is co-authored by Kate A. Spitzley, Zachary A. Hoffman, Samuel E. Perlman, 

and Andrew R. Karduna. Kate A. Spitzley contributed to study design, experimental 

work including data collection and analysis, and writing. Zachary A. Hoffman and 

Samuel E. Perlman contributed to study design and data collection. Andrew R. Karduna 

contributed to study design, research mentorship, and editorial assistance. 

 

1. Introduction 

Technological advances and increases in affordability of immersive virtual reality 

(VR) systems have preceded their rise in popularity within many fields including, but not 

limited to, education, retail, sports, and healthcare (Wohlgenannt et al., 2020). In most of 

these settings, the purpose of employing a VR system is to provide low cost, accessible 

training environments. For example, offering physical and other therapies at-home is a 

popular goal being pursued by researchers and clinicians alike. The ability to send a 

patient home with technology that allows for a fully controllable 3D environment in any 

setting is certainly appealing and deserving of investigation. Current research on 

clinically applied VR applications have shown interventions to be effective in reducing 

pain during physical therapy treatment (Waked and Eid, 2019), aiding in stroke 

rehabilitation (Ikbali Afsar et al., 2018; Mekbib et al., 2020), and providing gait training 
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in populations with Parkinson’s disease (Janeh et al., 2019). Patients, and other target 

populations, stand to benefit from a less expensive and more portable training 

environment. 

Before deploying these systems within training environments, it is important to 

ensure that the effects, both during and after use, are fully understood. While the 

previously mentioned studies highlight potential benefits of VR systems in clinical 

settings, others have found evidence of altered movement patterns (Bourdin et al., 2019; 

Gonzalez-Franco et al., 2019; Harris et al., 2019) and unintended aftereffects of 

sensorimotor training (Drew et al., 2020; Wright, 2014) in virtual environments. This 

conflicting evidence suggests that ecological validity and transferability of training 

received in a VR environment should be assessed before deployment. Some insight into 

behavioral differences between VR and the real-world (RW) can be found in imaging 

studies, which have demonstrated that the brain processes depth cues differently between 

environments (Beck et al., 2010). The naturalistic vs virtual presentation of visual 

properties such as refresh rate, field of view, and resolution could contribute to 

differences in central processing. Uncertainty or reduced fidelity introduced to the visual 

system may cause a change in sensory integration strategy and alter movement response 

to stimuli (Faisal et al., 2008; Körding and Wolpert, 2006). While it is difficult to balance 

the potential benefits with unknown risks associated with the use of VR systems for 

training purposes, understanding how task-specific mechanics transfer between VR and 

RW settings is an important step in this decision-making process. Knowledge about the 

effect of switching between settings on outcomes of interest will help clinicians make 

well informed decisions for their patients.  
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Of all the task-specific mechanics to investigate, upper limb reaching movements 

are particularly interesting in the context of VR. The upper limbs are well within the 

field-of-view of modern headsets and are the main point of interaction between the user 

and virtual environment. This level of interaction only stands to increase as developers 

continually work to release improved tracking of the hands, including gesture-based 

controls. Reaching toward a visual target requires multi-step processing of sensory 

information for motor output (Goodale, 2011), each step of which can be disrupted by 

injury or unexpected noise within the nervous system (Faisal et al., 2008; Körding and 

Wolpert, 2006). Upper-limb movements are also important targets for clinical 

rehabilitation and training programs. Deployment of these programs in stroke and injury 

recovery populations are gaining popularity in the scientific and clinical communities 

(Juan et al., 2022; Keshner et al., 2019; Mekbib et al., 2020). As the upper limb appears 

to be an emerging area of expansion for VR-based clinical tools, it is important to 

understand how movements change when switching between real and virtual 

environments. 

The study outlined in Chapter 5 of this dissertation found differences in upper limb 

kinematics and kinetics between two groups, one who performed an upper limb reaching 

task in VR and another who performed the same task in the RW. That study concluded 

that in VR, as compared to RW, participants were slower to initiate movement in 

response to visual cues, were slower throughout their movement once initiated, employed 

different joint movement patterns to reach the same target, and demonstrated less smooth 

muscle activation. This called to question the parallels between visually guided 

movements performed in virtual and real environments but did not examine the effect of 
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becoming familiarized with the task in one environment on the performance of the task in 

the other environment. Because switching between environments is inevitable in most use 

cases, and training in VR is currently meant to augment performance in the RW, this is an 

important distinction to make. Therefore, the present study aims to determine if there are 

immediate, short-term, differences in upper limb kinematics and kinetics when entering a 

RW environment after being familiarized with the task in VR, and vice versa. It was 

hypothesized that the patterns observed in the previous study would be maintained in this 

testing paradigm, regardless of which environment was used for familiarization.  

 

2. Methods 

2.1 Participants 

Fifty-one participants were recruited to perform a reaching task to visual targets in 

RW and VR environments. Eligibility criteria included healthy individuals ages 18 to 45, 

free of upper body pain within the two weeks prior, upper limb injury within the past 

year, neurological disorder, and uncorrected impaired vision. All participants completed 

the informed consent and study protocols as approved by the Internal Review Board at 

the University of Oregon before undergoing any research activities.  

Participants were randomly assigned to one of two groups. Group 1 (G1, n = 25, 

20.5±2.7 yrs., 14 F 11 M) performed three blocks of the reaching task in the RW 

followed by one block of the task in VR. Group 2 (G2, n = 26, 22.7±5.1 yrs., 18 F 8 M) 

performed three blocks of the reaching task in VR followed by one block of the task in 

RW. Each block consisted of 27 reaches in total, three reaches to each of nine visual 

targets [Fig. 6.1]. The order of target presentation was randomized within each block.  
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Fig. 6.1 Study design schematic demonstrating the breakdown of 51 participants into two 
groups, G1 and G2. Each group performed three blocks of the task consisting of 27 trials 
each, 3 reaches to each of the 9 visual targets. 
 

2.2 Setup 

2.2.1 Environments  

In the RW, visual reaching targets were presented using a custom-made LED 

board. The board was designed using a three-foot square opaque white plastic sheet 

behind which LEDs were mounted within 3D printed, cone shaped mounting brackets. 

The effect of this was to diffuse the light from each LED through the plastic, creating 5 

cm visual targets on the front of the board. Targets were 23 cm apart at their center and 

arranged in a three-by-three grid evenly across the board. Individual targets will be 

referred to with reference to their position on the board. Targets in the top row are 

represented with a ‘T’, the middle row represented with a ‘M’, and the bottom row 

represented with a ‘B’. Targets in the right column are represented with a ‘R’, the middle 

column represented with a ‘M’, and the left column represented with a ‘L’ [Fig. 6.2]. As 

participants performed reaching movements with their right upper limb, and were 

positioned facing the board, right column targets elicited ipsilateral reaches and left 

column targets elicited contralateral reaches. Participants were positioned so that the 

middle of their body was in alignment with the middle column of targets.  
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Fig. 6.2 Visual target board with all targets activated. Targets are denoted with respect to 
their row then column position on the board. TL: top left, TM: top middle, TR: top right, 
ML: middle left, MM: middle middle, MR: middle right, BL: bottom left, BM: bottom 
middle, BR: bottom right. 
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In VR, a digital recreation of the laboratory environment, including the LED 

board, was generated using Blender (Blender, Amsterdam, Netherlands) [Fig. 6.3]. 

Reference measurements and photographs were obtained to minimize discrepancies in 

scale between the real and virtual spaces. Image textures were applied to the models, 

providing color, roughness, and normal (simulated depth) data. Careful consideration was 

taken when determining polygon/texture resolution to balance physical accuracy and 

computational workload, ensuring stable framerates. The completed 3D models were 

imported into Unity in FBX format. In Unity, the High-Definition Render Pipeline and 

realistic global illumination light system were used. Calibration of the VR and Unity 

camera rig positions and the position of the target board within the virtual and real spaces 

ensured that the participant found themselves in the same position and orientation in the 

real and virtual environments.  

 

 

Fig. 6.3 The real-world (a) virtual (b) environments. Target board in positioned in the 
bottom left corner of both images. 
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2.2.2 Equipment 

An HTV VIVE Pro Eye headset (2880 x 1600 combined resolution, Dual OLED 

3.5” diagonal display, 110° field of view) and VIVE version 3.0 Trackers (HTC VIVE, 

Taoyuan City, Taiwan) displayed the virtual environment and captured position and 

orientation of the trunk, right arm, and right wrist segments, respectively (Spitzley and 

Karduna, 2019). A rigid wrist brace was used to reduce the hand and forearm into a 

single distal segment. In VR, a hand-model was fixed to the wrist tracker and placed in 

alignment with the participants own hand using visual landmarks in the virtual space. A 

static reference pose was captured prior to movement trials.  

Electrical activity of the right biceps brachii, triceps brachii, anterior deltoid, 

middle deltoid, and upper trapezius muscles was captured using a Delsys Trigno wireless 

EMG system (Delsys Inc., Boston, MA, USA). These muscles were selected to represent 

activity related to movement at the elbow, glenohumeral, and scapulothoracic joints, 

respectively. Skin sites were cleaned and lightly abraded using 70% isopropyl alcohol 

wipes. Surface sensor placement followed standards developed by Hermens et al. (2000).  

 

2.2.3 Data Output and Synchronization 

Customized Arduino (Arduino, New York, New York, USA), Unity (Unity, San 

Francisco, CA, USA), and LabVIEW (National Instruments, Austin, TX, USA) programs 

in concert with an Arduino Mega 2560 REV3 microcontroller board facilitated 

communication between and data output from the light board, VR, and EMG systems. To 

turn an LED on or off, a Unity script sent information containing the desired target name 

to an Arduino script, this information was used to turn on or off specified channels on the 
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microcontroller board to which the LEDs were connected. To select targets on the virtual 

LED board, Unity used the target name to select an emission texture on the virtual target 

board, reflecting the corresponding target location and luminance.  

Kinematics and EMG were synchronized using a 5V square wave, communicated 

to both an A/D board (National Instruments Corporation, Austin, TX, USA) and Unity. 

The A/D board also received data from the surface EMG sensors, which was captured 

wirelessly by the base station and ported to the board for synchronization. A customized 

LabVIEW program captured the EMG and synchronization channels. Unity recorded the 

5V wave within the kinematics file and a custom Unity script outputted synchronization 

data, along with position and orientation from the trackers. EMG was captured at 1925 

Hz and kinematics at 90 Hz.  

 

2.3 Task Protocol 

Following sensor placement and static reference pose capture, participants were 

seated with their arm flexed to 90° directly in front of their shoulder and positioned one 

inch more than arm’s distance from the LED board, facing the board. A research team 

member talked through the experimental protocol with the participant and confirmed that 

they understood the task and were prepared to continue. If a participant was completing 

the task in VR, a team member assisted in placement and fitting of the headset, 

confirming comfort, field of view, and clarity of visual signal with the participant. If a 

participant was completing the task in RW, a team member placed the headset in a 

standardized position within the room and confirmed that the participant was comfortable 

and ready to proceed. Once the participant confirmed that they were prepared to begin, all 
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trials within each block were completed without a break. Breaks between blocks were 

provided, and participants were informed that they could request added breaks at any 

point. No extra breaks were requested nor was removal of the headset for any reason 

prior to task completion.  

Participants were instructed to wait with their arms relaxed by their side until a 

target light came on, to reach to the target using their right arm until the it turned off, then 

to return to the relaxed waiting position [Fig. 6.4]. Task completion was indicated by the 

light turning off and a simultaneous sound from the system confirming success. Target 

lights were triggered to turn on when the wrist tracker was at the participant’s side and 

moving less than 0.2 m/s and was triggered to turn off when the wrist tracker was within 

0.2 m of the target. These thresholds were determined during pilot testing and allowed for 

normal ambient movement and for the hand to come close to touching the board without 

making contact. 
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Fig. 6.4 Participant performing a reaching trial in a virtual environment. During each trial, 
participants waited until the target lit up (a), reached toward the target until the light turned 
off (b), and returned to the starting position (c). In this example, the BR target is activated. 
 

2.4 Data Reduction and Statistical Analysis  

Orientation of the VIVE trackers was outputted in quaternion format to avoid 

computational issues related to Unity’s use of multiple left-handed coordinate systems. 

Relative orientations between trunk and arm and arm and wrist represented shoulder 

angle and elbow angle, respectively. These were solved for by converting quaternions to 

direction cosign matrices and then to Euler angles using rotation sequences outlined in 

Wu et al. (2005) during the static pose and dynamic trials. Peak shoulder elevation was 

calculated as the maximum of shoulder elevation angle during the reaching phase of 

movement. Functional range of motion (fROM) was calculated as the maximum flexion 

or elevation angle minus the minimum flexion or elevation angle during the reaching 

phase of movement. 

The tracker mounted on the forearm/wrist segment approximated endpoint 

position for all measures related to movement timing. Response time was measured as the 

time between when the target light came on to the time when the participant began 

moving toward the target. Time to target was measured as the time between when the 

participant began moving toward the target and the time when they reached the target. 

Time at target was measured as the time between when the participant reached the target 

and when they began moving away from the target. Outcomes related to endpoint 

velocity were calculated during the reaching phase of movement only. 

Delsys hardware filtered all analog EMG channels using a band-pass of 20-450 

Hz. The Common Mode Rejection Ratio of this system is greater than 80 dB. Digital 
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signals were collected as a single file for each block, the trigger signal was used to 

separate individual trials in post-processing. Signals were mean centered, rectified, and 

smoothed using an RMS sliding window of 50 milliseconds. For all muscles, peak EMG 

amplitude, number of EMG amplitude peaks, and location of EMG amplitude peaks were 

identified during the reaching phase of movement using the findpeaks function in 

MATLAB.  

Trials were cropped to begin when the target was lit and end when the endpoint 

reached the target and was at its lowest speed. These cropped trials were normalized to 

101 data points, representing a complete reaching cycle. For analysis of EMG signals, 

one participant was removed from G1 and two were removed from G2 due to equipment 

malfunction.  

Two-way repeated-measures ANOVA’s (α = 0.05) determined within-subject’s 

differences between testing blocks, reaching targets, and interactions between blocks and 

targets. If Mauchly’s test of sphericity was violated, a Greenhouse-Geisser corrected p 

value was used to determine significance. If no interaction was found, multiple 

comparisons to determine relationships between adjacent blocks were performed with all 

targets combined. If an interaction was found, the effect was examined, and targets were 

regrouped to determine the relationships between blocks with respect to target. Groups 1 

and 2 were analyzed separately. Additionally, two-sample t-tests (α = 0.05) using One-

Dimensional Statistical Parametric Mapping (SPM1d, Pataky 2012) analyses were used 

to compare shoulder angles and elbow angles from 0 –100% of the reaching phase 

between testing blocks 3 and 4 within each group. All comparisons were constrained 
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within groups. As comparisons were made within-subjects, EMG amplitudes are reported 

in millivolts (mV) and not normalized to maximum voluntary contractions.  

 

3. Results  

Means and standard error of the means (SEM) for all kinematic and kinetic 

measures are displayed in Table 6.1, results from multiple comparisons are displayed on 

the graphs within this section.  

 

3.1 Kinematic Measures 

Differences between testing blocks were seen within both groups for measures of 

response time, time to target, and time at target. Response time was different between 

blocks 1 and 2 and blocks 3 and 4 for both groups [Fig. 6.5 a]. In Group 1, response time 

was slower in block 1 as compared to block 2 and was faster in block 3 as compared to 

block 4. In Group 2, response time was slower in block 1 as compared to block 2 and in 

block 3 as compared to block 4. Time to target was different between blocks 1 and 2 and 

3 and 4 for Group 1, and different between all adjacent blocks for Group 2 [Fig. 6.5 b].  

In Group 1, time to target was slower in block 1 as compared to block 2 and was faster in 

block 3 as compared to block 4. In Group 2, time to target was faster in each progressive 

block. Time at target was different between blocks 1 and 2 and blocks 2 and 3 for Group 

1, and different between all adjacent blocks for Group 2 [Fig. 6.5 c].  In Group 1, time at 

target was greater in block 1 as compared to block 2 and in block 2 as compared to block 

3. In Group 2, time at target was greater in block 1 as compared to block 2 in block 2 as 

compared to block 3 but was less in block 3 as compared to block 4. 
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Table 6.1. Mean ± SEM for all kinematic and kinetic measures displayed within groups for each block of testing.  

 Group 1 Group 2 
 B1 – RW B2 – RW B3 – RW B4 – VR B1 – VR B2 – VR B3 – VR B4 – RW 

 Kinematic Measures 
Response Time [s] 0.30±0.01 0.28±0.00 0.27±0.00 0.35±0.01 0.40±0.01 0.35±0.01 0.35±0.01 0.30±0.00 
Time to Target [s] 0.67±0.03 0.56±0.02 0.55±0.02 0.66±0.02 0.80±0.03 0.65±0.02 0.62±0.01 0.51±0.01 
Time at Target [s]  0.57±0.01 0.48±0.01 0.45±0.01 0.46±0.01 0.52±0.01 0.45±0.01 0.43±0.01 0.46±0.01 
Mean Endpoint Speed [m/s] 0.61±0.01 0.66±0.01 0.65±0.01 0.55±0.01 0.50±0.01 0.56±0.01 0.57±0.01 0.63±0.01 
Peak Endpoint Speed [m/s] 1.6±0.03 1.7±0.03 1.7±0.03 1.6+0.03 1.4±0.02 1.5±0.02 1.5±0.02 1.6±0.02 
Endpoint Speed Peaks [count] 1.3±0.04 1.3±0.03 1.3±0.04 1.4±0.04 1.6±0.05 1.3±0.03 1.3±0.03 1.2±0.02 
Peak Shoulder Elevation [deg] 71±0.8 71±0.9 71±0.9 69±1.0 71±0.9 71±0.9 73±0.9 74±0.9 
Shoulder fROM [deg] 62±0.8 61±0.9 60±0.8 58±0.9 62±0.8 61±0.8 61±0.8 63±0.8 
Elbow fROM [deg] 15±0.7 16±0.7 17±0.7 20±0.9 25±1.0 22±0.9 22±0.8 19±0.7 
 Kinetic Measures 
Bicep EMG Peak [mV] 31±1.2 34±1.3 36±1.6 38±2.6 33±1.9 35±2.2 37±2.8 56±7.5 
Bicep EMG Peaks [count] 3.5±0.10 3.0±0.06 3.0±0.07 3.4±0.07 3.9±0.09 3.4±0.06 3.4±0.07 3.0±0.06 
Bicep EMG Peak Location [%]      43±1.2 40±1.1 39±1.1 44±1.1 55±1.4 56±1.4 55±1.3 50±1.3 
ADelt EMG Peak [mV] 78±3.8 106±14 113±13 92±8.5 76±2.7 75±2.7 81±3.1 95±5.8 
ADelt EMG Peaks [count] 3.6±0.08 3.4±0.08 3.2±0.09 3.9±0.10 4.4±0.09 3.7±0.07 3.5±0.06 3.2±0.06 
ADelt EMG Peak Location [%] 67±1.0 66±0.9 65±1.0 72±1.0 72±0.8 74±0.8 73±0.7 68±0.9 
UTrap EMG Peak [mV] 30±1.7 29±1.7 27±1.6 28±1.6 33±1.9 35±2.0 34±2.0 35±2.3 
UTrap EMG peaks [count] 3.8±0.14 3.4±0.10 3.4±0.11 3.6±0.13 3.8±0.09 3.3±0.07 3.2±0.07 2.9±0.07 
UTrap EMG Peak Location [%] 53±1.3 54±1.3 54±1.4 56±1.2 59±1.4 59±1.3 58±1.3 55±1.4 
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Differences between testing blocks were seen within both groups for measures of 

mean endpoint velocity, peak endpoint velocity, and number of endpoint velocity peaks. 

Mean endpoint velocity was different between blocks 1 and 2 and blocks 3 and 4 for 

group 1 and different between all adjacent blocks for Group 2 [Fig. 6.6 a].  In Group 1, 

the endpoint moved slower in block 1 as compared to block 2 and moved faster in block 

3 as compared to block 4. In Group 2, the endpoint moved faster in each progressive 

block. endpoint velocity was different between blocks 1 and 2 and blocks 3 and 4 for 

group 1 and different between all adjacent blocks for Group 2 [Fig. 6.6 b].  In Group 1, 

the endpoint speed peaked lower in block 1 as compared to block 2 and peaked higher in 

block 3 as compared to block 4. In Group 2, the endpoint speed peaked higher in each 

progressive block. Number of endpoint velocity peaks was different between blocks 1 

and 2 and blocks 3 and 4 for both groups [Fig. 6.6 c].  In Group 1, the endpoint peaked 

more times in block 1 as compared to block 2 and peaked fewer times in block 3 as 

compared to block 4. In Group 2, the endpoint peaked more times in block 1 as compared 

to block 2 and more times in block 3 as compared to block 4. 

Differences between testing blocks were seen within both groups for measures of 

peak shoulder elevation, shoulder fROM, and elbow fROM. Peak shoulder elevation was 

different between blocks 3 and 4 of Group 1 and different between all adjacent blocks for 

Group 2 [Fig. 6.7 a].  In Group 1, peak shoulder elevation was higher in block 3 than in 

block 4. In Group 2, peak shoulder elevation was higher in each progressive block. 

Shoulder fROM was different between blocks 3 and 4 of Groups 1 and 2 [ Fig. 6.7 b]. In 

Group 1, shoulder fROM was larger in block 3 as compared to block 4. In Group 2, 

shoulder fROM was smaller in block 3 as opposed to block 4. Elbow fROM was different 
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between blocks 1 and 2 and blocks 3 and 4 of Groups 1 and 2 [Fig. 6.7 c]. In Group 1, 

elbow fROM was smaller in block 1 as compared to block 2 and in block 3 as compared 

to block 4. In Group 2, elbow fROM was larger in block 1 as compared to block 2 and in 

block 3 as compared to block 4.  

Between zero and 100 % of the reaching movement, differences in elbow angles 

were seen for both groups. In Group 1, elbow angles were lower in block 3 as compared 

to block 4 from 21 -73% of movement [Fig. 6.8 a].  In Group 2, elbow angles were lower 

in block 3 as compared to block 4 from 0 – 20% of movement [Fig. 6.8 b]. SPM analysis 

revealed no difference in shoulder angle at any phase of movement.   



 

 123 

 

Fig. 6.5 Within-subjects differences between blocks are shown both Group 1 and 2 for 
measures of response time (a), time to target (b), and time at target (c). Mean ± SEM is 
represented for each block. * = p < 0.05, ** = p < 0.01, **** = p < 0.0001 
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Fig. 6.6 Within-subjects differences between blocks are shown both Group 1 and 2 for 
measures of mean endpoint velocity (a), peak endpoint velocity (b), and number of 
endpoint velocity peaks (c). Mean ± SEM is represented for each block. * = p < 0.05, ** = 
p < 0.01, **** = p < 0.0001 
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Fig. 6.7 Within-subjects differences between blocks are shown for both Group 1 and 2 for 
measures of peak shoulder elevation (a), shoulder fROM (b), and elbow fROM (c). Mean 
± SEM is represented for each block. * = p < 0.05, ** = p < 0.01, *** = p < 0.001, **** = 
p < 0.0001 
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Fig. 6.8 In Group 1, differences in elbow angles were found between blocks 3 and 4 from 
21-73% of movement (a). In Group 2, differences in elbow angles were found between 
blocks 3 and 4 from 0-20% of movement (b). Green lines and fields represent VR mean ± 
SD, yellow lines and fields represent RW mean ± SD.  
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3.2 Kinetic Measures 

At the bicep brachii muscle, differences between testing blocks were seen within 

both groups for measures of peak EMG amplitude, number of EMG peaks, and EMG 

peak location. Peak EMG amplitude was different between blocks 1 and 2 of Group 1 and 

between blocks 3 and 4 of Group 2 [Fig. 6.9 a]. In Group 1, peak amplitude was lower in 

block 1 as compared to block 2. In Group 2, peak amplitude was lower in block 3 as 

compared to block 4. Number of EMG peaks was different between blocks 1 and 2 and 

blocks 3 and 4 of both groups [Fig. 6.9 b]. In Group 1, the number of peaks was higher in 

block 1 as compared to block 2 but was lower in block 3 as compared to block 4. In 

Group 2, the number of peaks was also higher in block 1 as compared to block 2 and was 

also higher in block 3 as compared to block 4. EMG peak location was different between 

blocks 3 and 4 of both groups [Fig. 6.9 c]. In Group 1, the EMG peaked earlier in block 3 

as compared to block 4. Conversely, in Group 2, the EMG peaked later in block 3 as 

compared to block 4.  

At the anterior deltoid muscle, differences between testing blocks were seen 

within both groups for measures of number of EMG peaks and EMG peak location, and 

within Group 2 for the measure of peak EMG amplitude. Peak EMG amplitude was 

different between blocks 2 and 3 and blocks 3 and 4 of Group 2, no differences between 

blocks were seen in Group 1 [Fig. 6.10 a]. In Group 2, peak amplitude grew 

progressively higher between blocks 2 and 4. Number of EMG peaks was different 

between blocks 3 and 4 of Group 1, and different between all adjacent blocks for Group 2 

[Fig. 6.10 b]. In Group 1, the number of peaks was lower in block 3 as compared to block 

4. In Group 2, the number of peaks grew lower with each progressive block. EMG peak 
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location was different between blocks 3 and 4 of both groups [Fig. 6.10 c]. In Group 1, 

the EMG peaked earlier in block 3 as compared to block 4. Conversely, in Group 2, the 

EMG peaked later in block 3 as compared to block 4.  

At the upper trapezius muscle, differences between testing blocks were seen 

within both groups for measures of number of EMG peaks, and within Group 2 for the 

measure of peak EMG amplitude and EMG peak location. No differences in EMG peak 

location were seen in either group. Peak EMG amplitude was different between blocks 1 

and 2 of Group 2, no differences between blocks were seen in Group 1 [Fig. 6.11 a]. In 

Group 2, peak amplitude was lower in block 1 as compared to block 2. Number of EMG 

peaks was different between blocks 1 and 2 of Group 1, and different between blocks 1 

and 2 and blocks 3 and 4 for Group 2 [Fig. 6.10 b]. In Group 1, the number of peaks was 

higher in block 1 as compared to block 2. In Group 2, the number of peaks was higher in 

block 1 as compared to block 2 and higher in block 3 as compared to block 4. 
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Fig 6.9. Within-subjects differences between blocks are shown both Group 1 and 2 for 
measures of bicep brachii (bicep) peak EMG amplitude (a), bicep EMG peaks (b), and 
bicep EMG peak location (c). Mean ± SEM is represented for each block. ** = p < 0.01, 
*** = p < 0.001, **** = p < 0.0001 
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Fig 6.10. Within-subjects differences between blocks are shown both Group 1 and 2 for 
measures of anterior deltoid (ADelt) peak EMG amplitude (a), ADelt EMG peaks (b), and 
ADelt EMG peak location (c). Mean ± SEM is represented for each block. ** = p < 0.01, 
**** = p < 0.0001 
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Fig 6.11. Within-subjects differences between blocks are shown both Group 1 and 2 for 
measures of upper trapezius (UTrap) peak EMG amplitude (a), UTrap EMG peaks (b), and 
UTrap EMG peak location (c). Mean ± SEM is represented for each block. * = p < 0.05, 
*** = p < 0.001, **** = p < 0.0001 
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4. Discussion  

4.1 Study Design 

Fifty-one participants performed a reaching to visual target task in both RW and 

VR environments. Every participant performed a total of 108 reaching trials split into 

four blocks of 27 trials each. Each block consisted of three reaches to each of nine visual 

targets. Participants were randomly assigned to either perform three blocks in RW, 

followed by one block in VR (Group 1) or three blocks in VR, followed by one block in 

RW (Group 2). This design allowed for task familiarization and practice to occur in one 

environment, then a change of environment for the testing of short-term task translation. 

Upper limb kinematic and kinetic measures were compared between all adjacent blocks, 

and shoulder and elbow angles were compared between blocks 3 and 4 from 0-100% of 

the reaching phase.  

To isolate the effect of visual presentation from a virtual or real visual source, 

other causes of variation were minimized to the best of our ability. The virtual room was 

modelled as a replication of the real room, auditory stimuli were the same in both 

environments, and apart from the headset worn in VR, haptic cues were equal between 

environments. The virtual hand is a key area of difference between the VR and RW 

settings, the virtual hand was not modified for participant hand size or skin color. This 

choice was made in consideration of the uncanny valley principle (Mori and Macdorman, 

2017) and the importance of embodiment to natural movements in virtual spaces 

(Pritchard et al., 2016). Additionally, an arm was not modelled in VR. When designing 

this study, we were not able to identify an arm model, or method of modelling an arm, to 

track accurately and reliably with the physical arm. There is sufficient evidence to show 
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that humans are able to move accurately in the absence of visual cues about their body 

but are not able to fully ignore inaccurate visual information (Bourdin et al., 2019; 

Spitzley and Karduna, 2022). Therefore, we decided that representing the hand without 

an arm was less likely to skew results than visualizing a likely inaccurate arm position. 

 

4.2 Kinematics 

Participants took more time to respond to the visual stimulus, moved more slowly, 

and moved less smoothly when in VR as compared to RW. This was demonstrated 

through measures of response time [Fig. 6.5 a], time to target [Fig. 6.5 b], mean endpoint 

velocity [Fig. 6.6 a], peak endpoint velocity [Fig. 6.6 b], and number of endpoint 

velocity peaks [Fig. 6.6 c] and was consistent regardless of order of environments or 

number of trials performed in either environment. Overall, the following trends were 

observed. Participants who familiarized themselves with the task over three blocks 

performed in RW (Group 1) became faster between blocks 1 and 2, stabilized between 

blocks 2 and 3, and then slowed significantly when changing from RW to VR between 

blocks 3 and 4. Participants who familiarized themselves with the task over three blocks 

performed in VR (Group 2) also became faster between blocks 1 and 2, and stabilized 

between blocks 2 and 3, then conversely sped up significantly when changing from VR to 

RW between blocks 3 and 4. Even after being familiarized with the task over 81 trials 

(blocks 1-3), timing related performance measures were effected by a transition between 

environments. These results agree with other studies investigating movement times in VR 

and RW environments under several task paradigms. Slower movements in VR as 

compared to RW have been demonstrated during a dart-throwing training program (Drew 
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et al., 2020), a reach-to-grasp and transport task (Arlati et al., 2022), and a full-body 

standing and reaching task (Thomas et al., 2016). This discrepancy in movement quality 

could be an important consideration when designing and deploying VR applications for 

clinical use. Upper-limb and full-body reaching movements are important re-training 

elements in neurorehabilitation such as recovery from stroke. As it has been 

demonstrated that individuals experiencing impairment from stroke are already prone to 

slower and less smooth movements, both at mean and peak (Hussain et al., 2018), the 

potential of augmenting this pre-existing difference should be considered. A recent study 

added to these findings by testing upper limb kinematics in VR and RW in partnership 

with a population undergoing recovery from stroke. In a reaching and grasping task in a 

stroke recovery population, reaches in VR were slower and less smooth compared to a 

RW environment  (Levin et al., 2015a). While the general trend shown in this study 

indicates that there are differences in movement performance between RW and VR 

environments, one important note is that change in environment does not always lead to 

detrimental outcomes. While timing related performance improvements made in RW did 

not transfer to VR, improvements in those same metrics did appear in RW when 

familiarization occurred in VR. This may lend support to the idea that training in VR 

could benefit timing-related performance in RW.  

Participants performed reaching movements using more motion at the elbow and 

less motion at the shoulder when in VR as compared to RW. This was demonstrated 

through measures of peak shoulder elevation [Fig. 6.7 a], shoulder fROM [Fig. 6.7 b], 

elbow fROM [Fig. 6.7 c], and elbow angles over the movement phase [Fig. 6.8]. Group 1 

showed no change in peak shoulder elevation or shoulder fROM over the first three 
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blocks. When switching from RW to VR between blocks 3 and 4, both measures 

decreased significantly. Group 2 showed no change in shoulder fROM over the first three 

blocks and a progressive increase in peak shoulder elevation over all blocks. Then, when 

switching from VR to RW between blocks 3 and 4, their shoulder fROM increased 

significantly. Group 1 increased elbow fROM between blocks 1 and 2, stabilized between 

blocks 2 and 3, and then increased significantly again when changing from RW to VR 

between blocks 3 and 4. Conversely, Group 2 decreased elbow fROM between blocks 1 

and 2, stabilized between blocks 2 and 3, and then decreased significantly again when 

changing from VR to RW between blocks 3 and 4. SPM analyses provided further insight 

into these changing movement patterns, showing more elbow flexion in block 4 as 

compared to block 3 between 22 and 72% of movement in Group 1 [Fig. 6.8 a] and 

between 0 and 20% of movement in Group 2 [Fig. 6.8 b]. The traces of elbow angle over 

movement phase for Group 1 show a relatively straight elbow throughout the movement 

in RW with a more exaggerated flexion of the elbow during the mid-phase of movement 

in VR. The same traces for Group 2 show the elbow beginning in a more flexed position 

in RW and a commensurate amount of flexion during mid- and end-phase of movement 

in RW and VR. Although the statistical comparison is not made, it is also interesting to 

observe that the patterns in elbow motion for both blocks 3 and 4 in Group 2 are similar 

to that of block 4 in Group 1. Together these results show that when familiarized with the 

task in RW, a shift toward increased mid-phase elbow flexion occurs with the change to a 

VR environment, and when familiarized with the task in VR, mid-phase elbow flexion 

occurs in both environments. Other studies of upper limb kinematics in real and virtual 

settings do not show consistent results. Some studies have shown no differences (Arlati et 
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al., 2022; Levin et al., 2015a) while others also see a shift to the elbow-focused 

movements strategy (Drew et al., 2020) or greater joint excursions overall (Thomas et al., 

2016) in VR. The current study indicates that environment does affect movement strategy 

at the shoulder and elbow, and that environment in which task familiarization occurs 

affects movement strategies upon the transition between environments.  

 

4.3 Kinetics 

Upon transitioning to VR, the biceps brachii [Fig. 6.9] and anterior deltoid [Fig. 

6.10] muscles peaked later and more frequently than they did during task performance in 

the RW. Conversely, upon transitioning to the RW, the biceps brachii, anterior deltoid, 

and upper trapezius [Fig. 6.11] peaked earlier and less frequently than they did during 

task performance in VR. Additionally, the transition to the RW from VR was 

accompanied with higher activation peaks in the biceps brachii and anterior deltoid 

muscles. These timing and activation patterns agree with the kinematics measures 

discussed previously. In the RW, a shoulder-focused movement strategy is employed 

with less contribution from movement at the elbow joint. Therefore, the biceps brachii, 

anterior deltoid, and upper trapezius muscles all activate early to lift the entire arm from 

the resting position and begin moving it toward the target, peaking around 43%, 67%, 

and 54% of movement, respectively. In VR, and in RW following task familiarization in 

VR, elbow flexion beginning around 20% of movement brought the load of the forearm 

closer to the arm, reducing the moment on the shoulder. Around 80% of movement, the 

elbow is nearly fully extended again, increasing the moment on the shoulder. Peak 

amplitude of all three muscles occurs during this period of simultaneous shoulder 
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elevation and elbow extension with the biceps brachii peaking around 53%, anterior 

deltoid around 73%, and upper trapezius around 58% of movement. The increased 

amplitude peaks in VR are congruent with the increased endpoint velocity peaks in the 

kinematic measures. Together these are representative of movement smoothness, as a 

peak in the EMG signal is indicative of a burst of electrical activity in the muscle that 

subsides quickly. These bursts in muscles associated with movement at joints controlling 

the endpoint position would ultimately lead to less smooth endpoint movement as well.  

 

5. Conclusions  

While immersive VR systems show great promise in terms of accessibility and 

customization for applications in many fields including healthcare, there is reason to 

carefully consider the appropriateness of using these virtual environments for training 

purposes. Along with previous fMRI and movement research (Beck et al., 2010; Bourdin 

et al., 2019; Drew et al., 2020; Gonzalez-Franco et al., 2019; Harris et al., 2019; Wright, 

2014), the current study calls in to question the translation of motor skills between virtual 

and real environments. This study examined upper limb kinematics and kinetics when 

switching between VR and RW environments during a visually cued, reaching to target 

movement and came to the following conclusions: After performing three blocks of the 

task in RW, upon transitioning to VR participants demonstrated: a) slower responses to 

visual targets and slower overall movements toward the targets b) an elbow as opposed to 

shoulder-focused movement strategy; and c) less smooth muscular control and endpoint 

movements. After performing three blocks of the task in VR, upon transitioning to RW 

participants demonstrated: a) faster responses to visual targets and faster overall 
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movements toward the targets b) a shoulder as opposed to elbow-focused movement 

strategy; and c) more smooth muscular control and endpoint movements. In line with the 

initial hypothesis, regardless of the environment in which the task was initially 

performed, a change in environment led to changes in kinematic and kinetic measures.  

Overall, it appears that becoming familiar with a task in the RW, then taking that 

task in to the VR will result in worse performance in VR as compared to RW. However, 

the opposite pattern is true when familiarization occurs in VR, and the task is 

subsequently performed in the RW. These results support two conflicting ideas. First, 

performance changes upon the transition between environments. This may be viewed 

negatively if the goal is to train someone how to perform a task in a specific way that 

needs to be maintained between environments (e.g., training a surgical technique). 

Second, the improvement of performance when switching to RW after task 

familiarization in VR may support the use of virtual environments for training skills to be 

performed in real environments. Further studies into the long-term effects of training 

environment and the effects of environment on neural circuitry are important to 

eventually determining the safety and usefulness of VR systems.  
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CHAPTER VII 

CONCLUDING SUMMARY 

 

1. Summary of Results and Findings  

This dissertation aims to understand upper limb movement in both virtual and 

real-world environments. The rapid advancement of virtual and mixed reality 

technologies has led to their widespread adoption in various industries, including several 

areas within the medical field. These systems have tremendous potential to control the 

user’s sensory field while simultaneously capturing their response to the virtual 

environment. Harnessing these capabilities has emerged as a popular avenue of research 

for movement and behavioral training. Before deploying virtual applications to modify or 

augment behavior, it is important to understand how humans are affected by the virtual 

presentation of sensory information.  

The body of work presented in this dissertation contributes to that understanding 

in several key ways. First, it validates sensors which are integrated in an immersive VR 

system (the HTC VIVE) for the collection of position and orientation data. Second, it 

explores the roles of vision and proprioception in movement within a virtual 

environment. Lastly, it compares movements in VR and RW environments and the 

effects of transitioning between environments. As a whole, the studies outlined in this 

dissertation contribute to the broader base of motor control, offering insights to inform 

the design and implementation of effective protocols and applications in both real and 

virtual settings. The sections below provide an overview of the main outcomes from each 

topic area.  
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1.1 Sensor Validation 

Chapters II and III of this dissertation provide evidence that the HTC VIVE 

sensors are reliable and accurate tools for the collection of position and orientation data, 

as compared to industry gold standard systems. During static testing, the error 

measurements of both VIVE sensors were low, as indicated by mean rotational errors 

below 0.4° and mean translational errors below 3 mm. Drift over a 10 second period was 

higher from both VIVE sensors than from the gold-standard, but was still relatively low, 

falling below 0.1° for rotational components and 0.35 mm for translational components. 

During dynamic rotational testing, no differences were seen between speeds, sections of 

the room, or configurations of the lighthouse and sensors. Comparisons between the gold-

standard system and VIVE tracker resulted in mean r-squared values of 0.99, mean 

RSME of 1.1°, and a mean absolute error of 0.23°. These measures of accuracy and 

reliability are promising and support the use of these systems for the collection of larger 

ranges of human movement. Applications which require extreme precision, such as the 

study of surgical techniques, may want to consider other systems. These measures should 

be regularly reevaluated as sensing and computing technology improves.  

 

1.2 Vision and Proprioception in VR 

Chapter IV of this dissertation shows how joint position matching is affected by 

alterations to visuoproprioceptive congruency in a VR environment. Building on findings 

from the previous two chapters, the VIVE tracker was used to estimate arm position and 

orientation. Accuracy and consistency of position matching were tested under conditions 

where the participant had either a true visual representation of their upper limb, no visual 
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representation of their upper limb, or visual representation of their upper limb which was 

offset from the proprioceptive representation. While removing visual representation of 

the limb did not alter accuracy or consistency, offsetting limb representation resulted in 

decreased accuracy but unaltered consistency. This suggests that in the absence of visual 

input proprioceptive information in combination with information from prior experience 

is sufficient for accurate and reliable completion of movement. However, when there is a 

mismatch between visual and proprioceptive signals, the inaccurate visual signal takes 

precedence over the accurate proprioceptive signal. These findings underlie the 

importance of visual information in movement planning and execution and confirm their 

importance within a VR environment.  

 

1.3 Virtual and Real-Worlds 

Chapters V and VI of this dissertation show how kinematic and kinetic 

characteristics of reaching movements differ between real and virtual environments, and 

that the differences are effected by order of exposure to environment. As compared to the 

RW, movements in VR were slower, more delayed in their initiation, employed more 

movement at the elbow, exhibited more peaks in EMG amplitude, and the EMG signal 

peaked later in the movement. When task familiarization occurred in the RW, 

performance in the above-mentioned metrics decreased upon switching to VR. However, 

when familiarization occurred in VR, performance improved upon switching to the RW. 

These results show that performance does change when switching between environments, 

but that the order of environment matters. Given these findings, it is important to 
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carefully consider whether current VR technology is appropriate depending on the 

intended use case.  

 

2. Recommendations for Future Work 

With virtual and other extended reality systems rapidly improving, the options for 

future work in this area is ever expanding. Keeping up with the technological progress in 

this area is an entire area of work in itself. As the computing power and methodologies 

used to operate these systems continues to expand, they will proliferate many areas of 

scientific investigation. A few key areas of interest that are related to this work are 

outlined here.  

Tracking human characteristics is a key feature of rapid development in VR and 

other XR technologies. This dissertation focuses on the capability of the HTC VIVE 

surface sensors to track 6-degree of freedom movement of body segments. However, 

systems are immerging that have the capability to track eye movement, facial 

expressions, hand gestures, and objects in the external environment. The technology used 

in this dissertation employs a combination of optical and inertial sensors to estimate 

position and orientation, but camera-based markerless tracking is on a steep incline. 

Continuing to validate the accuracy and reliability of tracking capabilities from 

immerging systems is important to their continued use for scientific investigation.  

This work examined some kinematic and kinetic outcomes from upper limb 

movements in virtual and real environments. From these outcomes, inferences about 

movement planning and cortical processes can be made. However, to provide a deeper 

understanding of how the brain is processing virtual visual cues, more direct 



 

 143 

measurements should be taken. Using BOLD or electrical measurement systems in 

concert with virtual visual environments can provide important insights into the neural 

circuitry involved in the processing of virtual sensory signals. Additionally, examining all 

of these metrics using different movement paradigms is important in expanding the 

general knowledge base regarding movement in VR.  

While this work did examine the effect of familiarization environment on 

movement outcomes, it did not employ any training practice paradigm to investigate 

learning. Future work should create an intentional framework for skill-based learning in 

both environments and consider the consequences on skill performance when switching 

environments. This is very important in the context of clinical investigations or any 

training application.  A deep understanding of the relationship between environments in 

the context of skill acquisition and transfer is essential in protecting vulnerable 

populations. 
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