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DISSERTATION ABSTRACT 

Rachael Klaiss 

Doctor of Philosophy 

Department of Physics 

June 2023 

Title: A Tailored Approach to Engineering Solid State Single Photon Sources 

Integrated quantum information technologies such as photonic circuits, quantum 

transducers, and magnetic sensors require robust single-photon sources in precise locations. 

Solid-state single photon emitters (SPEs) hosted by mid-bandgap defects in 2D material 

hexagonal boron nitride (hBN) are bright and stable at room temperature and demonstrate strong 

coupling to external fields, making them desirable candidates for quantum device applications. 

However, the specific atomic structure of hBN SPEs remains unidentified, making deterministic 

engineering a challenge. While recent studies have narrowed the range of possible defect 

candidates by demonstrating the role of carbon in hBN SPEs, the methods to engineer carbon-

based defects in hBN either produce randomly located emitters or require bottom-up crystal 

growth on structured substrates.  

We achieved patterned arrays of SPEs via focused ion beam (FIB) milling followed by 

chemical vapor deposition (CVD) of nanocrystalline graphite source for carbon diffusion, and 

found that both techniques are necessary for significant and repeatable creation of SPEs. This 

technique creates localized emitters with ten times the yield of carbon annealing alone. 

Furthermore, by adjusting the parameters of FIB exposure time and carbon annealing time, we 

found multiple different parameter combinations that successfully created SPEs, demonstrating 

the adjustability of this technique based on device application requirements. 
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Additionally, we performed atomic force microscopy to characterize the surface 

morphology of hBN regions patterned by Ga+ FIB to create SPEs at a range of ion doses and 

found that material swelling is strongly correlated to successful SPE creation. Furthermore, we 

simulated vacancy and impurity profiles to elucidate how Ga+ FIB patterning induces lattice 

damage in the form of vacancies, structural voids, and amorphous layers, creating a diffusion 

barrier to control the introduction of carbon impurities to engineer isolated SPEs with high 

resolution of process control. Our results provide novel insight into the formation of hBN SPEs 

created by high-energy, heavy-ion FIB that can be leveraged for monolithic hBN photonic 

devices and a wide range of low-dimensional solid-state SPE hosts. 

This dissertation includes previously published and unpublished coauthored material. 
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CHAPTER I 

 

INTRODUCTION 

 

1.1. Solid State Single Photon Sources for Integrated Photonics 

 Advances in quantum technology that promise more complex computation, secure 

communication, and accessible sensing rely on scaling the unique capabilities of quantum 

emitters (QEs)—atom-like systems such as quantum dots and solid-state defects— to practical 

devices, while connecting sources that operate at multiple wavelength ranges in a quantum 

network.1 Promising qubit candidates for communicating between quantum technologies over 

long distances are single photon emitter (SPE) polarization qubits with tunable wavelength and 

stable fluorescence2, while spin qubits with SPE readout via optically detectable magnetic 

resonance (ODMR) are desirable for quantum sensing and transduction applications. Currently, 

classical light mediates communication between various systems, for example in the 

transmission of information in fiber optic cables for television or internet. SPEs can be coupled 

to optical fibers for transmission, demonstrating an avenue for sending information in a quantum 

network.3 

 However, a requirement for telecommunication is microwave photon conversion, which is 

yet to be demonstrated in a tunable and stable quantum light system.4 For example, silicon-based 

QEs (e.g. G, W, and T-centers) are desirable for photonics applications due to the mature 

understanding of silicon-based electronics fabrication and emission in the telecom band, but 

these systems require cryogenic temperatures for operation and photon conversion platforms 

require increasingly complex fabrication, making practical applications elusive.5–7  
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 A way to convert QEs outside the telecom band to telecommunication frequencies is through 

coupling to mechanical modes, which operate at high frequencies. Solid-state QEs that operate at 

room temperature in the visible band are an attractive way to couple optical readout signals to 

spin, electronic, or phononic degrees of freedom when applied to hybrid and heterogenous 

integrated photonics, allowing for communication and translation between different components 

in a range of applications.8,9 These quantum applications require stable, indistinguishable SPEs 

and scalable placement, the limitations of which depend highly on the solid-state source and 

fabrication technique.  

 Optomechanical devices have demonstrated coupling between mechanical modes and light in 

quantum dots and NV centers in diamond via strain mediation and electron spin centers in 

diamond via surface acoustic waves.10–12 Two-dimensional (2D) materials such as graphene, 

hexagonal boron nitride (hBN), and transition metal dichalcogenides (TMDCs) (e.g. MoS2, 

WSe2, etc.) have a wide parameter space in the mechanical regime due to their low mass and 

high capacity for strain, with mechanical resonances in the telecommunication frequency 

regime.13 SPEs from 2D material hosts therefore promise strong single photon optomechanical 

coupling, with an ideal source operating at room temperature to decrease the reliance on 

cryogenics.4 

1.2. Two-Dimensional Wide-Bandgap Insulator Hexagonal Boron Nitride SPEs 

 hBN SPEs are a desirable platform for integrated photonics and quantum technologies 

applications due to the utility of hBN in many existing technologies as an insulating layer, as 

well as unique SPE properties when compared to both bulk and other 2D hosts. hBN is a wide 

bandgap semiconductor and emitters are hosted in mid-bandgap states caused by atomic vacancy 

defects.14 States that are within the band gap can be excited without also mediating exciton 
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recombination optical emission. Therefore, hBN single photon sources do not require cooling to 

cryogenic temperatures to exhibit bright, stable, and narrow spectral lines of single photon 

emission in contrast to SPEs from TMDCs.15,16  

 The characteristic spectral line shape of a SPE is called the zero-phonon line (ZPL) due to 

emission not requiring phonon assistance to reach the energy between excited and ground states. 

The ZPL of different hBN SPEs can range over hundreds of nanometers.17,18 The range in ZPL 

has been attributed to various vacancy-antisite and vacancy-interstitial defect complexes such as 

NBVN and CNVB as well as to a range of vacancy defect complexes with anywhere from one to 

sixteen vacancies per defect.19,20 Substrate interactions are also expected to induce ZPL variation 

even for the same defect due to local strain and charge gradients.21 

 hBN SPEs can be heavily influenced by the host environment. Blinking emitters have been 

observed and characterized in numerous systems.22–24 Consistent with other quantum systems 

such as quantum dots and single molecules, the dynamics of blinking follow a power law fit, 

which attributes the blinking to a population trap or accessing a triplet dark state by spontaneous 

fluctuations.25–27 Spectral diffusion has also been attributed to random changes to the charge 

surrounding the single photon source, inducing a strong local Stark shift.28 These random 

fluctuations are hypothesized as due to charge diffusing from the sample substrate or the 

environment.17-23   

 Similar to the NV-center in diamond, VB
- in hBN exhibits optically detectable magnetic 

resonance (ODMR) that has been demonstrated as a spin sensor for ferromagnetic materials.29,30 

Additionally, hBN defects not specifically identified as VB
- are sensitive to strain31 and external 

electric fields, exhibiting strong stark shifts32, while carbon-based defects of various complex 

types and sizes are expected to be spin sensitive33,34. Furthermore, recent work has shown that 
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twisted bilayers of hBN can host emitters, which are also magnetically sensitive and tunable 

when exposed to electron beams35,36. 

1.3. Current Challenges in Engineering hBN SPEs 

 To be useful for applications, e.g. into arrays for photonic circuits, or into structures like 

nanoelectromechanical systems or optical cavities, it is essential that the SPEs be patterned at 

well-defined positions8,9. There is some success in large-scale activation of hBN SPEs with bulk 

focused ion beam (FIB)37,38 and plasma irradiation39, but these methods generate randomly 

positioned emitters in a large area and tend to produce ensembles that cannot be isolated into 

single photons. Moreover, carbon implantation (and deposition) of hBN revealed the likely role 

of carbon in emitting defects—carbon-vacancy centers—but was also only successful at 

producing randomly located emitters40. Similar results have been attained by bottom-up growth40 

or annealing of hBN crystals in the presence of atomic carbon41.  

 Patterning of SPEs in hBN has been realized via low electron beam (e-beam) irradiation42 

and nanoindentation with an atomic force microscopy (AFM) tip43, and was achieved by the 

authors in earlier work23 by milling nanoscale holes and edges into hBN followed by annealing, 

but the replication success and efficiency highly depended on material properties and even local 

variations of a given sample; for example, SPE nanofabrication was not possible in high-quality 

exfoliated hBN. Ultimately, challenges in engineering and localizing hBN SPEs persist because 

the specific atomic structure of defects varies greatly and the physical mechanism for defect 

formation enabled by patterning and doping has not been thoroughly investigated.   

 In order to address these challenges, we developed an adjustable technique using FIB 

patterning to create edges and vacancies that allow for diffusive impurity doping to create 

visible-range, room temperature SPEs in hBN, likely in the form of carbon-vacancy defect 
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complexes. By characterizing both photophysical properties of the SPEs and morphological 

features of the patterned hBN regions for multiple FIB and impurity diffusion parameter 

combinations, we propose a model for the physical mechanism of defect formation with this 

technique. Understanding the physical mechanism of defect formation provides a framework to 

optimize fabrication of not just hBN SPEs, but other impurity defect-based solid state SPEs that 

can be used in a wider range of photonics applications. Furthermore, this adjustable engineering 

technique can be leveraged to minimize negative effects of substrate interactions and local 

charge fluctuations on spectral diffusion and photon indistinguishability, thereby improving the 

viability of solid-state SPEs for scalable integrated photonics. 

 The work described in this dissertation is based largely on co-authored material. Chapters II 

and IV contain unpublished co-authored material with contributions from Josh Ziegler, David 

Miller, Kara Zappitelli, Kenji Watanabe, Takashi Tanaguchi, Sai Krishna Narayanan, Pratibha 

Dev, and Benjamín Alemán. Chapter III contains published co-authored material with 

contributions from Josh Ziegler, David Miller, Kara Zappitelli, Kenji Watanabe, Takashi 

Tanaguchi, and Benjamín Alemán. 
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CHAPTER II 

 

ENGINEERING CARBON-BASED QUANTUM EMITTERS IN HEXAGONAL  

BORON NITRIDE 

 

This chapter contains in-preparation co-authored material; it has been reproduced with 

permission from: R. Klaiss, J. Ziegler, D. Miller, K. Zappitelli, K. Watanabe, T. Tanaguchi, S.K. 

Narayanan, P. Dev, B. J. Alemán, “An adjustable focused ion beam – impurity diffusion 

approach to pattern hexagonal boron nitride quantum emitters.” In this work, I contributed to 

designing the research, performing the research, analyzing the data, and writing the paper. 

 

2.1. Introduction 

 Solid-state single photon sources are essential platforms for all-optical quantum computing, 

quantum communication, and as sources for quantum optics experiments, and are desirable due 

to ease of on-chip integration and coupling to the material host as a means of control and 

tunability1,8,9,44,45. Single photon emitters (SPEs) have been discovered in various 2D materials, 

which offer particularly straightforward integration, strong surface-sensitivity, and a wider range 

of strain-tunability than their bulk counterparts3,44,46. Hexagonal boron nitride (hBN) SPEs are 

particularly effective due to 2D material host and defect states hosted within the wide bandgap, 

leading to robustness at room temperature47,48.   

 Practical application of SPEs for photonics applications requires straightforward, 

deterministic placement of defects, but many techniques currently require structured substrates49 

or niche ion implantation systems50. In our previous work utilizing focused ion beam (FIB) 
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patterning to address this challenge, milling into poorer quality chemical vapor deposition 

(CVD) grown hBN worked the best23. This CVD grown hBN likely had high levels of 

amorphous carbon from the multi-step polymer transfer process, further indicating that the 

presence of carbon was essential to creating the emitters. Guided by these observations, we 

conjecture that nanofabrication was enabled by diffusive driving of carbon into vacancies located 

near edges of holes.   

 To test this idea, we combine FIB nanopatterning with CVD of nanocrystalline-graphite 

(NC-Gr) as a carbon diffusion source to nanofabricate quantum emitters in hBN. We find SPEs 

in positions localized to our FIB patterning process and use factor screening to determine which 

process parameters are important for SPE creation. We postulate that this process works when 

elemental carbon diffuses into vacancies created by FIB, entering at the edges from the surface 

of the hBN and perform process optimization experiments to test this model. 

2.2. Results and discussion 

 The steps to fabricate samples used in this work are outlined in Figure 2.1, with more details 

in 2.4 Methods. To create edge defects at deterministic locations, we patterned arrays of 500 nm 

circles separated by a 1 μm pitch with beam parameters determined in our previous work as 

optimal for SPE creation.23,51 We then performed CVD of NC-Gr via non-catalytic ethylene 

decomposition (confirmed via Raman spectroscopy [Supplementary information Figure 2.8]) 

at 1000°C, the annealing temperature used by Lyu et al. to activate hBN SPEs in a carbon rich 

environment41. To remove residual surface NC-Gr prior to characterization, we annealed the 

samples under flowing oxygen.  

 We identified spots of photoluminescence (PL) and measured the degree of second-order 

coherence (𝑔𝑔2(𝑡𝑡)) of emitted photons via Hanbury-Brown and Twiss experiment in a home-built 
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confocal microscope with 532 nm excitation [Figure 2.2(a), Supplementary information 

Figure 2.9, 2.4 Methods]. These measurements were used to determine if PL sources exhibited 

antibunching, and also yielded their average photon number, nonradiative and radiative lifetimes, 

and bunching amplitude. These parameters were extracted from antibunching measurements by 

fitting our data to the following second order correlation function model for a three-level system: 

𝑔𝑔2(𝑡𝑡) = 1 − 𝜌𝜌2 + 𝜌𝜌2 �1 − (1 − 𝑎𝑎)𝑒𝑒−
|𝑡𝑡|

𝜏𝜏1� + 𝑎𝑎𝑒𝑒−
|𝑡𝑡|

𝜏𝜏2� � (2.1) 

where 𝑎𝑎 is the bunching amplitude, 𝜏𝜏1 is the nonradiative lifetime, 𝜏𝜏2 is the radiative lifetime, 

and 𝜌𝜌2 = 1 − 𝑔𝑔2(0) where 𝑔𝑔2(0) is the degree of antibunching. Photon number in a given milled 

hole was determined by binning 𝑔𝑔2(0) values according to: 

𝑔𝑔2(0) = 1 −
1
𝑛𝑛

(2.2) 

Figure 2.1. SPE fabrication process flow diagram starting with hBN transfer, followed by 
cleaning anneal, Ga+ FIB patterning, carbon annealing shown via ethylene decomposition, 
cleaning of carbon diffusion source shown via oxidation, and ending with characterization of 
single photon emission via 532 nm excitation in home-built confocal microscope 
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We use the accepted antibunching threshold for SPE (𝑔𝑔2(0) < 0.5) to categorize emitting sites 

as SPE [Figure 2.2(b) Inset]. We denote any emitting sites that exhibit antibunching (with 

0.5 < 𝑔𝑔2(0) < 1) as quantum emitters (QE). We categorize any bright emitting sites that do not 

exhibit antibunching (𝑔𝑔2(0) = 1) and do not photobleach as color centers. We further 

characterized the quantum emitting nature of the spots by acquiring spectra, where we observe 

Figure 2.2. Characterizing SPEs patterned in pristine hBN (a) Representative confocal PL 
map of a color center array on an hBN flake patterned with the described process. Dashed lines 
indicate hBN flake edges. Scale bar: 4 µm (b) Zero-phonon line (ZPL) at ~2.15 eV and 
corresponding phonon sideband (PSB) emission of 160 meV for a representative single photon 
emitter created with this process. Inset: 𝑔𝑔2(𝑡𝑡) for the emitter with 𝑔𝑔2(0) =  0.24 , well below 
the 𝑔𝑔2(0) < 0.5 threshold for single photon emission. (c) Yield of patterned sites that hosted 
single photon emitters on samples subjected to 4 different treatment combinations. Error bars 
show standard error on mean. 
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the expected zero-phonon line (ZPL) and corresponding phonon sideband (PSB) for quantum 

emitters [Figure 2.2(b)]. 

 FIB patterning followed by carbon annealing produced SPEs with higher yield than only FIB 

patterning or only carbon annealing [Figure 2.2(c)]. The combined process (optimized 

parameters) yielded 0.1146±0.0094 SPEs/patterned site (0.1146±0.0094 SPEs/μm2), 

approximately 9.2 times more SPEs than carbon annealing alone (0.0125±0.0071 SPEs/ μm2) 

[Supplementary information Table 2.2 Student’s t test: p < 0.0001]. This observed difference 

in yield is in qualitative agreement with our density functional theory (DFT)-based calculations 

of the defect formation energies for a representative set of carbon-based defect complexes, which 

consist of substitutional carbons adjacent to different vacancies. The formation energy of these 

defect complexes in pristine hBN are much larger than the energies required to incorporate 

carbon once defects have already been created in hBN [see Chapter IV Supplementary 

information Figure 4.8(a)]. The latter scenario emulates experimental process of FIB followed 

by CVD. 

 To determine which fabrication parameters of the combined FIB-CVD technique contributed 

to the improved SPE yield, we performed a two-level factor screening on four targeted factors: 

hBN thickness (14.59 ± 4.81 nm, 28.47 ± 5.42  nm), FIB pattern size (250 nm, 500 nm), FIB 

exposure time (2.5 ms, 3.8 ms), and carbon annealing time (20 min, 300 min) [Supplementary 

information Figure 2.10]. The parameter combination from this factor screening that produced 

the highest SPE yield was: 500 nm pattern diameter holes exposed for 3.8 ms on a 16 𝑛𝑛m flake 

with 5 hours of carbon annealing time [Figure 2.3]. Samples fabricated with this combination of 

parameters yielded 0.0673±0.0058 SPEs/patterned site, which was 3.4 times higher than the 
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second-best parameter combination [Supplementary information Table 2.4 Student’s t test: 

p = 0.0022]. 

 We found that hBN thickness had the strongest single-factor effect on SPE yield. Thinner 

flakes hosted 9.1 times higher SPE yields than thicker flakes, regardless of the chosen FIB 

exposure time, pattern size, and carbon annealing time [Supplementary information Table 2.5 

F-test: p = 0.004] [Figure 2.4(a)]. The FIB exposure time was the only other single factor that 

influenced the SPE yield, with “high” exposure producing 4 times higher SPE yields than “low” 

exposure [Supplementary information Table 2.5 F-Test: p = 0.028] [Figure 2.4(b)]. 

Somewhat surprisingly, annealing samples for 5 hours did not, on average, produce a higher or 

lower SPE yield than annealing samples for 20 minutes [Supplementary information Table 2.5 

F-test: p = 0.544].  

 When we accounted for parameter interactions, we found that increasing the anneal time 

increased the SPE yield only in the high exposure case, whereas it decreased the SPE yield in the 

low exposure case, indicating a strong FIB exposure time and carbon anneal time interaction 

effect [Supplementary information Table 2.5 F-test, p = 0.042] [Figure 2.4(c)]. Furthermore, 

Figure 2.3. Four factor two level screening SPE yield response (a) Confocal PL scan for a 
sample processed under the best conditions for SPE creation during factor screening. SPEs are 
circled in solid white line, QEs are circled in dashed white line. Scale Bar: 4 µm (b) All factor 
combinations tested, showing that the low thickness, high FIB pattern size, high FIB exposure 
time, high carbon annealing time combination lead to the highest SPE yield (Tukey-Kramer HSD) 
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on thinner flakes, this effect was enhanced, while on thicker flakes, this effect was reversed, 

indicating a strong hBN thickness, FIB exposure time, and carbon annealing time interaction 

effect [Supplementary information Table 2.5 F-test, p = 0.005] [Figure 2.4(d)].  

Figure 2.4. Parameters and interactions that influence SPE yield (c) Effect of hBN thickness 
on SPE yield. Closed yellow circles show least squares mean SPE yield for thin hBN and thick 
hBN. (d) Effect of FIB exposure time on SPE yield. Closed yellow circles show least squares 
mean SPE yield for low exposure and high exposure. Error bars show standard error on the 
mean. (e) Effect of FIB exposure-Carbon annealing interaction on SPE yield. Closed yellow 
circles show least squares mean SPE yield for low FIB exposure interactions and closed green 
circles show least squares mean SPE yield for high FIB exposure interactions. (f) Effect of hBN 
thickness-FIB exposure-Carbon annealing interaction on SPE yield.  Left panel shows thin hBN 
interactions and right panel shows thick hBN interactions. Closed yellow circles show least 
squares mean SPE yield for low FIB exposure interactions and closed green circles show least 
squares mean SPE yield for high FIB exposure interactions. Error bars show standard error on 
the mean. 
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 Based on the results of this factor screening, we established that the optimal hBN thickness to 

fabricate SPEs with this process is 10-19 nm. Furthermore, since SPE yield depends strongly on 

the interaction of FIB exposure and carbon annealing times, we can more finely tune this 

technique by sweeping those parameters. We postulate that balancing the concentration of 

vacancy defects and carbon impurity atoms is essential to engineering carbon-based quantum 

emitters in pristine hBN and increasing SPE yield. 

 To optimize emitter yield with this technique, we explored the interaction of FIB exposure 

and carbon annealing for four FIB exposure times (1.3 ms, 2.5 ms, 3.8 ms, 5 ms) and five 

carbon annealing times (20 min, 75 min, 150 min, 300 min, 720 min) in order to cover the 

range within the two extreme values chosen for the factor screening. For more details about the 

experimental design, refer to Supplementary information Figure 2.14. 

 Our technique successfully created color centers for 13 of the 18 FIB exposure-carbon 

annealing time combinations. We observed that longer carbon annealing decreased SPE yield for 

shorter FIB exposure times and increased SPE yield for longer exposure [Figure 2.5(a)]. This 

behavior agrees with the factor screening results. We found the highest SPE yields on regions 

exposed for 5.0 ms and annealed for 5 hr, with average SPE yield of 0.1146±0.0094 

SPEs/patterned site—approximately twice the yield produced by the best factor screening 

parameters [Supplementary information Table 2.8 Student’s t test: p < 0.0001]. Four 

additional FIB exposure-carbon annealing time combinations yielded quantum emitters at 

patterned sites [Supplementary information Table 2.7 Dunett test with no FIB no CVD 

control: p < 0.0001], (B) 3.8 ms:2.5 hr, (C) 3.8 ms:5 hr, (D) 2.5 ms:20 min, (E) 5.0 ms:12 hr 

[Figure 2.5(b)]. 
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 While the current, most persistent need for integrating quantum emitters into photonic 

technologies is to optimize the yield of SPEs at deterministic locations, it is also essential to 

characterize the influence of the fabrication technique on optical characteristics such as single-

photon purity and ZPL energy that determine the utility of the emitters in these technologies. To 

determine if the particular combination of FIB exposure and carbon annealing times impact the 

single-photon purity, we characterized 157 emitters with 𝑔𝑔2(0) < 1 on regions subjected to 12 

of the 18 possible exposure and annealing combinations, with 65.6% of those emitters on regions 

subjected to the top five combinations listed above as producing the highest QE yields. We found 

that emitters fabricated with conditions (A) and (B) had average 𝑔𝑔2(0) < 0.5, while regions 

subjected to conditions (C), (D), and (E) had average 𝑔𝑔2(0) > 0.5 [Figure 2.6(a)]. Furthermore, 

we observed that for constant FIB exposure level, longer carbon annealing time increased the 

average 𝑔𝑔2(0) [Supplementary information Table 2.10 B-C Student’s t test 0.436 ± 0.038 – 

0.631 ± 0.033: p = 0.0002, A-E Student’s t test 0.477 ± 0.028 – 0.698 ± 0.028: p < 0.0001]. 

Figure 2.5. Optimizing SPE yield via FIB exposure and carbon annealing interaction (a) 
Interaction plots showing mean SPE and mean QE yield for samples processed under the same 
optimization conditions. The conditions that on average produce the highest number of SPEs and 
QEs are labeled with A being the conditions that produces the highest number of emitters on 
average, B the second highest, and so on. (b) Representative PL maps for the conditions that 
produce the 4 highest number of emitters on average. Scale Bar: 2 µm 
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These results demonstrate that we can tailor the quantum purity of emitters fabricated with this 

technique by adjusting the exposure time and carbon annealing time. 

 To determine if we can similarly tailor the ZPL, we collected spectra from 143 color centers 

and observed ZPL within the expected visible range for hBN QEs. We found that ZPL and ZPL 

distributions varied due to FIB exposure time [Figure 2.6(b)]. Although the average ZPL of 

emitters patterned with the 2 highest FIB exposure times were similar [Supplementary 

information Table 2.11 5.0 ms-3.8 ms Student’s t test 2.22 ± 0.02 – 2.19 ± 0.01: p = 0.312], the  

average ZPL for emitters patterned with the second FIB level shifted to 2.16 ± 0.02 eV 

[Supplementary information Table 2.11 3.8 ms-2.5 ms Student’s t test: p = 0.0164, 5.0 ms-2.5 

ms Student’s t test: p = 0.0022]. This difference could indicate variations in the types of defects 

and defect complexes, local strain gradients, or substrate effects that are dependent on the 

specific exposure and annealing combinations.  

Figure 2.6. Tailoring antibunching at g2(0) and emission energy (a) 𝑔𝑔2(0) value distribution 
for parameter combinations that yielded the most QEs, where A, B, C, D, E labels correspond to 
the same labels in Figure 2.3. Diamond with error bars for each experiment represent the mean 
𝑔𝑔2(0) and standard error on mean. Dashed lines mark single-photon emitter threshold  
𝑔𝑔2(0) =  0.5  (b) ZPL distribution by FIB exposure level. Purple diamond with error bars for 
each level represent mean ZPL and standard error on the mean. 
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2.3. Conclusions 

 In this work, we engineered single photon sources in pristine hBN by combining FIB 

patterning and carbon diffusion via CVD of nanocrystalline graphite as a carbon source. By 

exploring a portion of the rich parameter space of this technique, we found multiple 

combinations of FIB exposure dose and diffusion time that successfully created SPEs and 

determined that crystals < 20 nm, FIB exposure for 5.0 ms, and carbon annealing for 5 hours lead 

to the highest yield of SPEs, with other combinations providing a means to produce SPEs with 

different average purity and ZPL range. Further work to characterize the influence of these 

parameters on material properties such as sputtering damage and vacancy distributions could 

help identify the classes of defects created with this technique, thereby leading to greater control 

over SPE creation and photophysical properties. This adjustable fabrication technique provides 

an avenue to tunable SPE properties that can be applied to a wider range of integrated quantum 

photonics applications. 

2.4. Methods 

Sample Fabrication 

 All experiments: The samples studied were prepared on Si wafers with 300 nm of thermal 

wet oxide from University Wafer. Wafers were diced into 7 mm by 7 mm chips and patterned 

with a number array via laser writing and reactive ion etching for labeling purposes only. After 

the labeling process, chips were cleaned in acetone sonication bath for 5 min and IPA sonication 

bath for 5 min. Cleaned chips were exposed to 300 mTorr O2 plasma at 300 W RF power in a 

March plasma cleaner for 1 min to create a hydrophilic surface for material transfer adhesion. 

HPHT hBN crystals were prepared for exfoliation transfer on thermal release tape. The thermal 

release tape with hBN crystals was placed on the chip surface immediately after oxygen plasma 
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exposure. The chip-hBN-tape stack was placed on a 120°C hot plate for 5 minutes to release the 

tape from the chip-hBN stack. The sample was cleaned of any tape residue in a tube furnace 

open to air at 500°C for 3 hours with no gas flow. 

 FIB only, FIB+CVD experiments: FIB exposure to create vacancy and edge defects 

occurred in a FEI Helios Dual Beam with gallium ion source. Prior to sample loading, the 

chamber was plasma cleaned with air for 5 min. The FIB was set to acceleration voltage of 20 

keV and beam current of 59 pA. The circular pattern exposure mask was drawn directly in the 

FIB window of the execution software interface with desired circle diameter of either 250 nm or 

500 nm depending on the experiment. Once the pattern was drawn in the software, an array of 

the circle patterns with 1 μm pitch was made. The exposure time was set in the pattern settings of 

the execution software to 1.3 ms, 2.5 ms, 3.8 ms, or 5.0 ms depending on the experiment. When 

the desired hBN flake was located via SEM, the FIB pattern was executed, exposing only the 

regions of the material as determined in the circular array pattern exposure mask.  

 CVD only, FIB+CVD experiments: Samples immediately underwent the CVD process to 

introduce carbon into the crystal environment. Samples were loaded into the tube furnace 

connected to vacuum system and the system was evacuated to a base pressure of ~30 mTorr. 

When the base pressure was reached, the C2H4, Ar, and H2 gas lines were purged. Once the base 

pressure was reached again, the furnace temperature setpoint was ramped to 1000°C over 30 

minutes under 50 sccm Ar. After 40 minutes, the temperature was held at 1000°C for 20 minutes, 

75 minutes, 150 minutes, or 300 minutes depending on the experiment. During this time, the gas 

flow was 35 sccm ethylene, 2 sccm H2, and 5 sccm Ar at 1 Torr. At the end of the designated 

time, the furnace temperature setpoint was set to 0°C and the sample was allowed to gradually 

cool under 50 sccm Ar. When the temperature readout reached 400°C, the furnace lid was 
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opened to speed up the rest of the cooling process. The CVD process was ended when the 

temperature readout reaches 200°C. The vacuum system was vented, and samples were removed.  

 FIB only, CVD only, and FIB+CVD experiments: To remove residual carbon on the 

surface, the samples underwent a cleaning anneal at 850°C for 30 min under 5 sccm O2.  

Characterization 

 Atomic Force Microscopy: After material transfer and 500°C cleaning anneal, the hBN 

flake thickness was characterized by taking a line cut measurement of a few micron square area 

AFM image taken via Bruker Dimension FastScan AFM in Tapping Mode.  

 Optical Characterization: Confocal PL images were taken to identify spots of 

photoluminescence in a home-built confocal microscope with 532 nm solid state laser 

(OptoEngine) excitation, 100× 0.7 NA objective, dichroic beam splitter, and 550 nm long pass 

filter. Emission was coupled to a ThorLabs fiber optic 50:50 beam splitter and photon counts for 

each path were detected by avalanche photodiodes (Micro Photon Devices). PL images show the 

signal from one APD. Time correlated photon counting was performed in a Hanbury-Brown and 

Twiss experiment using the signal from both APDs sent to a PicoQuant TimeHarp 260.  

PL spectra of emitting sites and Raman of material were collected in a commercial WITec 

alpha300 spectrometer equipped with a Peltier-cooled Andor iDus CCD.  

 Statistical Analysis: Characterized regions were divided into 4 𝜇𝜇m2 segments, which 

corresponds to 4 FIB patterned locations for patterned samples because we patterned exactly one 

circle per 1 𝜇𝜇m2. To calculate mean SPE (QE) density or yield, we recorded the number of 

emission sites with 𝑔𝑔2(0) < 0.5 (𝑔𝑔2(0) < 1) in each 4 𝜇𝜇m2 region and averaged all regions 

processed with a given combination of experimental input factors. To calculate the mean PL map 

intensity, we converted all confocal image points from kcps to cts by the detection bin size of 0.1 
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s and plotted in grayscale where 0 corresponded to the minimum counts value and 255 

corresponded to the maximum counts value for the given PL map. We recorded the mean pixel 

height in ImageJ for each region, converted it to the mean PL intensity in counts, and averaged 

all regions processed with a given combination of experimental input factors. To elucidate which 

input factors influence successful SPE creation alone or combined with other input factors and 

obtain significance values, we performed a Full Model Effects Test on the number of SPEs 

counted, number of QEs counted, and average PL in each 4 𝜇𝜇m2 region. 

 All statistical tests were performed in SAS JMP 15.1 statistical analysis software. Factor 

Screening (4-factor 2-level) Full Model Effects Test and all ANOVA tests (test specified in main 

text i.e. Student’s t-test, Tukey-Kramer HSD, or Dunnett test) were performed with significance 

level 𝛼𝛼 = 0.05. Prior to all statistical tests for SPE Yield, QE Yield, and Region PL Counts, we 

performed a variance stabilizing transform for Poissonian data: 

𝑥𝑥� = √𝑥𝑥 (2.3) 

2.5. Supplementary information 

Control experiments 

 To test if both FIB milling and carbon annealing are necessary to create localized quantum 

emitters, we compared the combined process to the following 2 treatments: (1) FIB milled only 

without carbon anneal and (2) carbon anneal only with no FIB milling, as well as to a pristine 

hBN control [Figure 2.7]. We used a 5-hour carbon deposition and anneal time for both the 

CVD only process and the combined process. Our CVD process was performed at 1000°C due to 

the temperature dependent diffusion constant of carbon in semiconductor and insulating 

materials52. Recent works have also shown that this temperature is optimal for carbon-based 

CVD for emitter creation in hBN41. hBN flakes characterized for CVD only experiments were on 
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the same chips as those characterized for FIB+CVD experiments so may have been exposed to 

residual charging effects, but were not directly patterned via FIB exposure nor imaged via SEM. 

Samples processed with FIB milling that skip the carbon anneal still undergo the 30 min O2 

anneal at 850°C even though there is no need to remove carbon from the surface because we 

found this to be required to activate emitters in our previous work.  

  Table 2.1 shows the average SPE yield per μm2 for each control experiment, including a 

pristine hBN control. Carbon annealing alone produced yields comparable to those found by Lyu 

et. al. using methane feedstock gas in a similar carbon annealing process41. In Table 2.2, we 

report p-values for Student’s t and Tukey-Kramer HSD Means Comparison Tests for the 

optimized combined process parameters with each and all control experiments. 

Table 2.1. Control Experiments Results for average SPE yield. 1 SPE per μm2 on pristine and 
CVD only controls is analogous to 100% yield on FIB only control and combined process 
samples because we patterned 1 site per μm2. 

Experiment Studied region SPE Yield (Mean±Std Err) 
Pristine hBN Control 192 μm2 0 
CVD Only Control 240 μm2  0.0125±0.0071 /μm2 
FIB Only Control 1200 sites 0.0008±0.0024 /μm2 (0.08 %) 

 

 

Figure 2.7. Process flow diagrams for control experiments (i) pristine hBN control, (ii) 
carbon annealing (CVD) only control, (iii) FIB only control. All samples underwent the same 
transfer and cleaning process. 
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Table 2.2. Control Experiments – SPE Yield Mean Comparison Tests 𝛼𝛼 = 0.05 significance 
level, unbalanced, unequal variance 

Experiment 1 – 
Experiment 2 

Difference Standard Error 
Difference 

p-value (Student’s t 
Each Pair) 

p-value (Tukey-Kramer 
HSD All Pairs) 

Combined Process – 
Pristine hBN Control 

0.3973 0.0410 < 0.0001 < 0.0001 

Combined Process – FIB 
Only Control 

0.3940 0.0313 < 0.0001 < 0.0001 

Combined Process – 
CVD Only Control 

0.3473 0.0389 < 0.0001 < 0.0001 

CVD Only Control – 
Pristine hBN Control 

0.0500 0.0389 0.1997 0.5734 

CVD Only Control – FIB 
Only Control 

0.0467 0.0284 0.1014 0.3565 

FIB Only Control – 
Pristine hBN Control 

0.0033 0.0313 0.9151 0.9996 

 

Raman characterization of graphite diffusion source deposition 

 We confirmed the introduction of carbon via Raman spectroscopy with 532 nm excitation 

[Figure 2.8]. The observed nanocrystalline graphite D and G Raman peaks demonstrates that 

during the carbon annealing process, ethylene successfully decomposed, depositing carbon on 

the surface53. Therefore, we assert that elemental carbon was present during the anneal process. 

The visibility of the hBN Raman peak54 following the full fabrication process demonstrates that 

the oxygen anneal removed the deposited graphite and confirms that the process did not change 

the overall hBN crystal composition or structure.   

Pattern localization 

On samples patterned using the combined process, we observed spots separated by an 

average pitch of 0.934±0.013 μm, found via average centroid calculation of a background 

subtracted PL scan [Figure 2.9]. This value is slightly out of range of the 1 μm input FIB 

patterning pitch. This discrepancy could be due to FIB stage calibration, sample tilt during 

milling, confocal fast scanning mirror calibration, or sample tilt during confocal data collection. 

However, these scans show qualitative agreement to the periodicity of the pattern, showing  
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Figure 2.8. Raman characterization of diffusion source deposition Peaks showing hBN peak 
(1370 rel. cm-1) for the cleaned pristine flake (black line), nanocrystalline-graphite D (1360 rel. 
cm-1) and G (1610 rel. cm-1) peaks after carbon annealing (red line), and hBN peak again after 
removing NC-Gr in the oxygen anneal 

Figure 2.9. SEM and PL centroid analysis to localize patterned SPEs (a) SEM image of FIB 
patterned 500 nm diameter holes in hBN flakes, separated by 1 µm pitch. (b) Grayscale confocal 
PL scan image showing fluorescent emission at FIB patterned locations after the combined FIB 
and carbon annealing process. Inset: PL image was background subtracted and ImageJ software 
found all “particles”, outlined the closed circles, and recorded the centroid position of each spot. 
The “x” of each spot marks the centroid position and the dashed line shows an example 
displacement measurement to give emission location pitch. Scale bar: 2 µm 
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𝑛𝑛 × 𝑛𝑛 emission sites when we mill an 𝑛𝑛 × 𝑛𝑛 pattern. Therefore, we assert this technique as a 

method to produce localized, patterned emission sites. 

Factor screening experiments 

 Parameters: We chose four experimental factors that are straightforward to control and 

chose qualitative “high” and “low” regimes justified by past work or observations prior to SPE 

characterization. Demonstrations of these parameter values are shown in Figure 2.10. 

Figure 2.10. Fabrication parameter factor screening details (a) Optical microscope image 
showing hBN flakes with different optical contrasts due to thickness dependence of thin film 
interference (High: labeled “thick” during optical inspection with mean ± s.d. = 28.47 ± 5.42  
nm, Low: labeled “thin” with mean ± s.d = 14.59 ± 4.81 nm). Scale bar: 30 µm), (b) SEM 
images showing differences in FIB pattern size (high: 500 nm, low: 250 nm), and FIB exposure 
time (high: 3.8 ms, low: 2.5 ms). Scale bars: 2µm, (c) CVD process parameters as a function of 
time for carbon annealing step to facilitate the deposition and diffusion of carbon impurities 
(high: 300 min, low: 20 min). 
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The hBN thickness is a natural parameter to vary because our straightforward transfer 

method produces a wide range of hBN flake thicknesses. Furthermore, previous studies cite 

material thickness as an influential factor in QE stability55. We placed hBN flakes into “high” or 

“low” regime for our factor screening experiment based on qualitative optical contrast .Then, we 

measured the thickness of individual hBN flakes via Atomic Force Microscopy (AFM), finding 

that flakes placed in the “high” regime were > 20 nm and those placed in the “low” regime were 

< 20 nm. 

 We chose to vary the FIB pattern size to test the lower limit of our QE localizing abilities 

with this method. We set this parameter in the FIB pattern software by varying the pattern 

diameter. A 500 nm pattern size was chosen as our “high” based on [NL paper] and 250 nm 

pattern size was chosen as our “low” based on the expected resolution limits of the FIB 

patterning and confocal microscope characterization systems.  

 To control the amount of damage done to the material in the form of vacancies, Ga+ 

implantation, and sputtering to create milled edges, we chose to vary the FIB exposure time, 

thereby controlling the ion fluence for a constant energy and current. We defaulted to the FIB 

energy and current determined as optimal from our previous work23, detailed in Methods. 

Furthermore, recent work utilizing ion implantation to create SPEs in hBN showed that ion 

fluence has a larger influence on the SPE density than ion energy56. We chose “high” and “low” 

values of 3.8 ms and 2.5 ms respectively, because these exposure times produced distinct levels 

of material damage during our preliminary experiments.  

 CVD involves many parameters that could influence the creation of SPEs, we chose to vary 

the carbon annealing time in order to determine if a steady supply of carbon introduced for a 

long time is necessary for the creation of QEs in hBN or if a steady supply of carbon introduced 
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for a short time is sufficient. Furthermore, the carbon annealing time controls both the 

concentration of elemental carbon and the diffusion time for all defects and therefore contains 

valuable information within one parameter. We expected the carbon annealing time to 

independently and strongly influence SPE yield because the probability of forming carbon-based 

defects depends explicitly on the concentration of impurity atoms and therefore implicitly on the 

annealing time 𝑡𝑡 by: 

𝐶𝐶(𝑥𝑥, 𝑡𝑡) =  𝐶𝐶𝑠𝑠𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 �
𝑥𝑥

2√𝐷𝐷𝐷𝐷
� (2.3) 

where 𝑥𝑥 is the depth,  𝐶𝐶𝑠𝑠 is the surface concentration of carbon impurity atoms, which is 

dependent on the deposition of NC graphite we observed via Raman, and 𝐷𝐷 is the diffusion 

constant. We kept all other CVD parameters constant for experimental simplicity, but we expect 

that further study will elucidate the role of these parameters such as chosen carbon feedstock, gas 

ratios, and process pressure. We chose a “high” value of 5 hr and a “low” value of 20 min. 

 Data: The mean SPE Yield for all 16 factor screening combinations are shown in Table 2.3. 

The table also lists the number of sites across multiple samples patterned with each combination. 

Additionally, we performed Dunnett Means Comparison Test with pristine hBN control and 

report the p-value for each combination to determine if that particular combination successfully 

creates SPEs with higher yield than what would be found in unprocessed material. Furthermore, 

we report the results of Student’s t and Tukey-Kramer HSD Mean SPE Yield Comparison Tests 

for pairs that include the thin, 500 nm, 3.8 ms, 5 hr parameter combination in Table 2.4. 
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Table 2.3. Factor Screening Experiments Results for average SPE yield. 
Experiment (thickness, pattern 
size, exposure, anneal time) 

Studied region SPE Yield (Mean±Std 
Err) 

p-value (Dunnett with 
Pristine hBN Control) 

Thin, 500 nm, 3.8 ms, 5 hr 208 sites 0.0673±0.0058 < 0.0001 
Thin, 250 nm, 3.8 ms, 5 hr 48 sites 0.0208±0.0120 0.8784 
Thin, 500 nm, 2.5 ms, 20 min 100 sites 0.0200±0.0083 0.6300 
Thin, 250 nm, 2.5 ms, 20 min 204 sites 0.0098±0.0058 0.9856 
Thin, 500 nm, 3.8 ms, 20 min 104 sites 0.0096±0.0082 0.9983 
Thick, 250 nm, 3.8 ms, 20 min 120 sites 0.0083±0.0076 0.9994 
Thin, 250 nm, 3.8 ms, 20 min 132 sites 0.0076±0.0073 0.9997 
Thick, 500 nm, 3.8 ms, 20 min 296 sites 0.0068±0.0068 0.9993 
Thin, 500 nm, 2.5 ms, 5 hr 196 sites 0 1 
Thin, 250 nm, 2.5 ms, 5 hr 32 sites 0 1 
Thick, 500 nm, 2.5 ms, 5 hr 84 sites 0 1 
Thick, 250 nm, 2.5 ms, 5 hr 92 sites 0 1 
Thick, 500 nm, 2.5 ms, 20 min 124 sites 0 1 
Thick, 250 nm, 2.5 ms, 20 min 60 sites 0 1 
Thick, 500 nm, 3.8 ms, 5 hr 144 sites 0 1 
Thick, 250 nm, 3.8 ms, 5 hr 148 sites 0 1 

 
Table 2.4. Thin, 500 nm, 3.8 ms, 5 hr – Mean SPE Yield Comparison Tests 𝛼𝛼 = 0.05 
significance level, unbalanced, unequal variance. Experiment labels given according to key in 
Figure 2.3(b) 

Experiment 1 – Experiment 2 
(thickness, pattern size, 
exposure, anneal time) 

Difference Standard Error 
Difference 

p-value (Student’s t 
Each Pair) 

p-value (Tukey-Kramer 
HSD All Pairs) 

-+++ – ---+ 0.2692 0.0717 0.0002 0.0197 
-+++ – -+-+ 0.2692 0.0375 < 0.0001 < 0.0001 
-+++ – +--- 0.2692 0.0553 < 0.0001 0.0002 
-+++ – +--+ 0.2692 0.0472 < 0.0001 < 0.0001 
-+++ – +-++ 0.2692 0.0406 < 0.0001 < 0.0001 
-+++ – ++-- 0.2692 0.0428 < 0.0001 < 0.0001 
-+++ – ++-+ 0.2692 0.0488 < 0.0001 < 0.0001 
-+++ – ++++ 0.2692 0.0409 < 0.0001 < 0.0001 
-+++ – +++- 0.2422 0.0341 < 0.0001 < 0.0001 
-+++ – --+- 0.2389 0.0420 < 0.0001 < 0.0001 
-+++ – +-+- 0.2358 0.0432 < 0.0001 < 0.0001 
-+++ – -++- 0.2307 0.0453 < 0.0001 < 0.0001 
-+++ – ---- 0.2300 0.0372 < 0.0001 < 0.0001 
-+++ – -+-- 0.1892 0.0459 < 0.0001 0.0050 
-+++ – --++ 0.1858 0.0604 0.0022 0.1565 
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 Full Model Effects Test: We report results from the SPE Yield Full Model Effects test in 

Table 2.5, including both the effect size and p-value, listed in order by p-value. Interaction plots 

for all single factor, 2-factor, and 3-factor effects for SPE Yield are displayed in Figures 2.11-

2.13. 

Table 2.5. Factor Screening Full Model Effects Test for Variance Transformed Number of 
SPEs per 4 patterned sites 𝛼𝛼 = 0.05 significance level, unbalanced, unequal variance. 

Input Factor or Interaction Effect Size (F) p-value 
hBN thickness 8.24 𝟎𝟎.𝟎𝟎𝟎𝟎𝟎𝟎 
hBN thickness × FIB exposure time × Carbon annealing time 7.89 𝟎𝟎.𝟎𝟎𝟎𝟎𝟎𝟎 
FIB exposure 4.85 𝟎𝟎.𝟎𝟎𝟎𝟎𝟎𝟎 
FIB exposure × Carbon annealing time 4.17 𝟎𝟎.𝟎𝟎𝟎𝟎𝟎𝟎 
hBN thickness × FIB exposure time 2.06 0.152 
hBN thickness × FIB pattern size 2.05 0.153 
FIB pattern size 1.95 0.164 
hBN thickness × Carbon annealing time 1.89 0.170 
FIB exposure time × FIB pattern size × Carbon annealing time 1.78 0.183 
hBN thickness × FIB exposure time × FIB pattern size × Carbon annealing 
time 

1.69 0.195 

hBN thickness × FIB exposure time × FIB pattern size 0.89 0.347 
FIB exposure × FIB pattern size 0.82 0.366 
FIB pattern size × Carbon annealing time 0.71 0.400 
hBN thickness × FIB pattern size × Carbon annealing time 0.65 0.421 
Carbon annealing time 0.37 𝟎𝟎.𝟓𝟓𝟓𝟓𝟓𝟓 
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Figure 2.11. Plots for single factor effects on SPE yield for 2 level factor screening showing least 
squares means by level and parameter combination averages for each factor (a) hBN thickness (b) 
FIB exposure time, (c) FIB pattern size, (d) carbon anneal time. Error bars are standard error on 
mean. 
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Figure 2.12. Plots for two-factor interaction effects on SPE yield for 2 level factor screening 
showing least squares means by level combination for each interaction (a) FIB exposure and 
carbon anneal time (b) hBN thickness and FIB exposure (c) hBN thickness and pattern size (d) 
hBN thickness and carbon anneal (e) pattern size and FIB exposure (f) pattern size and carbon 
anneal time. Points are least squares mean of parameter combinations that include the labeled 
interaction. Error bars are standard error on mean. 
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Optimization 

 Parameters: Carbon annealing and FIB exposure levels and processes are shown in Figure 

2.14. Based on the factor screening results, we only exposed flakes with thickness in the range of 

11-18 nm and only patterned circles of 500 nm diameter. For each substrate, we found four 

flakes of suitable area in the prescribed thickness range determined as optimal during Factor 

Screening. On each flake, we patterned one 7×7 array of circles at each dose. We randomized 

the order of the four doses patterned on each flake to minimize any pattern order-dependent 

Figure 2.13. Plots for three-factor interaction effects on SPE yield for 2 level factor screening 
showing least squares means by level combination for each interaction (a) hBN thickness, FIB 
exposure, and carbon anneal time (b) pattern size, FIB exposure, and carbon anneal time (c) 
pattern size, hBN thickness, and FIB exposure (d) pattern size, hBN thickness, and carbon anneal 
time.  Points are least squares mean of parameter combinations that include the labeled interaction. 
Error bars are standard error on mean. 
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variance in measured response variables. The lowest value of 1.3 ms was the lowest time 

possible given the fixed pattern size, current, and dwell time specified for the Helios Dual Beam 

FIB system used for this work. Exposure times longer than 5 ms in past experiments milled 

through hBN within this thickness range completely and began milling SiO2. Given the constant 

pattern area for this set of fabrication, we can also refer to the FIB exposure time parameter by 

the ion fluence [Table 2.6] calculated by: 

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 =  
𝐼𝐼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 × 𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
𝑒𝑒+ × 𝐴𝐴𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

(2.4) 

Where 𝐼𝐼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 59 𝑝𝑝𝑝𝑝, 𝑒𝑒+ = 1.6𝐸𝐸 − 7 𝑝𝑝𝑝𝑝, and 𝐴𝐴𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝜋𝜋 �500 𝑛𝑛𝑛𝑛
2

�
2
 

 
Table 2.6. Ion Fluences for Optimization FIB Exposure Levels calculated according to 
Equation 2.4 

FIB Exposure Level Exposure Time (ms) Ion Fluence (cm-2) 
1 1.25 2.35×1014 

2 2.5 4.70×1014 
3 3.75 7.04×1014 
4 5.0 9.39×1014 

 

Figure 2.14. FIB exposure and carbon annealing interaction optimization parameters, (a) 
Optical microscope image of hBN flake marked with array locations for each FIB level. Pattern 
order was random to randomize the changes to the FIB exposure time (b) SEM image and 
corresponding confocal PL scan of patterned flake shown in (a). Scale bars for (a) and (b): 10 
µm. (c) CVD process showing the 4 carbon anneal time levels 
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 Data: The mean SPE Yield, QE Yield, and Region PL for all 18 optimization combinations 

are shown in Table 2.7. The table also lists the number of sites across multiple samples patterned 

with each combination. Additionally, we performed Dunnett Means Comparison Test with 

pristine hBN control and report the p-value for each combination to determine if that particular 

combination successfully creates SPEs and QEs (PL) with higher yield (intensity) than what 

would be found in unprocessed material. Furthermore, we report the results of Student’s t and 

Tukey-Kramer HSD Mean SPE Yield Comparison Tests for pairs that include parameter 

combinations where the SPE yield was greater than zero in Table 2.8. We also report the results 

of Student’s t and Tukey-Kramer HSD Mean Region PL Grouped by Anneal Time Comparison 

Tests for pairs that include parameter combinations in Table 2.9. 

 
Table 2.7. Optimization Experiments Results for average SPE yield, average QE yield, and 
Region PL intensity. 𝛼𝛼 = 0.05 significance level 

Experiment 
(FIB exposure, 
carbon anneal 
time) 

Number 
of 
patterned 
sites 

SPE Yield 
(Mean±St
d Err) 

p-value 
(Dunnett 
with 
Pristine 
hBN 
Control) 

QE Yield 
(Mean±St
d Err) 

p-value 
(Dunnett 
with 
Pristine 
hBN 
Control) 

Region PL 
[cts] 
(Mean±St
d Err) 

p-value 
(Dunnett 
with 
Pristine 
hBN 
Control) 

5.0 ms, 5 hr 192 0.1146±0.
0094 

< 0.0001 0.1875±0.
0144 

< 0.0001 46.03±2.5
6 

0.9716 

3.8 ms, 2.5 hr 184 0.0598±0.
0096 

< 0.0001 0.0978±0.
0147 

< 0.0001 86.15±10.
30 

0.2305 

3.8 ms, 5 hr 192 0.0469±0.
0094 

0.0014 0.1094±0.
0144 

< 0.0001 186.37±25
.08 

0.0004 

2.5 ms, 20 
min 

196 0.0305±0.
0093 

0.1318 0.1453±0.
0142 

< 0.0001 239.80±48
.36 

0.0001 

5.0 ms, 12 hr 388 0.0155±0.
0054 

0.7758 0.0799±0.
0083 

< 0.0001 108.63±20
.79 

0.0525 

2.5 ms, 1.25 hr 184 0.0109±0.
0096 

0.9877 0.0380±0.
0147 

0.2691 393.22±46
.33 

< 0.0001 

5.0 ms, 20 min 176 0.0057±0.
0098 

1.0000 0.0057±0.
0150 

1.0000 28.62±0.7
7 

1.0000 

3.8 ms, 1.25 hr 184 0.0053±0.
0095 

1.0000 0.0053±0.
0145 

1.0000 36.16±0.6
7 

1.0000 

3.8 ms, 20 min 132 0.0050±0.
0091 

1.0000 0.0147±0.
0140 

0.911 39.06±1.6
7 

0.9998 

2.5 ms, 2.5 hr 192 0 1.0000 0.0052±0.
0144 

1.0000 769.81±57
.56 

< 0.0001 

1.3 ms, 20 min 192 0 1.0000 0 1.0000 468.32±21
.62 

< 0.0001 
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Table 2.7. (continued) 

Experiment 
(FIB exposure, 
carbon anneal 
time) 

Number 
of 
patterned 
sites 

SPE Yield 
(Mean±St
d Err) 

p-value 
(Dunnett 
with 
Pristine 
hBN 
Control) 

QE Yield 
(Mean±St
d Err) 

p-value 
(Dunnett 
with 
Pristine 
hBN 
Control) 

Region PL 
[cts] 
(Mean±St
d Err) 

p-value 
(Dunnett 
with 
Pristine 
hBN 
Control) 

1.3 ms, 1.25 hr 192 0 1.0000 0 1.0000 298.54±26
.19 

< 0.0001 

1.3 ms, 2.5 hr 184 0 1.0000 0 1.0000 385.09±42
.60 

< 0.0001 

1.3 ms, 5 hr 192 0 1.0000 0 1.0000 573.44±26
.55 

< 0.0001 

2.5 ms, 5 hr 192 0 1.0000 0 1.0000 1097.49±5
5.80 

< 0.0001 

3.8 ms, 12 hr 376 0 1.0000 0 1.0000 233.19±21
.12 

< 0.0001 

5.0 ms, 1.25 hr 204 0 1.0000 0 1.0000 29.35±0.4
7 

1.0000 

5.0 ms, 2.5 hr 192 0 1.0000 0 1.0000 31.46±0.5
7 

1.0000 

 

Table 2.8. Optimization Experiments – Mean SPE Yield Comparison Tests for pairs where 
SPE yield > 0. 𝛼𝛼 = 0.05 significance level, unbalanced, unequal variance 

Experiment 1 – 
Experiment 2 

SPE Difference SPE Standard Error 
Difference 

p-value (Student’s t 
Each Pair) 

p-value (Tukey-Kramer 
HSD All Pairs) 

4:4 – 3:1 0.3777 0.0438 < 0.0001 < 0.0001 
4:4 – 3:2 0.3760 0.0447 < 0.0001 < 0.0001 
4:4 – 4:1 0.3745 0.0455 < 0.0001 < 0.0001 
4:4 – 2:2 0.3538 0.0449 < 0.0001 < 0.0001 
4:4 – 4:5 0.3414 0.0384 < 0.0001 < 0.0001 
4:4 – 2:1 0.2868 0.0442 < 0.0001 < 0.0001 
4:4 – 3:4 0.2220 0.0445 < 0.0001 0.0001 
3:3 – 3:1 0.1940 0.0443 < 0.0001 0.002 
3:3 – 3:2 0.1923 0.0452 < 0.0001 0.0034 
3:3 – 4:1 0.1909 0.0459 < 0.0001 0.0051 
4:4 – 3:3 0.1836 0.0449 < 0.0001 0.0068 
3:3 – 2:2 0.1701 0.0454 0.0002 0.0242 
3:3 – 4:5 0.1578 0.0390 < 0.0001 0.0079 
3:4 – 3:1 0.1556 0.0438 0.0004 0.0464 
3:4 – 3:2 0.1540 0.0447 0.0006 0.0653 
3:4 – 4:1 0.1525 0.0455 0.0008 0.0856 
3:4 – 2:2 0.1318 0.0449 0.0035 0.2559 
3:4 – 4:5 0.1194 0.0384 0.002 0.1687 
3:3 – 2:1 0.1031 0.0447 0.0214 0.7067 
2:1 – 3:1 0.0908 0.0436 0.0375 0.8464 
2:1 – 3:2 0.0892 0.0445 0.0454 0.8851 
2:1 – 4:1 0.0877 0.0453 0.0529 0.9121 
2:1 – 2:2 0.0670 0.0447 0.1347 0.9933 
3:4 – 2:1 0.0648 0.0442 0.1437 0.9948 
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Table 2.8 (continued) 

Experiment 1 – 
Experiment 2 

SPE Difference SPE Standard Error 
Difference 

p-value (Student’s t 
Each Pair) 

p-value (Tukey-Kramer 
HSD All Pairs) 

2:1 – 4:5 0.0546 0.0382 0.1529 0.9961 
3:3 – 3:4 0.0383 0.0449 0.3941 1.0000 
4:5 – 3:1 0.0362 0.0377 0.3373 1.0000 
4:5 – 3:2 0.0345 0.0387 0.3731 1.0000 
4:5 – 4:1 0.0330 0.0396 0.404 1.0000 
2:2 – 3:1 0.0238 0.0443 0.5905 1.0000 
2:2 – 3:2 0.0222 0.0452 0.6236 1.0000 
2:2 – 4:1 0.0207 0.0459 0.6519 1.0000 
4:5 – 2:2 0.0123 0.0390 0.752 1.0000 
4:1 – 3:1 0.0031 0.0448 0.9446 1.0000 
3:2 – 3:1 0.0016 0.0440 0.9698 1.0000 
4:1 – 3:2 0.0014 0.0457 0.9747 1.0000 

 

Table 2.9. Optimization Experiments – Mean Region PL Grouped by Anneal Time 
Comparison Tests 𝛼𝛼 = 0.05 significance level, unbalanced, unequal variance 

Experiment 1 – 
Experiment 2 

PL Difference PL Standard Error 
Difference 

p-value (Student’s t 
Each Pair) 

p-value (Tukey-Kramer 
HSD All Pairs) 

2:1 – 1:1 8.66 1.04 < 0.0001 < 0.0001 
2:1 – 3:1 6.37 1.02 < 0.0001 < 0.0001 
2:1 – 4:1 7.24 1.06 < 0.0001 < 0.0001 
1:1 – 3:1 15.03 1.03 < 0.0001 < 0.0001 
1:1 – 4:1 15.90 1.06 < 0.0001 < 0.0001 
3:1 – 4:1 0.87 1.05 0.4085 0.8409 
2:2 – 1:2 1.32 0.999 0.1877 0.5500 
2:2 – 3:2 11.93 1.00 < 0.0001 < 0.0001 
2:2 – 4:2 12.52 0.98 < 0.0001 < 0.0001 
1:2 – 3:2 10.61 0.99 < 0.0001 < 0.0001 
1:2 – 4:2 11.20 0.97 < 0.0001 < 0.0001 
3:2 – 4:2 0.59 0.98 0.5455 0.9302 
2:3 – 1:3 8.40 1.08 < 0.0001 < 0.0001 
2:3 – 3:3 18.21 1.08 < 0.0001 < 0.0001 
2:3 – 4:3 21.23 1.07 < 0.0001 < 0.0001 
1:3 – 3:3 9.81 1.09 < 0.0001 < 0.0001 
1:3 – 4:3 12.82 1.08 < 0.0001 < 0.0001 
3:3 – 4:3 3.02 1.08 0.0059 0.0297 
2:4 – 1:4 8.93 0.98 < 0.0001 < 0.0001 
2:4 – 3:4 20.34 0.98 < 0.0001 < 0.0001 
2:4 – 4:4 25.90 0.98 < 0.0001 < 0.0001 
1:4 – 3:4 11.41 0.98 < 0.0001 < 0.0001 
1:4 – 4:4 16.97 0.98 < 0.0001 < 0.0001 
3:4 – 4:4 5.56 0.98 < 0.0001 < 0.0001 
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𝒈𝒈𝟐𝟐(𝟎𝟎) Analysis 

 We report the results of Student’s t and Tukey-Kramer HSD Mean 𝑔𝑔2(0) Comparison Tests 

for the optimization parameter combinations with the 5 highest SPE/QE yields in Table 2.10. 

 
Table 2.10. Top 5 Optimization Experiments – Mean 𝒈𝒈𝟐𝟐(𝟎𝟎) Comparison Tests 𝛼𝛼 = 0.05 
significance level, unbalanced, unequal variance 

Experiment 1 – 
Experiment 2 

𝑔𝑔2(0) Difference 𝑔𝑔2(0) Standard 
Error Difference 

p-value (Student’s t 
Each Pair) 

p-value (Tukey-Kramer 
HSD All Pairs) 

4:5 – 3:3 0.262 0.047 < 0.0001 < 0.0001 
4:5 – 4:4 0.221 0.040 < 0.0001 < 0.0001 
3:4 – 3:3 0.194 0.050 0.0002 0.0015 
2:1 – 3:3 0.170 0.050 0.0009 0.0076 
3:4 – 4:4 0.154 0.043 0.0005 0.0048 
2:1 – 4:4 0.129 0.043 0.0032 0.0261 
4:5 – 2:1 0.092 0.043 0.0325 0.2014 
4:5 – 3:4 0.067 0.043 0.1215 0.5270 
4:4 – 3:3 0.041 0.047 0.3894 0.9097 
3:4 – 2:1 0.025 0.046 0.5913 0.9832 

 

 Figure 2.15 shows the distribution of fit parameters for the antibunching data collected from 

the QEs characterized for this work. While 𝑔𝑔2(0) values were process dependent, we did not 

find any significant variations in average bunching amplitude, lifetime 𝜏𝜏1, and decoherence time 

𝜏𝜏2 across the parameter combinations that produced the highest emitter yields. 

ZPL characterization 

 We report the results of Student’s t and Tukey-Kramer HSD Mean average ZPL Comparison 

Tests for each FIB exposure time averaged over all anneal times in Table 2.11 and for each 

carbon annealing time averaged over all FIB exposure times in Table 2.12. 
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Table 2.11. ZPL by FIB Exposure – Mean Comparison Tests 𝛼𝛼 = 0.05 significance level, 
unbalanced, unequal variance 

Exposure 1 – Exposure 2 Difference Standard Error 
Difference 

p-value (Student’s t 
Each Pair) 

p-value (Tukey-Kramer 
HSD All Pairs) 

5.0 ms – 2.5 ms 0.064 0.021 0.0022 0.0063 
3.8 ms – 2.5 ms 0.043 0.018 0.0164 0.0430 
5.0 ms  – 3.8 ms 0.021 0.021 0.3121 0.5690 

 

Table 2.12. ZPL by Carbon anneal time – Mean Comparison Tests 𝛼𝛼 = 0.05 significance 
level, unbalanced, unequal variance 

Anneal Time 1 – Anneal 
Time 2 

Difference Standard Error 
Difference 

p-value (Student’s t 
Each Pair) 

p-value (Tukey-Kramer 
HSD All Pairs) 

2.5 hr – 1.25 hr 0.068 0.029 0.0213 0.0964 
5 hr  – 1.25 hr 0.063 0.022 0.0049 0.0252 
2.5 hr  – 20 min 0.036 0.028 0.1885 0.5509 
20 min – 1.25 hr 0.032 0.024 0.1871 0.5481 
5 hr – 20 min 0.031 0.020 0.1172 0.3954 
2.5 hr – 5 hr 0.006 0.026 0.8247 0.9961 

 

Figure 2.15. Second order photon correlation fit parameter distributions (a) Histograms for 
the fit parameter values extracted from fitting Equation 2.1 to photon correlation data for each 
color center characterized for this work where 𝑔𝑔2(0) < 1.0 (b) Example antibunching curves 
from 𝑔𝑔2(𝑡𝑡) with green points showing rebinned data and black lines showing fit (c) Violin plots 
showing distributions of bunching amplitude, 𝜏𝜏1, and 𝜏𝜏2 for the five best QE fabrication 
parameter combinations. 
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 Figure 2.16 demonstrates examples of spectra that were similar to the ZPL shape but had 

𝑔𝑔2(0) > 0.5. From this data, we conclude that at these pattern sites where we did not find SPE, 

we fabricated clusters of defects, with multiple excited at once by a single laser excitation spot. 

2.6. Bridge 

 In this chapter, I have reported a technique we developed to deterministically and repeatably 

engineer carbon-based defects in hexagonal boron nitride using a combination of focused ion 

beam patterning and carbon diffusion. By designing experiments to optimize the yield of single 

photon emitters and characterize photophysical properties including emission energy and 

quantum purity, we found that these outputs depended strongly on the combination of FIB 

Figure 2.16. Example zero phonon line spectra shapes for 𝒈𝒈𝟐𝟐(𝟎𝟎) > 𝟎𝟎.𝟓𝟓 Many of the color 
centers characterized for this work exhibited spectral lineshapes similar to ZPL, with a distinct 
peak and secondary phonon sideband ~160 meV, but with either (a) high background, (b) multiple 
ZPL, or (c)-(d) broad linewidths characteristic of ensemble emission. 
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exposure dose and the length of the carbon diffusion step chosen for fabrication. However, we 

were unable to improve our SPE yields over ~11.5% and our results are inconclusive in 

identifying a particular defect candidate responsible for this emission. To improve our SPE 

yields and potentially reduce variations in defect type produced, we need to better control defect 

creation as well as the material conditions surrounding the desired defects.  

 FIB patterning is a ballistic process known to cause structural damage to materials at the 

beam energy we employ. Because the FIB exposure dose had strong independent effects on 

optical outputs, we therefore set out to investigate how the FIB dose, independent of carbon 

annealing time, impacts the host material and therefore color center creation. We achieve this via 

atomic force microscopy (AFM) height topography measurements and Stopping Range of Ions in 

Matter (SRIM) simulations to quantify damage and correlate FIB damage characteristics to 

optical outputs. The following chapter details our AFM characterization, observed damage 

characteristics, FIB exposure simulations, and correlation analysis, as well as proposes a 

preliminary physical mechanism for how FIB exposure dose influences color center creation that 

is consistent with the observed morphological damage features and optical characteristics. 
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CHAPTER III 

 

UNCOVERING THE MORPHOLOGICAL EFFECTS OF HIGH ENERGY GA+  

FOCUSED ION BEAM MILLING ON HBN SINGLE-PHOTON EMITTER  

FABRICATION 

 

This chapter contains previously published co-authored material; it has been reproduced with 

permission from: R. Klaiss, J. Ziegler, D. Miller, K. Zappitelli, K. Watanabe, T. Tanaguchi, B. J. 

Alemán, “Deterministic Quantum Emitter Formation in Hexagonal Boron Nitride via Controlled 

Edge Creation.” J Chem Phys. 2022, 157 (074703), 1-10. Copyright 2022 American Institute of 

Physics. In this work, I contributed to designing the research, performing the research, analyzing 

the data, and writing the paper. 

 

3.1. Introduction 

 The advancement of quantum information technologies (QITs) such as quantum transducers 

and sensors require solid-state qubit platforms that host optically addressable single-photon or 

spin states that couple strongly to external degrees of freedom and can be easily engineered for 

integration into hybrid systems1,4,57,58. Low dimensional materials are desirable solid-state single 

photon emitter (SPE) hosts because they exhibit unique electronic, magnetic, and mechanical 

properties impossible for their bulk counterparts32,35,59–62. Two-dimensional wide bandgap 

insulator hexagonal boron nitride (hBN) hosts bright and stable room temperature SPEs that 

couple strongly to applied electric32,59 and strain31,63 fields, as well as optically detectable 

magnetic resonance (ODMR) with spin state splitting sensitive to external magnetic 
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fields29,38,64,65. Furthermore, hBN functions well as both a dielectric substrate for other 2D 

materials such as graphene62,66,67 and transition metal dichalcogenides (TMDCs)46,68,69 and as a 

monolithic platform for photonic circuits70–72, making it a versatile material to integrate into 

QITs.  

 Fabrication challenges such as patterning hBN SPEs23,43,50,73–77 and direct-writing 

nanostructures in hBN78–80 have been resolved using focused ion beam (FIB) exposure. However, 

the high energies required to pattern emitters at precise locations and mill nanostructures cause 

changes to the morphology of thin hBN crystals that may influence further fabrication steps and 

impact the material’s ability to host SPEs46,80.  Moreover, while SPEs found in hBN after FIB 

exposure have been attributed to either vacancies created deep within the crystal or edges created 

due to milling, it is not understood how changes to surface morphology that occur due to FIB 

exposure influence the probability of SPE creation.   

 To uncover the morphological life-story of hBN crystals to support SPEs while undergoing 

high energy Ga+ FIB exposure, we fabricated samples with a range of exposure doses and 

characterized changes to the surface roughness, milling depth, swelling, and single photon 

emission photophysics. Then, we analyzed the correlation between morphological factors and 

photophysical responses. Furthermore, we performed Stopping Range of Ions in Matter (SRIM) 

calculations81 to investigate how vacancy concentration influences morphology and SPE 

creation. This work provides a necessary framework to elucidate how pristine hBN crystals 

become damaged in controlled ways at the atomic and nano- scales to perform as needed for 

quantum technologies. 
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3.2. Results and discussion 

To create samples that contain many 

visible hBN crystals, we performed an 

exfoliation transfer of high-pressure high 

temperature (HPHT) grown hBN crystals onto 

Si/SiO2 substrates using heat-release tape and 

annealed samples at 500°C to clean residual 

tape from the surface. Once we identified 

crystals of area ~200 μm2 [Figure 3.1(a)] and 

thickness in the range of 10-17 nm [see 

Supplementary information Figure 3.15], we 

performed Ga+ FIB patterning tests. Based on 

our previous work23 that created SPEs at 

precise locations, we patterned arrays of 500 

nm diameter circles with beam acceleration 

voltage 20 kV and beam current 59 pA. The Ga+ FIB used for this work had a minimum 

exposure time of 1.3 ms for the specified pattern size and current, corresponding to the shortest 

loop time the FIB can direct-write the circle pattern. We adjusted the ion fluence by changing the 

exposure time, thereby changing the number of passes performed by the software to pattern the 

circle and tested 1.3 ms (FIB Level 1: 1 pass), 2.5 ms (FIB Level 2: 2 passes), 3.8 ms (FIB Level 

3: 3 passes), and 5.0 ms (FIB Level 4: 4 passes) [Figure 3.1(b)]. We annealed the exposed 

samples in a home-built chemical vapor deposition (CVD) system used for vertically-aligned 

carbon nanotube (VACNT) growth with C2H4:H2:Ar flowing gas mixture at 1000°C for 5 hr in 

Figure 3.1. Testing FIB exposure on a single 
hBN flake (a) Optical microscope image of an 
exfoliated HPHT hBN flake studied in this 
work prior to FIB exposure. (b) Scanning 
electron microscope (SEM) image of an hBN 
flake after patterning arrays of 500 nm circles 
with Ga+ FIB at the four studied exposure 
times, from left to right, labeled by FIB Level: 
(3) 3.8 ms FIB Level, (4) 5.0 ms, (1) 1.3 ms, 
and (2) 2.5 ms. Scale bar: 5 μm 
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order to create a carbon-rich environment that is expected to activate hBN quantum 

emitters37,40,41. For more information about the emitter fabrication process, refer to 3.4 Methods.  

 After the full emitter fabrication process, we performed tapping-mode atomic force 

microscopy (AFM) to measure the topography of nanoscale surface features and observed 

qualitatively different morphological features at each exposure level [Figure 3.2].  

 From the AFM height data, we calculated the following morphological characteristics of 1 

μm × 1 μm regions containing one exposed circle each: average mill depth ∆𝑧𝑧−�����, maximum mill 

depth ∆𝑧𝑧−𝑚𝑚𝑚𝑚𝑚𝑚, mill volume ∆𝑉𝑉−, average swell height ∆𝑧𝑧+�����, maximum swell height ∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚, 

swell volume ∆𝑉𝑉+, and exposed edge surface area 𝑆𝑆𝑆𝑆 [Figure 3.3]. Local unexposed surface 

height 𝑧𝑧0 and RMS roughness 𝑅𝑅𝑅𝑅𝑅𝑅0 for each 1 μm × 1 μm region were calculated from points 

outside of the exposed pattern area and used as the zero height for calculations and as the 

threshold for identifying FIB induced damage, respectively. Milling values ∆𝑧𝑧−�����,  ∆𝑧𝑧−𝑚𝑚𝑚𝑚𝑚𝑚, and 

∆𝑉𝑉− were calculated from data points with height below 𝑧𝑧0 − 𝑅𝑅𝑅𝑅𝑅𝑅0 and characterized the depth 

of milled locations and total amount of material removed from the exposed regions. Swelling 

values ∆𝑧𝑧+�����,  ∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚, and ∆𝑉𝑉+ were calculated from data points above 𝑧𝑧0 + 𝑅𝑅𝑅𝑅𝑅𝑅0 and 

Figure 3.2. AFM characterization of FIB exposure levels AFM height scan images for circles 
patterned at each of the studied exposure levels marked with black dashed lines where line cuts 
(below) were taken. AFM height color bar range: [-15 nm, 5 nm]. Line cut: 1 μm 
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characterized the height and total amount of 

FIB induced swelling observed in exposed 

regions. Exposed edge surface area 

calculations were performed using all data 

points in the region, with baseline area of 1 

μm2 subtracted. For more details about the 

calculations, refer to 3.4 Methods.  

 We report the average values for all 

calculated morphological characteristics for 

each exposure level in Table 3.1 and show 

the average values of ∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚 and ∆𝑧𝑧−𝑚𝑚𝑚𝑚𝑚𝑚 

for each exposure level in Figure 3.4(a), 

with average values for ∆𝑉𝑉+ and ∆𝑉𝑉− for 

each exposure in Figure 3.4(b). Plots showing the average values for all calculated 

morphological characteristics as a function of FIB exposure level can be found in 3.5 

Supplementary information. Based on these calculated values as well as observations made 

from the data visualized as AFM scan plots in Figure 3.2, we found that swelling characteristics 

and milling characteristics evolve differently with increasing levels of FIB exposure.  

  Starting at the lowest FIB exposure level (1.3 ms), exposed regions contained small and 

randomly located areas of milling and swelling within the patterned area with ∆𝑧𝑧−�����1 = −3.26 ±

0.15 nm and ∆𝑧𝑧+�����1 = 1.92 ± 0.09 nm. Regions exposed at the second FIB level (2.5 ms) showed 

qualitatively similar milling and swelling characteristics and calculated values were similar to the 

first exposure level, with ∆𝑧𝑧−�����2 = −2.89 ± 0.11 nm (Table 3.1 Student’s t-test: p = 0.1566) and 

Figure 3.3. Morphological characteristics 
calculated from AFM height data AFM height 
profile showing 𝑅𝑅𝑅𝑅𝑅𝑅0 threshold for swell and 
mill ∆𝑧𝑧 and ∆𝑉𝑉 calculations from AFM height 
data with corresponding AFM height image 
showing points above (top) and below (bottom) 
the calculated roughness threshold included in 
swelling (top) and milling (bottom) 
calculations. AFM height image scale bar: 200 
nm 
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Table 3.1. Morphological Characteristics Calculated from AFM mean ± standard error 

 

∆𝑧𝑧+�����2  = 1.81 ± 0.06 nm (Table 3.1 Student’s t-test: p = 0.3245). The largest change observed 

was an 8% decrease in the magnitude of ∆𝑧𝑧−𝑚𝑚𝑚𝑚𝑚𝑚, with ∆𝑧𝑧−𝑚𝑚𝑚𝑚𝑚𝑚1 = −8.63 ± 0.33 nm and 

∆𝑧𝑧−𝑚𝑚𝑚𝑚𝑚𝑚2 = −7.92 ± 0.22 nm, but the difference between these values was not strong enough to 

draw any conclusions about the evolution of morphological characteristics from the first 

exposure level to the second (Table 3.1 Student’s t-test: p = 0.0837). Therefore, we determine  

that there are no significant morphological differences between regions exposed for 1.3 ms and 

those exposed for 2.5 ms. 

FIB 
Level ∆𝑧𝑧−����� (nm) ∆𝑧𝑧−𝑚𝑚𝑚𝑚𝑚𝑚 (nm) ∆𝑉𝑉−  

(105 nm3) ∆𝑧𝑧+����� (nm) ∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚 
(nm) 

∆𝑉𝑉+  
(105 nm3) 

𝑆𝑆𝑆𝑆  
(103 nm2) 

1 −3.26±0.15 −8.63±0.33 −3.87±0.26 1.92±0.09 2.92±0.18 1.37±0.15 2.03±0.11 
2 −2.89±0.11 −7.92±0.22 −3.33±0.22 1.81±0.06 2.57±0.11 1.33±0.14 1.77±0.06 
3 −3.25±0.14 −8.19±0.27 −2.53±0.15 2.20±0.08 3.70±0.23 1.89±0.22 1.67±0.07 
4 −6.23±0.29 −13.23±0.32 −9.79±0.67 2.12±0.08 3.96±0.25 2.44±0.23 4.12±0.29 

Figure 3.4. Average morphological characteristics for each FIB exposure level (a) Mean 
calculated values for maximum swell height and maximum mill depth at each FIB exposure level 
of all samples included in this work. (b) Mean calculated values for swell volume and mill 
volume at each FIB exposure level of all samples included in this work. The lines connecting 
data points are a guide to the eye. Error bars on show standard error on the mean. 
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 At the third exposure level (3.8 ms), we began to observe significant changes to 

morphological characteristics. While regions exposed at the third exposure level were milled 

similarly to those at the second with ∆𝑧𝑧−�����3  = −3.25 ± 0.14 nm (Table 3.1 Student’s t-test ∆𝑧𝑧−�����: 

p = 0.1742), both the average and maximum swell heights increased from the second to the third  

FIB level (t-test ∆𝑧𝑧+�����: p = 0.0006, t-test ∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚: p < 0.0001), with the mean ∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚 increasing 

44% from ∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚2  = 2.57 ± 0.11 nm to ∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚3= 3.70 ± 0.23 nm.  

 Regions exposed at the fourth level (5.0 ms) showed swell heights similar to the values 

calculated at the third (t-test ∆𝑧𝑧+�����: p = 0.4653, t-test ∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚: p = 0.3754). However, ∆𝑉𝑉+ 

increased 23% from ∆𝑉𝑉+3= 1.89 ± 0.22 × 105 nm3 to ∆𝑉𝑉+4= 2.44 ± 0.23 × 105 nm3 (t-test: p 

= 0.0444). The areas of swelling for regions exposed at the fourth level appeared more localized 

to the pattern edges, away from the pattern center whereas swelling for regions exposed at the 

third level was observed within the pattern center. While the swelling was pushed out to the 

pattern edges, we observed deeper milling more localized to the circle pattern at this level, with 

the magnitude of ∆𝑧𝑧−𝑚𝑚𝑚𝑚𝑚𝑚 increasing 62% from ∆𝑧𝑧−𝑚𝑚𝑚𝑚𝑚𝑚3= −8.19 ± 0.27 nm to ∆𝑧𝑧−𝑚𝑚𝑚𝑚𝑚𝑚4  = 

−13.23 ± 0.32 nm (t-test: p < 0.0001). Furthermore, we observed similar behavior in the 

exposed surface area 𝑆𝑆𝑆𝑆, where 𝑆𝑆𝑆𝑆3= 1.67 ± 0.07 × 103 nm2 increased 147% to 𝑆𝑆𝑆𝑆4= 4.12 ±

0.29 × 103 nm2 (t-test: p < 0.0001) most likely due to the increase in directional milling 

forming connected sidewalls at the fourth exposure level. We conclude that swelling is the 

dominant morphological characteristic starting at the third exposure level and is a precursor to 

the deeper directed milling that began at the fourth level.  

 To determine how the targeted morphological characteristics influenced emitter creation, we 

identified fluorescent locations via confocal microscopy with 532 nm excitation [Figure 3.5(a)] 

and characterized quantum emission via Hanbury Brown and Twiss experiment, fitting 𝑔𝑔2(𝑡𝑡) 
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data to the three-level system model for antibunching and using the accepted threshold of 

𝑔𝑔2(0) < 0.5 to denote SPE.46 To further confirm the quantum nature of emitters, we measured 

zero-phonon line (ZPL) spectra [see Figures 2.2(b),  2.16, and Supplementary information 

Figure 3.17] within the expected range of 1.8 eV-2.2 eV for room-temperature visible range 

emission in hBN under 532 nm (2.33 eV) excitation15,23,40. We calculated the average PL of 

exposed regions at each level by image analysis on confocal PL scan plots segmented into 

regions of 4 μm2, with 1 patterned site per 1μm2. We also calculated the average SPE yield of 

each segmented 4 μm2 region by counting the number of emitters with 𝑔𝑔2(0) < 0.5 and dividing 

by 4, the number of patterned sites. For more details on the average PL and SPE yield 

calculations, refer to 3.4 Methods.  

 We observed PL emission from successfully patterned sites exposed at all levels with region 

PL and SPE yield dependent on exposure level. Patterned sites that bordered or overlapped with 

an hBN flake edge accounted for ~1% of all patterned sites and exhibited low PL and SPE yield 

regardless of exposure level. We expect that partially patterned circles created structural 

environments inconsistent with the fully contained patterned sites intended. Therefore, we 

considered circle patterns bordering or overlapping with hBN edges to be unsuccessfully 

fabricated and excluded those sites from our analysis. Of the regions that hosted non-zero SPE 

yields, we found that patterned sites exposed at the third level hosted SPEs with a yield of 

0.047 ±  0.016 (mean comparison test to zero: p = 0.0027) and the fourth hosted SPEs with a 

yield of 0.115 ±  0.025 (mean comparison test to zero: p < 0.0001) [Figure 3.5(c)]. The regions 

exposed at the two lowest levels, that did not host SPEs, exhibited brighter regions on confocal 

scan plots, with 𝑃𝑃𝑃𝑃1 = 573 ± 27 cts and 𝑃𝑃𝑃𝑃2 = 1097 ± 56 cts, while the third level exhibited 
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lower PL on average with 𝑃𝑃𝑃𝑃3 = 186 ± 25 cts (Tukey test: p < 0.0001) and the fourth even 

lower on average with 𝑃𝑃𝑃𝑃4 = 46 ± 3  cts (Tukey test: p < 0.0001) [Figure 3.5(b)]. 

 We conjecture that brighter PL indicates that many optically active vacancy defects remained 

within the crystal at exposed regions, so excited locations within the diffraction limited spot 

exhibited ensemble emission rather than single photon emission. We further expect that higher 

SPE yields were possible when many optically active defects were removed by milling, reducing 

the overall background PL. This conjecture is consistent with the highest SPE yield, lowest 

Figure 3.5. Summary of photophysical characterization by FIB exposure (a) Confocal PL map 
showing all 4 levels of FIB exposure. Dashed line marks the flake edges. Scale bar: 4 𝜇𝜇m. (b) 
Mean values Region PL intensity as a function of FIB exposure time, showing statistically 
significant differences between each level when compared via Tukey-Kramer HSD all-pairs 
comparison test. (c) Mean values SPE Yield (number of SPEs per 4 milled sites) as a function of 
FIB exposure time, showing statistically significant differences between the highest exposure 
times and all others when compared via Tukey-Kramer HSD all-pairs comparison test. The lines 
connecting data points in (c) and (d) are guides to the eye. Error bars in both plots show standard 
error on the mean. 
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region PL, and largest milling observed at the highest FIB exposure level. However, it is 

inconsistent with the non-zero SPE yield, lower region PL, and lower milling observed at the 

third exposure level. Therefore, the morphological characteristic of deep and directed milling 

cannot be fully responsible for the optical characteristics of FIB exposed hBN crystals. 

When comparing all calculated morphological characteristics to the measured optical 

characteristics [Figure 3.6(a)], we found that the PL intensity at each FIB exposure level was 

strongly correlated only to the maximum swell height at each FIB level, with c(𝑃𝑃𝑃𝑃, ∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚) =

 −0.969 (p = 0.0309), while the SPE yield at each FIB level was strongly correlated only to the 

average volume of swell areas at each FIB level with c(𝑆𝑆𝑆𝑆𝑆𝑆, ∆𝑉𝑉+) = 0.9955 (p = 0.0045)  

[Figure 3.6(b)]. Furthermore, the observed increases in material swell height and volume were 

the only morphological features that correlated even weakly (0.05 < p < 0.20) to increased SPE 

Figure 3.6. Correlating material damage to SPE yield and photoluminescence (a) 
Correlation matrix for calculated morphological characteristics and measured optical 
characteristics, with p-value denoting the significance of the correlation strength (b) Plots 
showing the correlation by 1𝜎𝜎 density ellipse between the morphological characteristics and 
optical characteristics. Each data point represents the mean calculated value of the specified 
optical characteristic at a given exposure level plotting at the corresponding mean calculated 
value of the specified morphological characteristic at the same exposure level.  Error bars show 
standard error on the mean for the calculated values at each exposure level along the specified 
axis. 
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yield and diminished PL simultaneously. We expect that the morphological characteristic of 

swell is indicative of damage levels within the crystal that decrease PL and increase the 

likelihood of hosting SPEs prior to deep and directed milling.  

 To elucidate possible shared causes for both the observed swelling due to FIB damage and 

the observed optical characteristics on the atomic level, we performed SRIM calculations for 

vacancy concentrations. We performed the Monolayer Collision Steps/Surface Sputtering 

calculation, which was considered optimal for the thickness range of flakes studied in this 

work81. From the SRIM calculations, we acquired the vacancy number per ion as a function of 

depth and lateral position 𝑁𝑁𝑣𝑣/𝐺𝐺𝐺𝐺+(𝑥𝑥, 𝑧𝑧)for a 20 keV Ga+ beam entering the material at a single 

point, where SRIM assumes a beam diameter of 0. 

To determine the ion exposure profile 𝐷𝐷𝐺𝐺𝐺𝐺+(𝑥𝑥, 𝑦𝑦) for 

the full 500 nm circular pattern, we modeled the 

beam as a 2D gaussian82 and summed over all points 

in the pattern following a circular beam path, with 

the beam pitch set constant as in the patterning 

software for all patterning experiments [Figure 3.7]. 

 We simulated the vacancy concentration 

𝑛𝑛𝑣𝑣(𝑥𝑥, 𝑧𝑧) in exposed regions by convolving 

𝑁𝑁𝑣𝑣/𝐺𝐺𝐺𝐺+(𝑥𝑥, 𝑧𝑧) at a given point with the simulated 

exposure profile 𝐷𝐷𝐺𝐺𝐺𝐺+(𝑥𝑥) at that point over a 1 μm 

position range. Lastly, to mimic the material 

conditions upon which optical data was collected, 

we further convolved 𝑛𝑛𝑣𝑣(𝑥𝑥, 𝑧𝑧) with the height data 

Figure 3.7. Simulated FIB 
exposure dose profile calculated 
using a 2D Gaussian beam 
[Equation 3.15] scanned in a 
circular trajectory for a 500 nm circle 
pattern as set in the FIB patterning 
software with corresponding profile 
showing ions/nm

2
 as a function of 

position 
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collected by AFM at each point, removing areas of the simulated material at locations where the 

experimental material was milled a depth −∆𝑧𝑧. For more information about simulation 

parameters and how we accounted for milling at each increased FIB exposure level, refer to 3.4 

Methods.  

Based on the results of these simulations, shown in Figure 3.8, we observed that the 𝑛𝑛𝑣𝑣(𝑥𝑥, 𝑧𝑧) 

increased steadily with each increase in FIB exposure level. Furthermore, while the significant 

increase in milling at the fourth exposure level removed a large volume of regions with high 

vacancy concentrations, many regions with high 𝑛𝑛𝑣𝑣 remained due to ∆𝑧𝑧−𝑚𝑚𝑚𝑚𝑚𝑚 less than the 

starting thickness of material ℎ0. This is consistent with our hypothesis that although milling 

away high 𝑛𝑛𝑣𝑣 areas contributed to an overall lower number of optically active defects at the 

Figure 3.8. SRIM vacancy concentration profile 𝑛𝑛𝑣𝑣(𝑥𝑥, 𝑧𝑧) for FIB exposure level 1 (top left), 2 
(top right), 3 (bottom left) and 4 (bottom right) with milled regions removed according to 
representative AFM line cuts 
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fourth level, the onset of milling distinct circular holes alone cannot fully justify the PL decrease 

and onset of isolated SPEs we observed. Furthermore, since the level of swelling correlated 

strongly to these observed optical characteristics, we expect that there exists some threshold 

vacancy concentration 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 that leads to the observed increase in swelling and therefore the 

observed changes to optical characteristics. In addition, by combining 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 with a 

corresponding threshold vacancy concentration 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 that leads to the observed onset of directed 

and localized milling, we expect that we can determine different regimes of material damage and 

qualitatively describe how they influence the material’s ability to support SPEs at patterned 

locations.  

To find the value for 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 from our simulated data, we first calculated the onset exposure 

time 𝑡𝑡0− by fitting the normalized remaining thickness 1 − |∆𝑧𝑧−�����(𝑡𝑡)| ℎ0⁄  to a complementary 

error function with constant offset, finding the intersection 𝑡𝑡0− of the maximum amplitude with 

the negative slope linear regime, and calculated 𝑛𝑛𝑣𝑣(𝑡𝑡0−) from a linear fit of  𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡). This 

process is illustrated in Figure 3.9, which 

shows the normalized remaining thickness fit 

plotted with 𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡). We similarly found 

𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 by fitting ∆𝑧𝑧+�����(𝑡𝑡) to an error function 

with constant offset, finding the intersection 

𝑡𝑡0+ of the minimum amplitude with the 

positive slope linear regime, and calculated 

𝑛𝑛𝑣𝑣(𝑡𝑡0+) from the linear fit 𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡). From 

these calculations, we found 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠~150 nm-3 

and 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚~243 nm-3. Furthermore, we 

Figure 3.9. Estimating damage thresholds 
from simulated vacancies Average remaining 
thickness calculated from average mill depth at 
each exposure level used to find 𝑡𝑡0−, denoted by 
the vertical line between 4.0 ms and 5.0 ms, and 
calculate 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, marked by the star at 
𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡0−). Error bars on thickness points are 
standard error on the mean. 
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similarly fit ∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚 to calculate a simulated concentration that corresponded to the maximum 

observed swelling and obtained 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚.  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠~186 nm-3.  

Using these threshold values, we simulated the change in thickness profile as a function of 

position Δ𝑧𝑧(𝑥𝑥) for the third and fourth FIB exposure levels by plotting the maximum vacancy 

concentration as a function of position 𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥) with positive increasing values if the swell 

threshold was crossed and before the maximum swell, positive decreasing values if the swell 

threshold was crossed and after the maximum swell, and with negative values if the mill 

threshold was crossed, as shown in Figure 3.10. For more details about the simulated thickness 

profile calculations and fits, refer to 3.4 Methods. 

We observed that the simulated height profile was highest towards the center of the exposed 

region for the third exposure level, whereas the simulated height profile for the fourth exposure 

level was highest towards the edges, corresponding to the locations where swelling was 

observed, in good qualitative agreement with our AFM height data [Figure 3.10], as well as 

results from Glushkov et. al.73 that show swelling around the edges of circles patterned with 

high-energy Xe+ FIB. Additionally, results from Glushkov et. al. show that emission is localized 

to the edges of these patterned circles with swelling, thereby demonstrating that optically active 

vacancy defects that exhibit photophysical properties of SPEs remain in regions where swelling 

is observed. Because we only observed swelling in exposed regions with 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 < 𝑛𝑛𝑣𝑣 < 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, 

we expect that vacancy concentrations within this range correspond to a distinct type of 

crystallographic defect, causing higher swelling, reduced region PL, and the onset of non-zero 

SPE yield. 

Supported by the morphological characteristics calculated from AFM height data, the optical 

characteristics calculated from confocal PL and antibunching data, and the vacancy 
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concentration characteristics calculated from SRIM and ion exposure simulations, we expect that 

at some critical vacancy concentration 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 < 𝑛𝑛𝑣𝑣 < 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 present after FIB exposure at the 

third and fourth levels studied in this work, vacancies coalesce into larger volumetric crystal 

defects, or voids, indicated by the swelling level56,73,81, that are not optically active at an 

excitation wavelength of 532 nm [Figure 3.11]. The process of void nucleation and growth in 

irradiated materials is well studied for materials similar to hBN83,84 and is consistent with recent 

investigations into nanopore growth in irradiated monolayer hBN85–87. Furthermore, the atomic 

density 𝑛𝑛 𝑉𝑉𝑐𝑐⁄  of mulitlayer hBN with lattice constants 𝑎𝑎 = 2.5 Å and 𝑐𝑐 = 6.6 Å88 with AA′ 

stacking55 is approximately 166 nm−3, which lies within the simulated range for 𝑛𝑛𝑣𝑣 where 

Figure 3.10. Simulated swelling and milling via vacancy concentration thresholds Simulated 
change in height profile ∆𝑧𝑧(𝑥𝑥) calculated from normalizing 𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥) according to 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, 
𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚. 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, and 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, with positions where these thresholds are met denotated on 𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥). 
AFM height profile as plotted in Fig. 1(b) for the corresponding exposure level is reproduced 
here to show qualitative agreement with the simulated height profile. 
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swelling is observed. This is consistent with our expectation that voids form when vacancies 

dominate the underlying crystal structure, which can be described as 𝑛𝑛𝑣𝑣 > 𝑛𝑛 𝑉𝑉𝑐𝑐⁄ . 

 While local layer mixing56, Ga+ and recoil ion implantation81, and carbon impurity doping 

from the emitter activation process may contribute in small parts to the observed swelling, they 

cannot fully describe the sudden transition in optical characteristics observed between the second 

and third FIB exposure levels without considering a critical 𝑛𝑛𝑣𝑣 that causes void nucleation. 

Because voids act as sinks for vacancies89, the presence of voids in higher quantities starting at 

the third exposure level further supports the observed decrease in region PL and better isolation 

of SPEs at patterned sites despite similar milling to the first and second exposure levels. Smaller, 

optically active vacancy defects would no longer be evenly distributed within the crystal causing 

background fluorescence during emitter excitation and would instead be concentrated at the void 

locations, coalesced as part of the large volumetric defects that would have different optical 

Figure 3.11. Illustration of vacancy distribution, void nucleation and growth, and milling, 
demonstrating the observed PL and SPE yield for each FIB exposure level as dependent on the 
distribution of optically active vacancies and non-optically active voids. Gray areas illustrate 
hBN, white circles with glowing edges illustrate vacancy defects that are color centers, and white 
rectangles illustrate voids 
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characteristics, and would not change the overall vacancy number, remaining consistent with our 

vacancy concentration calculations.  

 Considering the results, calculations, and analysis presented in this work, we propose the 

following model for the fabrication of isolated SPEs via high-energy Ga+ FIB milling of pristine 

hBN crystals:  

 With no FIB exposure, pristine hBN hosts no SPEs. Un-exposed and carbon-annealed hBN 

hosts randomly located SPEs with a density of 0.0125/μm2 (mean comparison test to zero: p = 

0.0416) likely due to low concentrations of native vacancy defects forming complexes with 

carbon impurities41,90. 

 At the lowest FIB exposure level (1.3 ms), exposed areas host many optically active 

vacancy defects [Figure 3.5(a)-(b), Figure 3.8] with visible-range emission under 532 nm 

excitation, and we do not observe isolated SPEs and ZPLs with traditional diffraction limited 

confocal techniques. This is characterized by the high region PL [Figure 3.5(b)] and zero SPE 

yield [Figure 3.5(c)]. Some surface level milling and sputtering occurs and few areas with 

particularly high vacancy concentrations contain voids. This is characterized by randomly 

located pockets of milling and nonzero swelling within the exposed area [Figure 3.2]. 

 At the next FIB exposure level (2.5 ms), exposed areas host more optically active vacancy 

defects [Figure 3.5(a)-(b), Figure 3.8], and we again did not isolate SPEs with traditional 

confocal techniques. This is characterized by the similar inconsistent sputtering of the exposed 

surface compared to the first level (t-test: p = 0.1566) [Figure 3.2, Figure 3.4], the 90% increase 

in region PL (t-test: p < 0.0001) [Figure 3.5(b)], and zero SPE yield [Figure 3.5(c)]. Areas with 

particularly high vacancy concentrations host voids. This is characterized by small areas of 
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randomly located nonzero swelling similar to the first level (t-test: p = 0.3245) [Figure 3.2, 

Figure 3.4]. 

 At the third FIB exposure level (3.8 ms), exposed areas have even higher concentrations of 

vacancies [Figure 3.8]. Many more regions have reached a critical concentration of vacancies, 

and therefore contain more voids than optically active vacancies or complexes, but voids have 

not coalesced into structural defects that cause significant material breakage and directed milling. 

This is characterized by surface level milling and sputtering similar to the previous level (t-test: p 

= 0.5058) [Figure 3.2, Figure 3.4], the 44% increase in surface swelling height (t-test: p < 

0.0001) [Figure 3.4] localized towards the center of the exposed area [Figure 3.2, Figure 3.10], 

the 83% decrease in region PL (t-test: p < 0.0001) [Figure 3.5(a)-(b)], and the onset of non-zero 

SPE yield (mean comparison test to zero: p = 0.0027) [Figure 3.5(c)]. 

 At the fourth and highest FIB exposure level tested (5.0 ms), exposed areas have the 

highest concentrations of vacancies, but as voids continue to grow, complete breakage and 

therefore milling of the material occurs, leaving behind voids and vacancies along the edges of 

the milled pattern [Figure 3.8, Figure 3.10]. This is characterized by the 62% increase in mill 

depth (t-test: p < 0.0001) [Figure 3.2, Figure 3.4(a)], the 147% increase in exposed edge surface 

area (t-test: p < 0.0001) [see Supplementary information Figure 3.11], the 287% increase in 

milled volume (t-test: p < 0.0001) [Figure 3.2, Figure 3.4(b)], and the similar level of surface 

swelling height (t-test: p = 0.8108) but 23% increase in swelling volume (t-test: p = 0.0444) 

[Figure 3.2, Figure 3.4]. Furthermore, voids act as sinks for many remaining vacancies causing 

the growth of voids and decrease in isolated vacancies in nearby regions, further driven by 

diffusion during the high temperature annealing used to activate emitters. Therefore, the number 

of optically active defects causing background continues to decrease. This is characterized by the 
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75% decrease in region PL (t-test: p = 0.0174) [Figure 3.5(a)-(b)] and the 147% increase in SPE 

yield (t-test: p = 0.0073) from the third level [Figure 3.5(c)]. 

 The spatial distribution and relative concentrations of vacancies, complexes, and voids could 

be confirmed by high resolution electron microscopy characterization techniques such as 

transmission electron microscopy (TEM) or scanning transmission electron microscopy (STEM) 

performed on cross-sections sliced from hBN crystals deterministically patterned with high-

energy Ga+ FIB. Studies that explore the large range of Ga+ ion energies and fluences with fine 

control could quantitatively measure damage thresholds that correlate to the observed 

morphological characteristics. Furthermore, combining these characterization techniques with 

computational studies such as Molecular Dynamics (MD) and Density Functional Theory could 

elucidate void nucleation and growth dynamics while also considering stable quantum emitter 

defect candidates that include carbon incorporated during the annealing process and allow for the 

creation of SPEs fabricated with this technique. 

3.3. Conclusions 

 In this work, we demonstrated that morphological characteristics due to FIB exposure play an 

important role in the deterministic placement of SPEs by patterning SPEs in hBN with four 

levels of FIB exposure and characterizing surface topography via AFM. From our analysis, we 

found that the evolution of swelling most strongly correlates to the number of SPEs we observed 

and anticorrelates to PL intensity. We expect that swelling indicates volumetric voids and local 

amorphization of hBN layers, with these conclusions supported by SRIM calculations and 

literature that employ MD modeling25,56,89. Therefore, we conjecture that while fluorescent 

vacancy defects are present at all FIB doses, the increased damage indicated by the swelling 

onset at the third exposure level and the milling onset at the fourth actually decreases the total 
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number of optically active defects at a given milled site, allowing for the localization of single 

emitters.   

 Further experimental and computational studies are necessary to identify the ideal damage 

threshold to localize emitters in hBN without high-cost and high-precision individual defect 

placement techniques. For suspended structures such as photonic waveguides and 

optomechanical transducers, it may be desirable to identify an ion species that can produce a 

higher yield of localized emitters with minimal sputtering, demonstrated at our third FIB level.70–

72,91,92 Another possible route could be to optimize the milled edge profile for SPE creation and 

design photonic devices that rely on the creation of these edges. By identifying the 

morphological characteristics that can be leveraged to engineer hBN SPEs for quantum 

technologies, we have provided insight into the evolution of these defects-by-design that can be 

applied to the expanding field of solid-state single-photon emitter sources. 

3.4. Methods 

Sample Preparation 

 HPHT hBN Exfoliation: We prepared the samples studied in this work on Si/SiO2 substrates 

with 300 nm of thermal wet oxide in order to optically observe hBN thin films. Substrates were 

patterned with a number array via laser writing and reactive ion etching for labeling purposes 

only. After the labeling process, chips were cleaned in acetone sonication bath for 5 min and IPA 

sonication bath for 5 min. Cleaned chips were exposed to 300 mTorr O2 plasma at 300 W RF 

power in a March plasma cleaner for 1 min to create a hydrophilic surface for material transfer 

adhesion. HPHT hBN crystals were prepared for exfoliation transfer on thermal release tape. The 

thermal release tape with hBN crystals was placed on the substrate surface immediately after 

oxygen plasma exposure. The substrate-hBN-tape stack was placed on a hot plate 120°C for 5 
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minutes to release the tape from the substrate-hBN stack. The sample was cleaned of any tape 

residue in a quartz tube furnace open to air at 500°C for 3 hours with no gas flow. 

 FIB Patterning: FIB exposure was performed in a FEI Helios Dual Beam with Ga+ source. 

Prior to sample loading, the chamber was plasma cleaned with air for 5 min. The FIB was set to 

acceleration voltage 20 kV and beam current 59 pA for all experiments according to main text 

reference 23. The 500 nm diameter circular pattern exposure mask was drawn directly in the Ion 

Beam quadrant of the instrument user interface with the following pattern parameters: Overlap X 

= 50%, Overlap Y = 50%, Pitch X = 12.64 nm, Pitch Y = 12.64 nm, Loop Time = 1.3 ms, Scan 

Type = Circular, Fill Style = Solid, Total Diameter = 25.3 nm. Once the pattern was drawn in the 

quadrant, we created an array of 500 nm circles with 1 μm pitch. To vary the ion fluence, the 

exposure time was set in pattern execution tool to 1.3 ms, 2.5 ms, 3.8 ms, or 5.0 ms depending on 

the experiment, thereby increasing the number of passes where 1.3 ms = 1 pass, 2.5 ms = 2 

passes, 3.8 ms = 3 passes, and 5.0 ms = 4 passes. The order of exposure times varied for each 

hBN flake patterned. 

 SPE Activation: Carbon-rich annealing was performed according to 2.4 Methods. 

 AFM Characterization and Calculations: AFM height data was collected with a Bruker 

Dimension FastScan AFM in Tapping Mode. AFM scans were collected with a 1:1 aspect ratio 

with 256 points per line and 256 lines per scan. Scans was post-processed with NanoScope 

Analysis Flatten and Plane Fit tools. 

 Morphological characteristics were calculated from AFM height data collected during 16 

μm2 AFM scans on each hBN flake at each exposure level, for a total of 16 AFM scan images. 

Scans were segmented into 𝐴𝐴𝑅𝑅 = 1 μm2 area regions, so each region would contain one exposed 

500 nm circle per region. Segmented regions contained 𝑁𝑁𝑥𝑥 = 64 points per line and 𝑁𝑁𝑦𝑦 = 64 
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lines per scan for a total of 𝑁𝑁 = 4096 height data points [Figure 3.12(a)]. Exposed circles were 

roughly in the center of each region, so data points in the outer perimeter could be taken as 

unexposed [Figure 3.12(b)]. To determine the unexposed zero height 𝑧𝑧0 for calculations in each 

region, height values 𝑧𝑧𝑖𝑖 in the region perimeter were averaged together by 

𝑧𝑧0 =
∑ 𝑧𝑧𝑖𝑖
𝑁𝑁0
𝑖𝑖
𝑁𝑁0

(3.1) 

where 𝑁𝑁0 is the number of data points in the designated unmilled perimeter. The average 

unmilled roughness of each region was calculated from the same data points relative to the zero 

height: 

𝑅𝑅𝑅𝑅𝑅𝑅0 =
∑ (𝑧𝑧𝑖𝑖 − 𝑧𝑧0)2𝑁𝑁0
𝑖𝑖
𝑁𝑁0 − 1

(3.2) 

All height data points in the region were shifted by 𝑧𝑧0 [Figure 3.12(c)] and used to calculate the 

morphological characteristics below, where 𝑧𝑧<𝑅𝑅𝑅𝑅𝑅𝑅0 denotes height values less than −𝑅𝑅𝑅𝑅𝑅𝑅0, 

𝑧𝑧>𝑅𝑅𝑅𝑅𝑅𝑅0 denotes height values greater than 𝑅𝑅𝑅𝑅𝑅𝑅0, 𝑁𝑁𝑧𝑧<𝑅𝑅𝑅𝑅𝑅𝑅0
 is the number of data points with 

height values less than −𝑅𝑅𝑅𝑅𝑅𝑅0, 𝑁𝑁𝑧𝑧>𝑅𝑅𝑅𝑅𝑅𝑅0
 is the number of data points with height values greater 

than 𝑅𝑅𝑅𝑅𝑅𝑅0, ∆𝑥𝑥 = 1 μm
𝑁𝑁𝑥𝑥

 is the distance between points in a line, and ∆𝑦𝑦 = 1 μm
𝑁𝑁𝑦𝑦

 is the distance 

between lines in a scan. 

Average mill depth: 

∆𝑧𝑧−����� =
∑ 𝑧𝑧<𝑅𝑅𝑅𝑅𝑅𝑅0�𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑗𝑗�
𝑁𝑁𝑥𝑥,𝑁𝑁𝑦𝑦
𝑖𝑖,𝑗𝑗

𝑁𝑁𝑧𝑧<𝑅𝑅𝑅𝑅𝑅𝑅0
 (3.3) 

Maximum mill depth: 

∆𝑧𝑧−𝑚𝑚𝑚𝑚𝑚𝑚 =
∑ �𝑧𝑧<𝑅𝑅𝑅𝑅𝑅𝑅0�𝑚𝑚𝑚𝑚𝑚𝑚
10
0

10
(3.4) 
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Average swell height: 

∆𝑧𝑧+����� =
∑ 𝑧𝑧>𝑅𝑅𝑅𝑅𝑅𝑅0�𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑗𝑗�
𝑁𝑁𝑥𝑥,𝑁𝑁𝑦𝑦
𝑖𝑖,𝑗𝑗

𝑁𝑁𝑧𝑧>𝑅𝑅𝑅𝑅𝑅𝑅0
 (3.5) 

Maximum swell height: 

∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚 =
∑ �𝑧𝑧>𝑅𝑅𝑅𝑅𝑅𝑅0�𝑚𝑚𝑚𝑚𝑚𝑚
10
0

10
(3.6) 

 

Exposed edge surface area:  

Figure 3.12. Analyzing AFM height data to calculate morphological characteristics, (a) AFM 
height scan image (size 4 𝜇𝜇m x 4 𝜇𝜇m) of 500 nm circles patterned at the highest FIB dose 
showing holes milled in the hBN surface. White boxes show examples of 1 𝜇𝜇m by 1 𝜇𝜇m 
segmented regions, labeled by column and row: 01 and 32  (b) AFM height scan images of 
segmented regions 01 (left) and 32 (right) with border edges boxed in purple outline used to 
calculate average unmilled height and unmilled roughness for thresholding (c) Comparison of 
original AFM height scan image (processed with Plane Fit and Flatten functions in NanoScope 
Analysis) with the same AFM height scan image after thresholding. Histograms show the 
distribution of height data points for the full 4 𝜇𝜇m x 4𝜇𝜇m scan (purple), the segmented 1 𝜇𝜇m x 
1𝜇𝜇m regions (pink), and edges used in threshold calculation (tan). Solid black line shows average 
surface height and dotted black lines show the threshold for average unexposed roughness. 
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𝑆𝑆𝑆𝑆 = �
1
4

�
�(𝑎𝑎1 + 𝑏𝑏1 + 𝑐𝑐) ∗ (−𝑎𝑎1 + 𝑏𝑏1 + 𝑐𝑐) ∗ (𝑎𝑎1 − 𝑏𝑏1 + 𝑐𝑐) ∗ (𝑎𝑎1 + 𝑏𝑏1 − 𝑐𝑐)

+�(𝑎𝑎2 + 𝑏𝑏2 + 𝑐𝑐) ∗ (−𝑎𝑎2 + 𝑏𝑏2 + 𝑐𝑐) ∗ (𝑎𝑎2 − 𝑏𝑏2 + 𝑐𝑐) ∗ (𝑎𝑎2 + 𝑏𝑏2 − 𝑐𝑐)

𝑁𝑁𝑥𝑥−1,𝑁𝑁𝑦𝑦−1

𝑖𝑖,𝑗𝑗

�

−𝐴𝐴𝑅𝑅 (3.7)

 

where 

 𝑎𝑎1 =  ��𝑧𝑧𝑖𝑖,𝑗𝑗 − 𝑧𝑧𝑖𝑖+1,𝑗𝑗�
2

+ ∆𝑥𝑥2 (3.8) 

𝑏𝑏1 = ��𝑧𝑧𝑖𝑖+1,𝑗𝑗 − 𝑧𝑧𝑖𝑖+1,𝑗𝑗+1�
2

+ ∆𝑦𝑦2 (3.9) 

𝑐𝑐 = ��𝑧𝑧𝑖𝑖,𝑗𝑗 − 𝑧𝑧𝑖𝑖+1,𝑗𝑗+1�
2

+ ∆𝑥𝑥2 + ∆𝑦𝑦2 (3.10) 

𝑎𝑎2 =  ��𝑧𝑧𝑖𝑖,𝑗𝑗 − 𝑧𝑧𝑖𝑖,𝑗𝑗+1�
2

+ ∆𝑦𝑦2 (3.11) 

𝑏𝑏2 = ��𝑧𝑧𝑖𝑖,𝑗𝑗+1 − 𝑧𝑧𝑖𝑖+1,𝑗𝑗+1�
2

+ ∆𝑥𝑥2 (3.12) 

Mill volume: 

∆𝑉𝑉+ = � 𝑧𝑧<𝑅𝑅𝑅𝑅𝑅𝑅0�𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑗𝑗� ∗ ∆𝑥𝑥 ∗ ∆𝑦𝑦

𝑁𝑁𝑥𝑥,𝑁𝑁𝑦𝑦

𝑖𝑖,𝑗𝑗

(3.13) 

Swell volume: 

∆𝑉𝑉− = � 𝑧𝑧>𝑅𝑅𝑅𝑅𝑅𝑅0�𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑗𝑗� ∗ ∆𝑥𝑥 ∗ ∆𝑦𝑦

𝑁𝑁𝑥𝑥,𝑁𝑁𝑦𝑦

𝑖𝑖,𝑗𝑗

(3.14) 

 Optical Characterization: Confocal PL and time correlated photon counting were 

performed according to 2.4 Methods. 

 Statistical Analysis: All statistical tests were performed in JMP analysis software. For 

analysis of number of SPEs (QEs) and sample PL, samples were divided into 4 𝜇𝜇m2 regions, 

which corresponds to 4 FIB patterned locations for patterned samples because we patterned 

exactly one circle per 1 𝜇𝜇m2. To calculate the mean PL map intensity, we converted all confocal 
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image points from kcps to cts by the APD detection bin size of 0.1 s and plotted in grayscale 

where 0 corresponded to the minimum counts value and 255 corresponded to the maximum 

counts value for the given PL map. We recorded the mean pixel height in ImageJ for each 

region, converted it to the mean PL intensity in counts, and averaged all regions processed with a 

given combination of experimental input factors. To calculate mean SPE yield, we recorded the 

number of emission sites with 𝑔𝑔2(0) <  0.5 in each 4 𝜇𝜇m2 region and averaged all regions 

processed with a given combination of experimental input factors. We performed mean 

hypothesis tests, pairwise t-tests, and all pairs Tukey-Kramer HSD tests with 𝛼𝛼 = 0.05 

significance level to compare SPE yield and region PL intensity across FIB exposure levels. 

Morphological and optical characteristic correlation was performed in JMP for the average value 

of each property at each FIB exposure level with an 𝛼𝛼 = 0.05 significance level. 

 Vacancy Concentration Simulation: Vacancy profiles were simulated using Stopping 

Range of Ions in Matter (SRIM-2013) Monte-Carlo program with 20 keV Ga+ ion source up to 

2000 ions. The target was set as an hBN-SiO2 stack to mimic experimental conditions [Figure 

3.13].  

 hBN target layer thickness was varied for each run within the range from 1 nm to 15 nm in 1 

nm increments for a total of 15 simulation runs. Damage calculation was set to Monolayer 

Collision Steps/Surface Sputtering according to recommendations for targets of low thickness 

found in the SRIM documentation. hBN layer density was set to 2.1 g/cm3. The hBN 

displacement energies were set according to 93.  SiO2 target layer thickness was varied with the 

hBN thickness to maintain a constant 100 nm total target thickness for the hBN-SiO2 stack. We 

obtained a set of single-point vacancy distribution profiles for each of the specified hBN layer 

thicknesses ℎ = {1, 2, … , 15} as a function of position and depth 𝑁𝑁𝑣𝑣 𝐺𝐺𝐺𝐺+⁄
ℎ (𝑥𝑥, 𝑧𝑧) in units of 
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vacancies/ion-Angstrom and were therefore independent of ion dose. SRIM assumes a beam 

diameter of 0 nm. 

 We modeled the exposure profile of the full pattern 𝐷𝐷(𝑥𝑥,𝑦𝑦) in units of ions/nm2 as the 

superposition of the 2D gaussian beam function of all positions (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖): 

𝐷𝐷𝐺𝐺𝐺𝐺+(𝑥𝑥,𝑦𝑦) = �
𝐼𝐼𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

+𝑒𝑒
1

2𝜋𝜋𝜎𝜎2
exp(−[(𝑥𝑥 − 𝑥𝑥𝑖𝑖)2 + (𝑦𝑦 − 𝑦𝑦𝑖𝑖)2 2𝜎𝜎2⁄ ])

𝑃𝑃

𝑖𝑖=1

(3.15) 

where 𝐼𝐼 is the beam current, 𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 is the dwell time at each point, +𝑒𝑒 is the elementary charge of 

the Ga+ ion, and 𝜎𝜎 is spread of the gaussian beam. We employed the “apparent beam” model to 

define 𝜎𝜎 as the dose distribution with spot size equal to 108 nm according to 82 due to scattering 

effects, and not the ideal beam diameter referred to in the FIB Patterning subsection of Methods. 

To obtain the ion exposure profile of the full circle pattern, we summed the above 2D gaussian 

over the circle pattern of diameter 𝑑𝑑 equal to 500 nm, updating 𝑥𝑥𝑖𝑖 and 𝑦𝑦𝑖𝑖 for each subsequent 

pixel along the circular pattern trajectory with pitch step 𝑠𝑠 as referenced in the Sample 

Preparation subsection above [Figure 3.14]: 

Figure 3.13. Stopping Range of Ions in Matter vacancy concentration (a) SRIM-2013 plot of 
depth showing monolayer collisions calculation for 20 keV Ga+ ions in a 15 nm hBN- 85 nm 
SiO2 target layer stack (b) Vacancy concentration profile in hBN target layer as a function of 
cross-section position and depth 
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𝑥𝑥𝑖𝑖 = �
𝑑𝑑
2
−
𝑠𝑠𝜃𝜃𝑖𝑖
2𝜋𝜋

� cos 𝜃𝜃𝑖𝑖 (3.16) 

𝑦𝑦𝑖𝑖 = �
𝑑𝑑
2
−
𝑠𝑠𝜃𝜃𝑖𝑖
2𝜋𝜋

� sin 𝜃𝜃𝑖𝑖 (3.17) 

Where 𝜃𝜃𝑖𝑖 are given by the pitch constraint: 

𝑠𝑠 = � 𝑟𝑟(𝜃𝜃)
𝜃𝜃𝑖𝑖

𝜃𝜃𝑖𝑖−1
𝑑𝑑𝑑𝑑  where 𝑟𝑟(𝜃𝜃) =

𝑑𝑑
2
−
𝑠𝑠𝑠𝑠
2𝜋𝜋

(3.18) 

 To model the vacancy concentration profile 𝑛𝑛𝑣𝑣(𝑥𝑥, 𝑧𝑧) in units of vacancies/nm3 for the 500 

nm circle pattern exposed at the lowest FIB level (1 pass), we convolved the single-point 

vacancy profile for 15 nm hBN 𝑁𝑁𝑣𝑣 𝐺𝐺𝐺𝐺+⁄
15 (𝑥𝑥, 𝑧𝑧)with the dose profile at y = 0 𝐷𝐷𝐺𝐺𝐺𝐺+(𝑥𝑥, 0):  

For 1 pass on un-milled surface: 𝑛𝑛𝑣𝑣(𝑥𝑥, 𝑧𝑧) = � 𝑁𝑁𝑣𝑣 𝐺𝐺𝐺𝐺+⁄
15 (𝑥𝑥 + 𝑥𝑥𝑖𝑖 , 𝑧𝑧)

1000

𝑥𝑥𝑖𝑖=0

∗  𝐷𝐷𝐺𝐺𝐺𝐺+(𝑥𝑥𝑖𝑖, 0) (3.19) 

Figure 3.14. Simulating FIB patterning beam path, (a) Plot showing the spiral circle trajectory 
of the focused ion beam during patterning (b) Plot showing overlapping beam positions at each 
point along the trajectory for the specified pitch for Equation 3.15. Both plots evaluated 
according to Equations 3.16-3.18 
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Then, hBN layers that were shown to be milled after 1.3 ms exposure during AFM 

characterization were then removed from the vacancy profile at the corresponding lateral 

position according to height versus lateral position data ℎ1(𝑥𝑥): 

𝑛𝑛𝑣𝑣,1(𝑥𝑥𝑖𝑖, 𝑧𝑧𝑖𝑖) = �𝑛𝑛𝑣𝑣
(𝑥𝑥𝑖𝑖, 𝑧𝑧𝑖𝑖),  ℎ1(𝑥𝑥𝑖𝑖) < 𝑧𝑧𝑖𝑖

0,  ℎ1(𝑥𝑥𝑖𝑖) ≥ 𝑧𝑧𝑖𝑖
(3.20) 

 To model the vacancy concentration profile 𝑛𝑛𝑣𝑣,𝑚𝑚(𝑥𝑥, 𝑧𝑧) for the next FIB exposure levels (m = 

2, 3, and 4 passes), the single-point vacancy profile obtained from SRIM was again convolved 

with the dose profile at y = 0 𝐷𝐷(𝑥𝑥, 0) for 1 pass with two corrections: (1) 𝑁𝑁𝑣𝑣 𝐺𝐺𝐺𝐺+⁄
ℎ (𝑥𝑥, 𝑧𝑧) used at 

each 𝑥𝑥𝑖𝑖 of the convolution was dependent on the updated hBN thickness after the previous pass 

ℎ𝑚𝑚−1(𝑥𝑥𝑖𝑖). For example, if the AFM height data showed that ℎ𝑚𝑚−1(𝑥𝑥𝑖𝑖) = −1 nm, then the 

vacancy profile calculated for hBN target layer thickness equal to 14 nm 𝑁𝑁𝑣𝑣 𝐺𝐺𝐺𝐺+⁄
14 (𝑥𝑥, 𝑧𝑧) was used, 

if ℎ𝑚𝑚−1(𝑥𝑥𝑖𝑖) = −2 nm, then the vacancy profile obtained for 13 nm hBN 𝑁𝑁𝑣𝑣 𝐺𝐺𝐺𝐺+⁄
13 (𝑥𝑥, 𝑧𝑧) was used, 

etc.: 

For any pass > 1: 𝑛𝑛𝑣𝑣(𝑥𝑥, 𝑧𝑧) = �𝑁𝑁𝑣𝑣 𝐺𝐺𝐺𝐺+⁄
15−ℎ𝑚𝑚−1(𝑥𝑥𝑖𝑖)(𝑥𝑥 + 𝑥𝑥𝑖𝑖 , 𝑧𝑧)

500

𝑥𝑥𝑖𝑖=0

∗ 𝐷𝐷𝐺𝐺𝐺𝐺+(𝑥𝑥𝑖𝑖 , 0) (3.21) 

 (2) This new thickness dependent vacancy profile was added on to the complete vacancy 

concentration profile for the previous exposure level before removing layers at positions 

determined by the AFM height data. 

𝑛𝑛𝑣𝑣,𝑚𝑚(𝑥𝑥𝑖𝑖, 𝑧𝑧𝑖𝑖) = �
𝑛𝑛𝑣𝑣(𝑥𝑥𝑖𝑖 , 𝑧𝑧𝑖𝑖) + 𝑛𝑛𝑣𝑣,𝑚𝑚−1(𝑥𝑥𝑖𝑖, 𝑧𝑧𝑖𝑖),  ℎ𝑚𝑚(𝑥𝑥𝑖𝑖) < 𝑧𝑧𝑖𝑖

0,  ℎ𝑚𝑚(𝑥𝑥𝑖𝑖) ≥ 𝑧𝑧𝑖𝑖
(3.22) 

 Simulated Height Profile: In order to find threshold 𝑛𝑛𝑣𝑣 values for swelling and milling 

regimes, we first found maximum 𝑛𝑛𝑣𝑣 at each FIB exposure time and fit these values to a linear 

function for 𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡): 

𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡) = 𝑚𝑚𝑣𝑣𝑡𝑡 + 𝑏𝑏𝑣𝑣 (3.23) 
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where 𝑚𝑚𝑣𝑣 is the positive slope in vacancies/(nm3 ms) that characterizes the increase in vacancy 

concentration with increased FIB exposure levels and 𝑏𝑏𝑣𝑣 is the y-axis intercept. 

 To determine the vacancy concentration threshold 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 after which milling of material 

would be expected, we normalized and converted calculated ∆𝑧𝑧−����� values to normalized remaining 

thickness at each FIB exposure level: 

ℎ(𝑡𝑡) = 1 − �
∆𝑧𝑧−(𝑡𝑡)���������

ℎ0
� (3.24) 

where ℎ0 is the starting un-milled thickness of the flake from which ∆𝑧𝑧−����� was measured. We fit 

ℎ(𝑡𝑡) to an error function with constant offset 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, which denotes the maximum value of ℎ(𝑡𝑡), 

and extracted best fit parameters: 

ℎ𝑓𝑓𝑓𝑓𝑓𝑓(𝑡𝑡) =
𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚[1 + 𝑒𝑒𝑒𝑒𝑒𝑒(𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚)]

2
+ 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (3.25) 

where 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 is the negative amplitude from maximum value to minimum value (𝑐𝑐 > 𝐴𝐴 with 𝐴𝐴 <

0 gives a complementary error function as expected for milling) and 𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = (𝑡𝑡 − 𝜇𝜇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) 𝜎𝜎𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚⁄  

where 𝜇𝜇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 is the center location of 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/2 and 𝜎𝜎𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 sets the characteristic width. We then 

found a linear fit for the linear regime of the error function: 

ℎ𝑙𝑙𝑙𝑙𝑙𝑙(𝑡𝑡) = 𝑚𝑚−𝑡𝑡 + 𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (3.26) 

where 𝑚𝑚− is the negative slope in nm/ms that characterizes the milling rate after the exposure 

threshold is reached and 𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 is the y-axis intercept. To find the threshold exposure level for 

milling 𝑡𝑡0− we set the linear model equal to the maximum value 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  + 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚: 

𝑡𝑡0− = (𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) 𝑚𝑚−⁄ (3.27) 

and then obtained: 

𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡0−) = 𝑚𝑚𝑣𝑣𝑡𝑡0− + 𝑏𝑏𝑣𝑣 (3.28) 
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 To determine a vacancy concentration threshold 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 for the onset of swelling, values for 

∆𝑧𝑧+�����  at each exposure time were fit to an error function with constant offset of the same form as 

ℎ𝑓𝑓𝑓𝑓𝑓𝑓(𝑡𝑡) above, but with 𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 > 0, and best fit parameters were extracted. Then, a linear fit was 

found for the now positively sloped linear regime and threshold exposure level for swelling to 

start 𝑡𝑡0+ was found by setting the linear model equal to the minimum value 𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠: 

𝑡𝑡0+ = (𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) 𝑚𝑚+⁄ (3.29) 

and obtaining: 

𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡0+) = 𝑚𝑚𝑣𝑣𝑡𝑡0+ + 𝑏𝑏𝑣𝑣 (3.30) 

 To determine a vacancy concentration 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 where maximum swelling would be 

observed, after which the swelling goes down until it reaches 0 prior to milling, values for 

∆𝑧𝑧+𝑚𝑚𝑚𝑚𝑚𝑚 at each exposure time were fit to an error function and best fit parameters were 

extracted. Then, a linear fit was found for the positively sloped linear regime. The exposure level 

for maximum swelling 𝑡𝑡+𝑚𝑚𝑚𝑚𝑚𝑚 was found by setting the linear model to 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠: 

𝑡𝑡+𝑚𝑚𝑚𝑚𝑚𝑚 = (𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑏𝑏max𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) 𝑚𝑚+𝑚𝑚𝑚𝑚𝑚𝑚⁄ (3.31) 

and obtaining: 

𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡+𝑚𝑚𝑚𝑚𝑚𝑚) = 𝑚𝑚𝑣𝑣𝑡𝑡+𝑚𝑚𝑚𝑚𝑚𝑚 + 𝑏𝑏𝑣𝑣 (3.32) 

 Using the calculated values for 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, and 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, we simulated the expected 

height profile as ±∆𝑧𝑧 from the reference height 𝑧𝑧0 for FIB level 3 and FIB level 4: 

∆𝑧𝑧(𝑥𝑥) =

⎩
⎪
⎪
⎨

⎪
⎪
⎧ 0, 𝑛𝑛𝑣𝑣(𝑥𝑥) < 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑛𝑛𝑣𝑣(𝑥𝑥) − 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
, 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 < 𝑛𝑛𝑣𝑣(𝑥𝑥) ≤ 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

1 −
𝑛𝑛𝑣𝑣(𝑥𝑥) − 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑛𝑛𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
, 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 < 𝑛𝑛𝑣𝑣(𝑥𝑥) < 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

−
𝑛𝑛𝑣𝑣(𝑥𝑥) − 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑛𝑛𝑣𝑣 𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
, 𝑛𝑛𝑣𝑣(𝑥𝑥) ≥ 𝑛𝑛𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

(3.33) 
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3.5. Supplementary information 

Pre-exposure hBN AFM 

 After transfer and cleaning of exfoliated HPHT hBN flakes on Si/SiO2 substrates, we 

characterized the pre-exposure thickness ℎ0 via Tapping-Mode AFM and measured 1um linecut 

across the step from substrate to hBN, shown in Figure 3.15. Furthermore, the AFM height 

scans provide a baseline for the qualitative morphological features of the hBN used in this work. 

We observed none of the randomly located milling and swelling observed in Figure 3.2, and can 

therefore attribute all distinctly visible regions of milling and swelling to be FIB induced. 

Morphological characteristics as a function of exposure time 

 Mean calculated values for average swell height, average mill depth, and exposed edge 

surface area at each FIB exposure level of all samples included in this work are shown below in 

Figure 3.16. The plots for maximum swell height, maximum mill depth, swell volume, and mill 

volume are shown in the main text in Figure 3.4. Average and maximum swell height show 

similar behavior, as do average and maximum mill depth, mill volume, and exposed edge surface 

area. 

Figure 3.15. Representative AFM height scan data of pre-exposure hBN flake studied in this 
work, with corresponding linecut and height measurement. 
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ZPL & 𝒈𝒈𝟐𝟐(𝟎𝟎) range 

 We find ZPL in agreement with expected values for hBN quantum emission and observe a 

distribution of 𝑔𝑔2(0). In Figure 3.12, we show the ranges of ZPL energies and 𝑔𝑔2(0) for all 

emission sites included in the data and analysis in the main text, a subset of data from Chapter 

II. 

Figure 3.16. Mean calculated values for average heights ±∆𝒛𝒛 and exposed edge surface area 
𝑺𝑺𝑺𝑺 at each FIB exposure level of all samples included in this work. The lines connecting data 
points in are a guide to the eye. Error bars show standard error on the mean. 

Figure 3.17. Measured values for ZPL and 𝒈𝒈𝟐𝟐(𝟎𝟎) found from the three-level system fit of all 
emitters optically characterized in this work, showing different values for FIB exposure level 3 and 
4. On the 𝑔𝑔2(0) distribution, purple diamonds show the average 𝑔𝑔2(0) at the specified exposure 
level and error bars show standard error on the mean standard error on the mean.  
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3.6. Bridge 

 In this chapter, I have reported our analysis of focused ion beam induced morphological and 

structural damage to hexagonal boron nitride crystals during defect engineering. These results 

allowed us to peek “under the surface” so to speak and therefore correlate quantifiable damage 

characteristics to color center creation, which provides a route to better control of single photon 

emitter yields and properties such as the emission energy and quantum purity. While FIB 

exposure damage alone is an important piece of the SPE fabrication process, we also reported in 

Chapter II that the interaction of FIB exposure and carbon annealing time influenced optical 

outputs. Therefore, the next chapter reports our extension of the AFM characterization and 

correlation of observed damage and optical characteristics across multiple anneal times in order 

to refine our model for the physical mechanism of defect creation with the combined FIB-carbon 

annealing technique. Additionally, the simulation results of this chapter are applied to developing 

the diffusion and defect formation parameters used for our calculations to visualize the refined 

model in the following chapter. 
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CHAPTER IV 

 

MODELING EXTRINSIC IMPURITY DIFFUSION FOR COLOR CENTER  

FORMATION 

 

This chapter contains in-preparation co-authored material; it has been reproduced with 

permission from: R. Klaiss, J. Ziegler, D. Miller, K. Zappitelli, K. Watanabe, T. Tanaguchi, S.K. 

Narayanan, P. Dev, B. J. Alemán, “An adjustable focused ion beam – impurity diffusion 

approach to pattern hexagonal boron nitride quantum emitters.” In this work, I contributed to 

designing the research, performing the research, analyzing the data, and writing the paper. 

 

4.1. Introduction 

 Practical devices applied to quantum information technologies require predictable quantum 

emitter (QE) yields and minimal variation in the emitter properties. However, even the QE 

fabrication techniques that produce the highest yields are extremely material dependent, only 

successful in particular regions of the same sample, while others make it challenging to isolate 

single photons (SPEs).  Methods to localize and align hybrid nanostructures to randomly located 

or unstable emitters do succeed at addressing some of these challenges, but these techniques are 

not scalable to technologies that rely on arrays of SPEs or simplified device geometries. 

Therefore, optimizing a pick-and-place defect engineering technique such as the combined 

focused ion beam (FIB) exposure and carbon annealing technique to pattern SPEs in hexagonal 

boron nitride (hBN) detailed in Chapter II would provide a more controlled route to scalable 

emitter integration.  However, the number of experiments required to test the many possible 
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parameter combinations to optimize this technique scales exponentially, making fabrication 

tedious and impractical. 

 While our results engineering carbon-based QEs in hBN provide an avenue to integrate 

emitters in deterministic locations for photonics and quantum sensing applications, our ability to 

fully optimize this technique is limited by the length of time it takes to fabricate many samples to 

test different fabrication parameters. In order to reduce our reliance on performing many 

fabrication experiments, we develop a model for the proposed physical mechanism of our 

fabrication process by analyzing the interaction of FIB exposure and carbon anneal time through 

material damage characterization. Furthermore, we apply the model to predict and constrain 

optimal annealing time ranges for various material damage levels. Additionally, we discuss 

limitations to the model and how different factors and further calculations could mitigate these 

limitations, leading to a more robust model.  

4.2. Results and discussion 

 Results from our work using atomic force microscopy (AFM) to characterize surface 

morphology [Chapter III] reveal that the four FIB exposure levels on a single sample (no 

variation in anneal time) show distinct differences in mill depth and swell/re-deposition height, 

corresponding to differences in SPE yield and region PL51. Therefore, we extended this 

characterization and analysis to samples fabricated with anneal times 1-3 to elucidate how FIB 

induced damage may be influencing the structural environment for SPE formation and optical 

characteristics at different anneal times [Figure 4.1(a)].   

 In general, regions fabricated with the 3.8 ms and 5.0 ms FIB exposure times had higher 

swelling, deeper milling, and dimmer PL (“high damage”) than regions fabricated with the 1.3 

ms and 2.5 ms exposure times (“low damage”) [Supplementary information Tables 4.1-4.2, 
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Chapter II Supplementary information Table 2.9 Tukey-Kramer HSD: p < 0.0001] [Figure 

4.1(b)]. Consistent with our previous results for all but the 20 min anneal, PL got brighter first at 

the 2.5 ms exposure time before it got dimmer [Chapter II Supplementary information Table 

Figure 4.1. Extended atomic force microscopy and photoluminescence characterization (a) 
Top: Array of AFM height scans of 500 nm holes patterned at all 4 FIB exposure and 4 carbon 
anneal times; Bottom: Array of 7 μm x 7 μm representative confocal PL scans for each 
combination of FIB exposure and carbon annealing times (b) Top: Corresponding plots of 
average magnitude swell height and average normalized remaining thickness (calculated from 
mill depth) at each FIB exposure time calculated from AFM scans; Bottom: Interaction plot 
showing average PL map intensity for each combination of FIB exposure and carbon annealing 
times. A, B, C, D, E labels correspond to the same FIB and carbon annealing combinations from 
Figure 2.5 for the conditions that produced the highest probability of QEs. Error bars indicate 
standard error on the mean. 
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2.9 Tukey-Kramer HSD: p<0.0001]. In fact, 2.5 ms FIB exposure and 20 min anneal (D) was the 

only combination that produced SPEs in low damage samples. We conjecture that due to the 

longer exposure time compared to 1.3 ms exposure, the 2.5 ms exposed regions actually 

contained more surface damage not quantifiable as swelling or milling and therefore fewer 

atomic defects available near the surface to form color centers, thereby leading to isolated SPEs 

and dimmer PL overall at the shortest anneal time. 

  Carbon annealing is required for color center formation with this technique. The carbon we 

deposit with this process must diffuse into the crystal and annihilate or bind with point vacancies 

created by FIB exposure. FIB exposure also creates high defect density regions that are 

extremely damaged, demonstrating swelling due to amorphous binding, structural voids, and 

breakage. We expect that this damage changes the migration barrier 𝐸𝐸𝑏𝑏 for impurity in the 

material due to screening, trapping in voids, etc., thereby changing the diffusion constant 𝐷𝐷 ∝

𝑒𝑒−𝐸𝐸𝑏𝑏 𝑘𝑘𝐵𝐵𝑇𝑇⁄  and ultimately the time it takes for impurities to diffuse through material (𝑡𝑡~ 𝑙𝑙2
𝐷𝐷� ).  

 Based on our data that regions patterned with longer FIB exposure (thereby sustaining high 

levels of damage) required longer anneal times to yield SPEs, we propose a multi-layer diffusion 

model for the physical mechanism of defect formation where carbon diffuses through two 

distinct morphologies to form color centers: 1) highly damaged due to continuous, directed 

exposure leading to swelling and milling (𝐷𝐷𝐻𝐻𝐻𝐻) and 2) lower damaged due to the gaussian tail of 

the FIB leading to overall lower dose exposure creating isolated vacancies (𝐷𝐷𝐿𝐿𝐿𝐿) [(Figure 

4.2(a)]. Stopping and Range of Ions in Matter (SRIM) calculations from our previous work51 

show clear distinctions between high defect concentration and low defect concentration regions 

for each dose. We denote the dose dependent characteristic lateral damage length as 𝑙𝑙. [Figure 

4.2(b)].  
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 We model the carbon concentration for a given FIB exposure level (constant 𝑙𝑙) via diffusion 

in composite media in 1D:  

𝜕𝜕𝐶𝐶𝑖𝑖
𝜕𝜕𝜕𝜕

= 𝐷𝐷𝑖𝑖
𝜕𝜕2𝐶𝐶𝑖𝑖
𝜕𝜕𝜕𝜕2

(4.1) 

𝑖𝑖 = 1,2,3 ;  𝐷𝐷1 = 𝐷𝐷3 = 𝐷𝐷𝐻𝐻𝐻𝐻  ;  𝐷𝐷2 = 𝐷𝐷𝐿𝐿𝐿𝐿  

with perfect matching at interfaces: 

𝐷𝐷𝑖𝑖
𝜕𝜕𝐶𝐶𝑖𝑖
𝜕𝜕𝜕𝜕

�
𝑙𝑙−

= 𝐷𝐷𝑖𝑖+1
𝜕𝜕𝐶𝐶𝑖𝑖+1
𝜕𝜕𝜕𝜕

�
𝑙𝑙+

(4.2) 

and constant surface concentration: 

𝐶𝐶(0, 𝑡𝑡) = 𝐶𝐶𝑠𝑠 (4.3) 

𝐶𝐶(1, 𝑡𝑡) = 𝐶𝐶𝑠𝑠 (4.4) 

where 𝐶𝐶𝑆𝑆 is the surface concentration of nanocrystalline graphite deposited on the hBN surface 

during the anneal process.  

Figure 4.2. Illustrations demonstrating multilayer diffusion model formulation (a) Sketch 
showing the region limits for multilayer diffusion model based on FIB damage, where labels are 
defined in main text Inset: AFM image of FIB patterned holes showing swelling around edge 
region (b) Sketch demonstrating how FIB induced damage influences the number of potential 
color centers (and therefore dimmer or brighter PL) based on the conditions that impurity carbon 
must diffuse through for each FIB exposure level. 
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 For a given color center with formation energy ∆𝐸𝐸𝑓𝑓𝐷𝐷, the probability that impurity carbon of 

concentration 𝐶𝐶(𝑡𝑡) will annihilate with one vacancy out of 𝑁𝑁𝑣𝑣𝐷𝐷 vacancies to yield a single color 

center (i.e. one isolated SPE) as a function of time would follow a Boltzmann distribution: 

𝑝𝑝𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡) =

𝑁𝑁𝑣𝑣𝐷𝐷𝐶𝐶(𝑡𝑡)
𝑛𝑛𝑆𝑆

𝑒𝑒−𝛽𝛽𝛽𝛽∆𝐸𝐸𝑓𝑓
𝐷𝐷

1 + ∑ 1
𝑛𝑛! �

𝑁𝑁𝑣𝑣𝐷𝐷𝐶𝐶
𝑛𝑛𝑆𝑆

�
𝑛𝑛

𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛=1 𝑒𝑒−𝛽𝛽𝛽𝛽∆𝐸𝐸𝑓𝑓

𝐷𝐷
(4.5) 

This model for the SPE yield predicts the experimentally observed behavior of longer carbon 

annealing producing higher SPE yields for high FIB exposure, but lower yields for lower 

exposure [Figure 4.3]. For more information about the calculations and system parameters used 

to evaluate the model, refer to 4.4 Methods and 4.5 Supplementary information. 

Figure 4.3. Evaluated model at tested anneal times Plot of results from the evaluated model 
using a parameter set [Supplementary information Table 4.3] that reproduces the behavior we 
see in data for SPE yield at the tested anneal times 
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 Furthermore, when we extended this multi-layer diffusion model to anneal times not tested, 

we observed that the anneal time when the SPE yield peaks was highly dependent on the damage 

diffusion constant, the damage length, the number of vacancies available, and the defect 

formation energy, but preserves the same qualitative behavior and saturates at the expected 

Poissonian limit [Figure 4.4]. Full results analyzing these single factor effects on the model 

output as well as interaction effects can be found in 4.5 Supplementary information.  

 Based on this result, we expect that the ideal annealing time to produce SPEs on samples 

exposed at our first two FIB exposure levels lies below 20 min, as those regions quickly reached 

supersaturation of color centers. Ultimately, we conjecture that SPE fabrication would be most 

successful for a given FIB exposure level with known or calculated damage region length and 

Figure 4.4. Model parameter dependence of SPE supersaturation characteristics Plot of 
results from the evaluated model labeled by variations to the default parameter set, demonstrating 
the dependence of the single-color center creation probability on the high damage diffusion 
constant, damage length, available vacancy number, and defect formation energy 
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vacancy concentration at some onset time prior to the supersaturation limit. Moreover, a more 

complete model including formation energies for multiple defect types could provide a value for 

this time parameter, as the defect formation energy strongly influences the anneal time response 

for optimal SPE probability. 

 To constrain the likely defects formed under these conditions, we refer to previous studies 

that have matched observed ZPLs to calculated ZPLs via Density Functional Theory (DFT) and 

molecular dynamics (MD). Mendelson et. al. put forth the VBCN
- defect center as the source of 

observed visible range single photon emission with ZPL in the range of 585 ± 10 nm (2.12 eV)40, 

while Fischer et. al. favor the VNCB defect center with ZPL observed at 2.2 eV37. However, it 

should be pointed out that, to date, the aforementioned defects remain controversial. For 

instance, our DFT calculations show that VBCN- is a spin-1/2 defect, and not a spin-3/2 defect 

as was calculated for a small few-ring flake of hBN40. Supplementary information Figure 

4.8(b) shows defect formation energy for the VBCN defect in different charge states as a 

function of electronic chemical potential. The three most favorable charge states are 0, -1 and -2, 

out of which only first two are spin active, with spins of 1 and ½, respectively and so, this defect 

might not be the one observed in experiment by Mendelson et. al..  Also, according to our DFT 

calculations, the neutral VNCB is not spin active, with the non-magnetic solution being the lower 

energy state, which was missed by earlier works94. Amongst the energetically most favorable 

charge states (+2, +1 and 0) shown in Supplementary information Figure 4.8(c), only +1 

charge state is spin-active and has a spin-1/2, which was also reported previously95. Additionally, 

our high-energy FIB exposure technique likely produces not only single point vacancies and 

divacancies, but also larger clusters, allowing a class of emitters that contain many carbons in a 
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cluster96. One such defect candidate in the range of our observed emission is C2CN, modeled by 

Li et. al. with ZPL of 2.13 eV97.  

 We expect that likely defect candidates will vary based on the particular combination of FIB 

exposure and carbon annealing time due to differences in vacancy concentration, cluster size, 

and carbon concentration profile among the samples studied in this work. This is supported by 

the observed ZPL differences reported in Chapter II [Figure 2.6(b)]. Additionally, the structural 

environment within the 2.5 ms exposed regions is markedly different from the environment for 

the 3.8 ms and 5.0 ms exposed regions, altering the initial vacancy concentration and cluster size 

conditions, as well as local strain gradients and substrate interactions as reported in Chapter III 

and in Figure 4.1. Furthermore, the SPEs fabricated with the 2.5 ms exposure time were possible 

only when annealed for the shortest time, while those created in the 3.8 ms and 5.0 ms exposed 

material were created with the highest carbon annealing times, directly impacting the total 

carbon dose available. While we cannot conclusively put forth a particular defect complex 

responsible for the emission we observe from SPEs fabricated with this technique, further 

characterization of the photophysics of these emitters such as polarization and ODMR as well as 

DFT and MD calculations for larger carbon-based defects could narrow the range of defect 

candidates possible for different combinations of FIB exposure and carbon doping levels and 

provide more information to elucidate the anneal time dynamics of color center creation. 

 There are further non-trivial limitations to elucidating a quantitative model for defect 

formation in FIB exposed hBN doped via carbon diffusion. The Monte Carlo method used by 

SRIM to calculate ion induced vacancy concentration do not fully account for sputtering and 

self-annealing, whereas the sputtered volume and stability of large structural voids are important 

considerations in our study of optimal SPE creation. Additionally, evaluating the diffusion 
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problem in greater than one dimension would provide a more precise concentration model. 

Furthermore, the diffusion constants of carbon in hBN could be even more strongly dependent 

on the surrounding damage environment and vary not just between the high damage and low 

damage regimes but may be a continuous function of position 𝐷𝐷(𝑥𝑥) that is unique for each 

exposure level. However, comparing our results to this qualitative model allows us to constrain 

different testable regimes of FIB exposure and carbon annealing time to optimize and expand 

this fabrication technique. Allowing for more refined control over the design of devices and 

selection of fabrication parameters to align with requirements for different hBN QE reliant 

applications. 

4.3. Conclusions 

 In this work, we used AFM height data and confocal PL images of hBN regions subjected to 

18 different combinations of FIB exposure dose and carbon diffusion time to elucidate that 

carbon impurities likely diffuse through layers of highly damaged material indicated by swelling 

in order to activate color centers. Additionally, by simulating our technique using SRIM and a 

multilayer-diffusion model, we determined that in general, less damaged regions required shorter 

diffusion times with more precision on the order of minutes, while more damaged regions 

required longer diffusion times with less precision on the order of hours, and demonstrated a 

method to constrain the optimal range of diffusion time for a given amount of FIB induced 

damage to produce SPEs. These results, combined with DFT calculations and potential future 

work to characterize polarization and spin characteristics of these patterned emitters could allow 

for both higher resolution spatial control and predictable chemical structure control over defect 

creation, thereby making hBN SPE integration more broadly applicable and scalable for a range 

of quantum information technologies.  
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4.4. Methods 

 AFM Characterization: AFM height data was collected and analyzed according to 3.4 

Methods. 

 Multi-layer Diffusion Defect Formation Model: We employed the semi-analytical solution 

to the multilayer diffusion problem based on the Laplace transform eigenfunction expansion and 

corresponding MATLAB code published by Carr and Turner to solve for 𝐶𝐶𝑖𝑖(𝑥𝑥, 𝑡𝑡) at each anneal 

time98. Parameter values for diffusivities and damage lengths were determined by order of 

magnitude estimations informed by literature, previous work, and data, and can be found in the 

Supplementary information. 

 We determined an estimate for 𝑁𝑁𝑣𝑣[𝐷𝐷](𝑥𝑥) at each tested exposure dose by convolving SRIM 

calculations with AFM linecuts [refer to morphology paper] and assuming that of all of the 

calculated point vacancies and vacancy complexes, only a small percentage (~1%) would 1) have 

a formation energy low enough to form a defect complex with carbon and 2) when the complex 

is formed, would be optically active under 532 nm excitation. 𝑝𝑝𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡) to produce Figures 4.3 

and 4.4 were calculated in MATLAB using the evaluated solutions for 𝐶𝐶𝑖𝑖(𝑥𝑥, 𝑡𝑡).  

 Ab-initio Calculations: Spin-polarized DFT calculations were performed within the 

generalized gradient approximation99 of Perdew-Burke-Ernzerhof100 as implemented in the 

Quantum Espresso package.101 A 6 × 6 × 1 (72-atoms) supercell of hBN was used in the 

calculations. The Brillouin zone was sampled using a Γ-centered, 4 × 4 × 1 k-grid, which was 

created within the Monkhorst-Pack scheme.102 A 20 Å vacuum layer was added in the direction 

normal to the hBN surface, ensuring minimal interactions between periodic images in the z-

direction. The formation energies of the defects were calculated according to the following 

expression103: 
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∆𝐸𝐸𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷;𝑞𝑞 =  𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇[𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, 𝑞𝑞] − 𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇[𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝] −�𝑛𝑛𝑖𝑖𝜇𝜇𝑖𝑖 + 𝑞𝑞(𝐸𝐸𝑉𝑉𝑉𝑉𝑉𝑉[𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑] + 𝐸𝐸𝐹𝐹) (4.6) 

Here, q is the charge of the defect,  𝑛𝑛𝑖𝑖  (𝜇𝜇𝑖𝑖) represent the number (chemical potential) of the ith 

species of atoms that are removed and/or added, 𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 represents total energy of the 

defective/pristine supercell, 𝐸𝐸𝐹𝐹 is the Fermi level (electronic chemical potential) relative to the 

valence band maximum (VBM). The 𝐸𝐸𝑉𝑉𝑉𝑉𝑉𝑉 of the defective supercell is calculated using: 

𝐸𝐸𝑉𝑉𝑉𝑉𝑉𝑉[𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑] = 𝐸𝐸𝑉𝑉𝑉𝑉𝑉𝑉[𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝] + 𝑉𝑉𝑎𝑎𝑎𝑎[𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑] − 𝑉𝑉𝑎𝑎𝑎𝑎[𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝] (4.7) 

where, the difference in the average potentials (𝑉𝑉𝑎𝑎𝑎𝑎)  is used to line up the band structures of the 

perfect and the defective supercells. Also, for the pristine supercell, one finds the VBM as 

follows:  𝐸𝐸𝑉𝑉𝑉𝑉𝑉𝑉[𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝] = 𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇[𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝, 𝑞𝑞 = 0] − 𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇[𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝, 𝑞𝑞 = +1]. The growth 

conditions are accounted for in the choice of chemical potentials  (𝜇𝜇𝑖𝑖), which represent energies 

of reservoirs with which atoms are being exchanged, along with the requirement that under 

equilibrium conditions: 𝐸𝐸(ℎ𝐵𝐵𝐵𝐵) =   𝜇𝜇𝐵𝐵 +  𝜇𝜇𝑁𝑁. Here, 𝐸𝐸(ℎ𝐵𝐵𝐵𝐵) is total energy of pristine hBN 

unit cell. For example, in the boron rich conditions, the chemical potential for boron, 𝜇𝜇𝐵𝐵, is 

obtained using the total energy of 𝛼𝛼-boron unit cell:  𝜇𝜇𝐵𝐵 = 𝐸𝐸(𝛼𝛼𝛼𝛼)/12, while  𝜇𝜇𝑁𝑁 = 𝐸𝐸(ℎ𝐵𝐵𝐵𝐵) −

 𝜇𝜇𝐵𝐵. In nitrogen-rich condition, N2 is used as a reference to obtain the chemical potential for 

nitrogen,  𝜇𝜇𝑁𝑁, giving  𝜇𝜇𝑁𝑁 = 𝐸𝐸(𝑁𝑁2)/2 and  𝜇𝜇𝐵𝐵 = 𝐸𝐸(ℎ𝐵𝐵𝐵𝐵) −  𝜇𝜇𝑁𝑁. Also, we used graphene as a 

reference to obtain the chemical potential for carbon,  𝜇𝜇𝐶𝐶,  in these calculations. We neglected 

charged defect corrections because they are not expected to affect the qualitative behavior 

comparing reference structure defect formation energies nor spins calculated for this work. 

Therefore, our calculations provide an upper bound on the defect formation energies. 
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4.5. Supplementary information 

AFM Characterization 

 We report the results of Student’s t and Tukey-Kramer HSD Mean Comparison Tests for 

average mill depth and swell height at each exposure time averaged over all anneal times in 

Tables 4.1 and 4.2 respectively, as referenced in 4.2 Results and discussion. 

 
Table 4.1. Average Mill Depth by FIB Exposure time– Mean Comparison Tests where 
averages contain values for samples carbon annealed for 20 min, 1.25 hr, 3 hr, and 5 hr. 𝛼𝛼 = 0.05 
significance level, unequal variance 

Exposure 1 – Exposure 2 Difference Standard Error 
Difference 

p-value (Student’s t 
Each Pair) 

p-value (Tukey-Kramer 
HSD All Pairs) 

2.5 ms – 5.0 ms 5.22 0.16 < 0.0001 < 0.0001 
1.25 ms – 5.0 ms 4.93 0.16 < 0.0001 < 0.0001 
3.75 ms – 5.0 ms 3.69 0.16 < 0.0001 < 0.0001 
2.5 ms – 3.75 ms 1.52 0.16 < 0.0001 < 0.0001 
1.25 ms – 3.75 ms 1.23 0.16 < 0.0001 < 0.0001 
2.5 ms – 1.25 ms 0.29 0.16 0.0718 0.2729 

 

Table 4.2. Average Swell Height by FIB Exposure time– Mean Comparison Tests where 
averages contain values for samples carbon annealed for 20 min, 1.25 hr, 3 hr, and 5 hr. 𝛼𝛼 = 0.05 
significance level 

Exposure 1 – Exposure 2 Difference Standard Error 
Difference 

p-value (Student’s t 
Each Pair) 

p-value (Tukey-Kramer 
HSD All Pairs) 

3.75 ms – 2.5 ms 0.570 0.064 < 0.0001 < 0.0001 
3.75 ms – 1.25 ms 0.518 0.064 < 0.0001 < 0.0001 
5.0 ms – 2.5 ms 0.498 0.064 < 0.0001 < 0.0001 
5.0 ms – 1.25 ms 0.446 0.064 < 0.0001 < 0.0001 
3.75 ms – 5.0 ms 0.072 0.064 0.2650 0.6801 
1.25 ms – 2.5 ms 0.052 0.064 0.4163 0.8482 

  

 Data for all calculations from AFM height data collected for this chapter is shown in Figure 

4.5. 

Multi-layer diffusion model 

 When determining the diffusion time for carbon impurities during the CVD/anneal process, 

we do not account for the mass transport time of reactants to the hBN surface due to the high 

concentration of ethylene flow and low-pressure conditions of the CVD process causing growth 
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to occur on shorter time scales than the diffusion. We choose to model in 1D because the in-

plane (between layers) diffusivity of impurities in hBN is orders of magnitude higher than the 

out-of-plane (through layers) diffusivity. Additionally, we do not account for the diffusion of 

vacancy defects because at the process temperature, mono- and di-vacancies quickly reach 

equilibrium concentrations. 

 We determined four different values of l corresponding to expected damage levels for FIB 

exposure based on AFM data, swelling and milling calculations, and SRIM studies performed for 

our previous work. We set the ratio of diffusivities in the high damage and low damage regions 

based on literature values for intercalated carbon in hBN and order of magnitude estimations. All 

model parameters used in the MATLAB calculations are shown in Table 4.3. Furthermore, the 

Figure 4.5. Full AFM characterization at 4 different anneal times Plots showing average 
values and standard error on mean for all morphological characteristics outlined in Chapter III 
for all FIB exposure-carbon annealing combination (12 hour anneal samples not characterized) 
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evaluated carbon concentrations for each of the simulated FIB levels intended to replicate our 

experimental conditions are displayed in Figure 4.6. 

Table 4.3. Model Parameters Used for Figure 4.3 
Parameter Variable Value 
Normalized Surface Concentration 𝐶𝐶𝑆𝑆 1 
High-Damage Diffusion Constant (𝜇𝜇𝜇𝜇2/𝑚𝑚𝑚𝑚𝑚𝑚) 𝐷𝐷𝐻𝐻𝐻𝐻 9×10-6 

Low-Damage Diffusion Constant (𝜇𝜇𝜇𝜇2/𝑚𝑚𝑚𝑚𝑚𝑚) 𝐷𝐷𝐿𝐿𝐿𝐿 102 

Lateral Damage Length (nm) {𝑙𝑙1, 𝑙𝑙2, 𝑙𝑙3 𝑙𝑙4} {5, 72, 187, 240} 
Unbound Site Concentration  𝑛𝑛𝑆𝑆 1 
Number of Sites to form defects {𝑁𝑁𝑣𝑣𝐷𝐷1,𝑁𝑁𝑣𝑣𝐷𝐷2,𝑁𝑁𝑣𝑣𝐷𝐷3,𝑁𝑁𝑣𝑣𝐷𝐷4} {5, 15, 3, 2} 
Defect Formation Energy (eV) ∆𝐸𝐸𝑓𝑓𝐷𝐷 -0.8 

 

 

Figure 4.6. Multi-layer diffusion carbon concentration profiles evaluated using the semi-
analytical solution multilayer diffusion problem in MATLAB for parameters [Table 4.3] used to 
calculate the probability of 1 color center at a pattern [Figure 4.3] 
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Color Center Yield Calculation 

 Calculating Boltzmann distribution:  The diagram shown in Figure 4.7 demonstrates the 

process for calculating the single color center probability as a function of time via the Boltzmann 

distribution, where 𝑁𝑁𝐶𝐶 is the number of carbon impurity atoms, 𝑁𝑁𝑆𝑆 is the number of free sites for 

intercalated carbon with energy 𝐸𝐸𝐶𝐶𝑖𝑖, and 𝑁𝑁𝑣𝑣𝐷𝐷 is the number of sites where carbon can form a 

stable, optically active defect with energy 𝐸𝐸𝑓𝑓𝐷𝐷. 

For state with no carbons in stable optically active defect, the energy is 𝑁𝑁𝐶𝐶𝐸𝐸𝐶𝐶𝑖𝑖and the multiplicity 

of that state is 

�
𝑁𝑁𝑆𝑆
𝑁𝑁𝐶𝐶
� =

𝑁𝑁𝑆𝑆!
𝑁𝑁𝐶𝐶! (𝑁𝑁𝑆𝑆 − 𝑁𝑁𝐶𝐶)!

≈
𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶

𝑁𝑁𝐶𝐶!
(4.8) 

Figure 4.7. Illustration of Boltzmann distribution model for defect formation demonstrating 
the energy and multiplicity calculations for the no color center (n = 0) state, the single color center 
(n = 1) state, and the many color center (n = n) state 
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For state with 1 carbon in stable optically active defect, the energy is (𝑁𝑁𝐶𝐶 − 1)𝐸𝐸𝐶𝐶𝑖𝑖 + 𝐸𝐸𝑓𝑓𝐷𝐷 and the 

multiplicity of that state is 

�
𝑁𝑁𝑣𝑣𝐷𝐷

1
� �

𝑁𝑁𝑆𝑆
𝑁𝑁𝐶𝐶 − 1

� =
𝑁𝑁𝑣𝑣𝐷𝐷!

1! (𝑁𝑁𝑣𝑣𝐷𝐷 − 1)!
𝑁𝑁𝑆𝑆!

𝑁𝑁𝐶𝐶! (𝑁𝑁𝑆𝑆 − 𝑁𝑁𝐶𝐶 + 1)!
≈
𝑁𝑁𝑣𝑣𝐷𝐷𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶−1

(𝑁𝑁𝐶𝐶 − 1)!
(4.9) 

Generalizing to 𝑛𝑛 carbons in stable optically active defect, the energy is (𝑁𝑁𝐶𝐶 − 𝑛𝑛)𝐸𝐸𝐶𝐶𝑖𝑖 + 𝑛𝑛𝐸𝐸𝑓𝑓𝐷𝐷 and 

the multiplicity of that state is 

�
𝑁𝑁𝑣𝑣𝐷𝐷

𝑛𝑛
� �

𝑁𝑁𝑆𝑆
𝑁𝑁𝐶𝐶 − 1

� =
𝑁𝑁𝑣𝑣𝐷𝐷!

𝑛𝑛! (𝑁𝑁𝑣𝑣𝐷𝐷 − 𝑛𝑛)!
𝑁𝑁𝑆𝑆!

𝑁𝑁𝐶𝐶! (𝑁𝑁𝑆𝑆 − 𝑁𝑁𝐶𝐶 + 𝑛𝑛)!
≈
𝑁𝑁𝑣𝑣𝐷𝐷

𝑛𝑛𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶−𝑛𝑛

𝑛𝑛! (𝑁𝑁𝐶𝐶 − 𝑛𝑛)!
(4.10) 

The probability of forming exactly 1 defect in the region with 𝑁𝑁𝐶𝐶 carbons and 𝑁𝑁𝑣𝑣[𝐷𝐷] available 

defect sites follows the Boltzmann distribution, generally: 

𝑝𝑝𝑆𝑆𝑆𝑆𝑆𝑆 =
∑𝑎𝑎𝑎𝑎𝑎𝑎 1 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

∑𝑎𝑎𝑎𝑎𝑎𝑎 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
(4.11) 

And substituting the state energies and multiplicities from Equations 4.8-4.10: 

𝑝𝑝𝑆𝑆𝑆𝑆𝑆𝑆 =

𝑁𝑁𝑣𝑣𝐷𝐷𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶−1
(𝑁𝑁𝐶𝐶 − 1)! 𝑒𝑒

−𝛽𝛽((𝑁𝑁𝐶𝐶−1)𝐸𝐸𝐶𝐶𝑖𝑖+𝐸𝐸𝑓𝑓
𝐷𝐷)

∑ 𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶−𝑛𝑛

𝑛𝑛! (𝑁𝑁𝐶𝐶 − 𝑛𝑛)!
𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛=0 𝑒𝑒−𝛽𝛽((𝑁𝑁𝐶𝐶−𝑛𝑛)𝐸𝐸𝐶𝐶𝑖𝑖+𝑛𝑛𝐸𝐸𝑓𝑓

𝐷𝐷)
(4.12) 

Which we then evaluate: 

                                                       =

𝑁𝑁𝐶𝐶
𝑁𝑁𝐶𝐶

𝑁𝑁𝑣𝑣𝐷𝐷𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶−1
(𝑁𝑁𝐶𝐶 − 1)! 𝑒𝑒

−𝛽𝛽𝑁𝑁𝐶𝐶𝐸𝐸𝐶𝐶𝑖𝑖𝑒𝑒𝛽𝛽𝐸𝐸𝐶𝐶𝑖𝑖𝑒𝑒−𝛽𝛽𝐸𝐸𝑓𝑓
𝐷𝐷

𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶
𝑁𝑁𝐶𝐶! 𝑒𝑒

−𝛽𝛽𝑁𝑁𝐶𝐶𝐸𝐸𝐶𝐶𝑖𝑖 + ∑ 𝑁𝑁𝐶𝐶!
𝑁𝑁𝐶𝐶!

𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶−𝑛𝑛

𝑛𝑛! (𝑁𝑁𝐶𝐶 − 𝑛𝑛)!
𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛=1 𝑒𝑒−𝛽𝛽𝑁𝑁𝐶𝐶𝐸𝐸𝐶𝐶𝑖𝑖𝑒𝑒𝛽𝛽𝛽𝛽𝐸𝐸𝐶𝐶𝑖𝑖𝑒𝑒−𝛽𝛽𝛽𝛽𝐸𝐸𝑓𝑓

𝐷𝐷
 

                                               

=

𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶
𝑁𝑁𝐶𝐶! 𝑒𝑒

−𝛽𝛽𝑁𝑁𝐶𝐶𝐸𝐸𝐶𝐶𝑖𝑖 𝑁𝑁𝑣𝑣
𝐷𝐷𝑁𝑁𝐶𝐶
𝑁𝑁𝑆𝑆

𝑒𝑒𝛽𝛽𝐸𝐸𝐶𝐶𝑖𝑖𝑒𝑒−𝛽𝛽𝐸𝐸𝑓𝑓
𝐷𝐷

𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶
𝑁𝑁𝐶𝐶! 𝑒𝑒

−𝛽𝛽𝑁𝑁𝐶𝐶𝐸𝐸𝐶𝐶𝑖𝑖 + 𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶
𝑁𝑁𝐶𝐶! 𝑒𝑒

−𝛽𝛽𝑁𝑁𝐶𝐶𝐸𝐸𝐶𝐶𝑖𝑖 ∑ 𝑁𝑁𝐶𝐶!
𝑛𝑛! (𝑁𝑁𝐶𝐶 − 𝑛𝑛)!

𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛

𝑁𝑁𝑆𝑆𝑛𝑛
𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛=1 𝑒𝑒𝛽𝛽𝛽𝛽𝐸𝐸𝐶𝐶𝑖𝑖𝑒𝑒−𝛽𝛽𝛽𝛽𝐸𝐸𝑓𝑓

𝐷𝐷
 

Simplifying 𝑁𝑁𝐶𝐶!
𝑛𝑛!(𝑁𝑁𝐶𝐶−𝑛𝑛)!

≈ 𝑁𝑁𝐶𝐶𝑛𝑛

𝑛𝑛!
 and setting the defect formation energy ∆𝐸𝐸𝑓𝑓𝐷𝐷 = 𝐸𝐸𝑓𝑓𝐷𝐷 − 𝐸𝐸𝐶𝐶𝑖𝑖 < 1: 
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𝑝𝑝𝑆𝑆𝑆𝑆𝑆𝑆 =

𝑁𝑁𝑣𝑣𝐷𝐷𝐶𝐶
𝑛𝑛𝑆𝑆

𝑒𝑒−𝛽𝛽𝛽𝛽∆𝐸𝐸𝑓𝑓
𝐷𝐷

1 + ∑ 1
𝑛𝑛! �

𝑁𝑁𝑣𝑣𝐷𝐷𝐶𝐶
𝑛𝑛𝑆𝑆

�
𝑛𝑛

𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛=1 𝑒𝑒−𝛽𝛽𝛽𝛽∆𝐸𝐸𝑓𝑓

𝐷𝐷
(4.13) 

where the carbon concentration 𝐶𝐶 = 𝑁𝑁𝐶𝐶
𝑉𝑉

 and the free site concentration 𝑛𝑛𝑠𝑠 = 𝑁𝑁𝑆𝑆
𝑉𝑉

 . 

The same procedure was followed to find the probability of any number of defects, generally: 

𝑝𝑝𝐷𝐷 =
∑𝑎𝑎𝑎𝑎𝑎𝑎 𝑛𝑛 > 0 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

∑ 𝑎𝑎𝑎𝑎𝑎𝑎 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
(4.14) 

Substituting again from Equations 4.8-4.10: 

                                               

=

𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶
𝑁𝑁𝐶𝐶! 𝑒𝑒

−𝛽𝛽𝑁𝑁𝐶𝐶𝐸𝐸𝐶𝐶𝑖𝑖 ∑ 𝑁𝑁𝐶𝐶!
𝑛𝑛! (𝑁𝑁𝐶𝐶 − 𝑛𝑛)!

𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛

𝑁𝑁𝑆𝑆𝑛𝑛
𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛=1 𝑒𝑒𝛽𝛽𝛽𝛽𝐸𝐸𝐶𝐶𝑖𝑖𝑒𝑒−𝛽𝛽𝛽𝛽𝐸𝐸𝑓𝑓

𝐷𝐷

𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶
𝑁𝑁𝐶𝐶! 𝑒𝑒

−𝛽𝛽𝑁𝑁𝐶𝐶𝐸𝐸𝐶𝐶𝑖𝑖 + 𝑁𝑁𝑆𝑆𝑁𝑁𝐶𝐶
𝑁𝑁𝐶𝐶! 𝑒𝑒

−𝛽𝛽𝑁𝑁𝐶𝐶𝐸𝐸𝐶𝐶𝑖𝑖 ∑ 𝑁𝑁𝐶𝐶!
𝑛𝑛! (𝑁𝑁𝐶𝐶 − 𝑛𝑛)!

𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛

𝑁𝑁𝑆𝑆𝑛𝑛
𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛=1 𝑒𝑒𝛽𝛽𝛽𝛽𝐸𝐸𝐶𝐶𝑖𝑖𝑒𝑒−𝛽𝛽𝛽𝛽𝐸𝐸𝑓𝑓

𝐷𝐷
 

And simplifying to obtain 

𝑝𝑝𝐷𝐷 =
∑ 1

𝑛𝑛! �
𝑁𝑁𝑣𝑣𝐷𝐷𝐶𝐶
𝑛𝑛𝑆𝑆

�
𝑛𝑛

𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛=1 𝑒𝑒−𝛽𝛽𝛽𝛽∆𝐸𝐸𝑓𝑓

𝐷𝐷

1 + ∑ 1
𝑛𝑛! �

𝑁𝑁𝑣𝑣𝐷𝐷𝐶𝐶
𝑛𝑛𝑆𝑆

�
𝑛𝑛

𝑁𝑁𝑣𝑣𝐷𝐷
𝑛𝑛=1 𝑒𝑒−𝛽𝛽𝛽𝛽∆𝐸𝐸𝑓𝑓

𝐷𝐷
(4.15) 

Model Parameters Full Model Effects Test 

 To determine the model parameters that most strongly influence the optimal anneal time to 

maximize the SPE probability, we tested high and low values of the following four factors: 

damage diffusion constant (5E-6 μm2/min, 1E-5 μm2/min), damage length (50 nm, 100 nm), 

number of appropriate vacancy sites (5,10), and defect formation energy (-0.5 eV, -0.1 eV), with 

11 replicates for each of the 16 parameter combinations. Error was introduced for each replicate 

via the diffusion time parameter, where all calculations were performed over the time range 7E0 

min to 3E3 min for 1000 randomly spaced points and the random seed was different for each 

calculation. 
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 The response variables tested were time of maximum SPE probability (𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆𝑆𝑆𝑆𝑆), time of 

SPE onset (𝑡𝑡0 = 𝑡𝑡(𝑝𝑝𝑆𝑆𝑆𝑆𝑆𝑆 ≥ 0.01)), and color center saturation time (𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑡𝑡max𝑆𝑆𝑆𝑆𝑆𝑆 − 𝑡𝑡0). 

Average values for each response variable for all 16 combinations are shown in Tables 4.4, 4.5, 

and 4.6 respectively. Single factor and interaction effects with corresponding p-values are shown 

for each of the response variables in Tables 4.7, 4.8, and 4.9, respectively. 

 
Table 4.4. Model Parameter 24 Results –Time of Max SPE Probability 

Experiment (𝐷𝐷𝐻𝐻𝐻𝐻, 𝑙𝑙, 𝑁𝑁𝑣𝑣𝐷𝐷, ∆𝐸𝐸𝑓𝑓𝐷𝐷) 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆𝑆𝑆𝑆𝑆 (Mean±Std Err) [min] 

1E-6 μm2/min, 50 nm, 10, -0.5 eV 26.47±0.22 
1E-6 μm2/min, 50 nm, 5, -0.5 eV 32.96±0.45 
5E-5 μm2/min, 50 nm, 10, -0.5 eV 52.44±0.28 
5E-5 μm2/min, 50 nm, 5, -0.5 eV 64.56±0.40 
1E-6 μm2/min, 100 nm, 10, -0.5 eV 85.94±0.58 
1E-6 μm2/min, 100 nm, 5, -0.5 eV 102.98±0.38 
1E-6 μm2/min, 50 nm, 10, -0.1 eV 136.29±0.25 
5E-5 μm2/min, 100 nm, 10, -0.5 eV 170.61±0.39 
5E-5 μm2/min, 100 nm, 5, -0.5 eV 204.82±0.41 
1E-6 μm2/min, 50 nm, 5, -0.1 eV 237.25±0.56 
5E-5 μm2/min, 50 nm, 10, -0.1 eV 272.41±0.31 
1E-6 μm2/min, 100 nm, 10, -0.1 eV 332.25±0.23 
5E-5 μm2/min, 50 nm, 5, -0.1 eV 473.42±0.45 
1E-6 μm2/min, 100 nm, 5, -0.1 eV 524.87±0.13 
5E-5 μm2/min, 100 nm, 10, -0.1 eV 665.23±0.44 
5E-5 μm2/min, 100 nm, 5, -0.1 eV 11050.08±0.22 

 

Table 4.5. Model Parameter 24 Results –SPE Onset Time 
Experiment (𝐷𝐷𝐻𝐻𝐻𝐻, 𝑙𝑙, 𝑁𝑁𝑣𝑣𝐷𝐷, ∆𝐸𝐸𝑓𝑓𝐷𝐷) 𝑡𝑡0 (Mean±Std Err) [min] 

1E-6 μm2/min, 50 nm, 10, -0.5 eV 12.51±0.45 
1E-6 μm2/min, 50 nm, 5, -0.5 eV 13.87±0.43 
1E-6 μm2/min, 50 nm, 10, -0.1 eV 21.72±0.34 
5E-5 μm2/min, 50 nm, 10, -0.5 eV 22.63±0.29 
5E-5 μm2/min, 50 nm, 5, -0.5 eV 25.13±0.33 
1E-6 μm2/min, 50 nm, 5, -0.1 eV 25.45±0.26 
1E-6 μm2/min, 100 nm, 10, -0.5 eV 39.82±0.44 
5E-5 μm2/min, 50 nm, 10, -0.1 eV 44.05±0.70 
1E-6 μm2/min, 100 nm, 5, -0.5 eV 44.55±0.60 
5E-5 μm2/min, 50 nm, 5, -0.1 eV 50.84±0.46 
1E-6 μm2/min, 100 nm, 10, -0.1 eV 70.40±0.35 
5E-5 μm2/min, 100 nm, 10, -0.5 eV 78.05±0.50 
1E-6 μm2/min, 100 nm, 5, -0.1 eV 81.59±0.41 
5E-5 μm2/min, 100 nm, 5, -0.5 eV 86.42±0.70 
5E-5 μm2/min, 100 nm, 10, -0.1 eV 140.03±0.36 
5E-5 μm2/min, 100 nm, 5, -0.1 eV 162.12±0.33 



 

110 

 

 

Table 4.6. Model Parameter 24 Results –Color Center Saturation Time 
Experiment (𝐷𝐷𝐻𝐻𝐻𝐻, 𝑙𝑙, 𝑁𝑁𝑣𝑣𝐷𝐷, ∆𝐸𝐸𝑓𝑓𝐷𝐷) 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠 (Mean±Std Err) [min] 

1E-6 μm2/min, 50 nm, 10, -0.5 eV 13.97±0.45 
1E-6 μm2/min, 50 nm, 5, -0.5 eV 19.09±0.60 
5E-5 μm2/min, 50 nm, 10, -0.5 eV 29.81±0.44 
5E-5 μm2/min, 50 nm, 5, -0.5 eV 39.44±0.60 
1E-6 μm2/min, 100 nm, 10, -0.5 eV 46.12±0.80 
1E-6 μm2/min, 100 nm, 5, -0.5 eV 58.43±0.76 
5E-5 μm2/min, 100 nm, 10, -0.5 eV 92.56±0.73 
1E-6 μm2/min, 50 nm, 10, -0.1 eV 114.56±0.47 
5E-5 μm2/min, 100 nm, 5, -0.5 eV 118.40±0.88 
1E-6 μm2/min, 50 nm, 5, -0.1 eV 211.79±0.46 
5E-5 μm2/min, 50 nm, 10, -0.1 eV 228.36±0.59 
1E-6 μm2/min, 100 nm, 10, -0.1 eV 262.07±0.29 
5E-5 μm2/min, 50 nm, 5, -0.1 eV 422.58±0.56 
1E-6 μm2/min, 100 nm, 5, -0.1 eV 443.29±0.40 
5E-5 μm2/min, 100 nm, 10, -0.1 eV 525.20±0.37 
5E-5 μm2/min, 100 nm, 5, -0.1 eV 887.96±0.36 

 

Table 4.7. Factor Screening Full Model Effects Test for Time of Max SPE Probability 𝛼𝛼 = 
0.05 significance level 

Input Factor or Interaction Effect Size (F) p-value 
Defect formation energy 3848027 < 0.0001 
Damage length 1497734 < 0.0001 
Damage diffusion constant 960328 < 0.0001 
Damage length × Defect formation energy 501450 < 0.0001 
Damage diffusion constant × Defect formation energy 429663 < 0.0001 
Available vacancy sites 397954 < 0.0001 
Available vacancy sites × Defect formation energy 289418 < 0.0001 
Damage diffusion constant × Damage length 166888 < 0.0001 
Damage diffusion constant × Damage length × Defect formation energy 56214 < 0.0001 
Damage diffusion constant × Available vacancy sites 43927 < 0.0001 
Damage length × Available vacancy sites 41887 < 0.0001 
Damage diffusion constant × Available vacancy sites × Defect 
formation energy 

32135 < 0.0001 

Damage length × Available vacancy sites × Defect formation energy 26010 < 0.0001 
Damage diffusion constant × Damage length × Available vacancy sites 4772 < 0.0001 
Damage diffusion constant × Damage length × Available vacancy sites 
× Defect formation energy 

2889 < 0.0001 
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Table 4.8. Factor Screening Full Model Effects Test for SPE Onset Time 𝛼𝛼 = 0.05 
significance level 

Input Factor or Interaction Effect Size (F) p-value 
Damage length 72271 < 0.0001 
Damage diffusion constant 27329 < 0.0001 
Defect formation energy 22771 < 0.0001 
Damage diffusion constant × Damage length 7922 < 0.0001 
Damage length × Defect formation energy 5754 < 0.0001 
Damage diffusion constant × Defect formation energy 2834 < 0.0001 
Available vacancy sites 1126 < 0.0001 
Damage diffusion constant × Damage length × Defect formation energy 583 < 0.0001 
Damage length × Available vacancy sites 312 < 0.0001 
Available vacancy sites × Defect formation energy 220 < 0.0001 
Damage diffusion constant × Available vacancy sites 107 < 0.0001 
Damage length × Available vacancy sites × Defect formation energy 56 < 0.0001 
Damage diffusion constant × Damage length × Available vacancy sites 33 < 0.0001 
Damage length × Available vacancy sites × Defect formation energy 26 < 0.0001 
Damage diffusion constant × Damage length × Available vacancy sites 
× Defect formation energy 

9 0.0036 

 

Table 4.9. Factor Screening Full Model Effects Test for Color Center Saturation Time 𝛼𝛼 = 
0.05 significance level 

Input Factor or Interaction Effect Size (F) p-value 
Defect formation energy 1363530 < 0.0001 
Damage length 348782 < 0.0001 
Damage diffusion constant 262489 < 0.0001 
Damage length × Defect formation energy 163738 < 0.0001 
Damage diffusion constant × Defect formation energy 150519 < 0.0001 
Available vacancy sites 150034 < 0.0001 
Available vacancy sites × Defect formation energy 116424 < 0.0001 
Damage diffusion constant × Damage length 39092 < 0.0001 
Damage diffusion constant × Damage length × Defect formation energy 18625 < 0.0001 
Damage diffusion constant × Available vacancy sites 16722 < 0.0001 
Damage length × Available vacancy sites 14476 < 0.0001 
Damage diffusion constant × Available vacancy sites × Defect 
formation energy 

12903 < 0.0001 

Damage length × Available vacancy sites × Defect formation energy 9980 < 0.0001 
Damage diffusion constant × Damage length × Available vacancy sites 1665 < 0.0001 
Damage diffusion constant × Damage length × Available vacancy sites 
× Defect formation energy 

1084 < 0.0001 
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Ab-initio Results 

 In order to emulate experimental process of FIB followed by CVD, DFT-based calculations 

were used to determine an upper estimate of defect formation energies for a representative set of 

carbon-based defect complexes, which consist of substitutional carbons adjacent to different 

vacancies. Figure 4.8(a) gives the formation energy of these defect complexes using two 

reference structures – pristine hBN and defective hBN with vacancies already present within the 

matrix. As seen in the histogram, the formation energy of carbon-containing defect complexes is 

much larger in pristine hBN than the energies required to incorporate carbon once vacancies 

have already been created in hBN. Additionally, the reported formation energies for carbon-

containing defect complexes in defective hBN are consistent with the estimations for defect 

formation energy used in the color center yield calculations reported in Figures 4.3-4.4 and 

Table 4.3. 

 Figure 4.8(b) and (c), for VBCN and VNCB defects, respectively, show the ranges of 

electronic chemical potential (Fermi level) over which their different charge states are stable. 

Figure 4.8(b) shows that the three most favorable charge states for VBCN are 0, -1 and -2, out of 

which only first two are spin active, with spins of 1 and ½, respectively and so, this defect might 

not be the one observed by Mendelson et. al in experiment.  Also, according to our DFT 

calculations, the neutral VNCB is not spin active, with the non-magnetic solution being the lower 

energy state, which was missed by earlier works94. Amongst the energetically most favorable 

charge states (+2, +1 and 0) shown in Figure 4.8(c), only +1 charge state is spin-active and has a 

spin-1/2, which was also reported previously95. 
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Figure 4.8. Density functional theory (DFT) calculations. (a) Defect formation energies for a 
representative set of defect complexes consisting of carbon, with two different starting reference 
structures (abbreviated as Ref. Str.). For sake of comparison, all defect formation energies are 
calculated for boron-rich conditions.  The large reduction in formation energies of carbon-based 
defects if the vacancies are already present in the hBN matrix (say, introduced via FIB method) 
as compared to creating these complexes in pristine hBN corroborate the experimental results. 
(b)  Defect formation energy for VBCN defect as a function of electronic chemical potential 
(Fermi energy). Fermi energy is measured relative to the VBM. The solid line indicates the most 
stable charge states for a given electronic chemical potential, showing that this defect prefers a 
charge state of 0, -1 and -2, depending on the Fermi energy. The ball and stick model in the inset 
shows the equilibrium geometry of the defect in the neutral state. (c) Defect formation energy for 
VNCB defect as a function of Fermi energy, showing the preferred charge states for any given 
Fermi level. Only +1 charge state of VNCB is spin active (spin-1/2). The inset shows the 
equilibrium geometry of the defect in the neutral state, wherein the weak boron-boron bond 
between the boron atoms surrounding the defect result in a structure without any local magnetic 
moment. 



 
 

 114 

CHAPTER V 

 

CONCLUDING REMARKS 

 

 The primary work in this dissertation to pattern and characterize quantum emitters in 2D 

insulator hBN makes device integration for quantum information technologies more 

straightforward and adjustable. We first achieve this via repeatable success of SPE creation by 

FIB patterning and carbon annealing at multiple parameter combination values with control over 

ZPL and purity as reported in Chapter II. Additionally, by elucidating a physical mechanism for 

the defect formation process via AFM characterization in Chapter III and modeling in Chapter 

IV, we provide an avenue to better control the optimization of color center creation and 

photophysical properties.  

 This technique increases the utility of room temperature carbon-based hBN SPEs in photonic 

nanostructures such as resonant cavities, optomechanical transducers, and magnetic quantum 

sensors by allowing pick-and-place emitter integration rather than relying on multi-step 

alignment or scaffolding processes. Furthermore, our analysis and modeling improve this utility 

by characterizing the effects of FIB exposure and carbon annealing on emitter yields and 

properties so that future applications of this technique can mitigate undesired damage, reduce 

diffusion source byproducts, and control the size and type of defects. The increased level of 

control over SPE creation possible due to this work can be used to improve the stability and 

indistinguishability of hBN emitters, which are requirements for quantum applications. 

 Beyond hBN, many solid-state emission sources based on extrinsic defects benefit from 

adjustable patterning techniques. Color centers in three-dimensional wide bandgap materials 
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such as diamond, GaN, and SiC as well as defect-induced exciton transitions in 2D transition 

metal dichalcogenides (TMDCs) all depend on the controlled introduction of impurities to form 

defect complexes8,45, but current fabrication techniques either rely on niche implantation systems 

or need multi-step photolithography processes to localize emitters, and sometimes both. The 

general technique presented in this work depends only on the ability to first open a diffusion 

window and create vacancies via FIB, then introduce the impurity dopant via CVD or annealing, 

using equipment and resources more commonly found in standard fabrication facilities. Although 

other single photon sources are based on different extrinsic defect complexes (e.g. NV in 

diamond, VSiVC in 4H-SiC104, Crw in WS2
105), adjusting the dopant feedstock gas or evaporating 

a precursor upstream can provide control over impurity sources and concentrations, while 

adjusting FIB patterning parameters can control the available vacancy concentration and the 

introduction of impurities via a high damage diffusion barrier. Applying this technique broadly 

to pattern solid-state single photon emitters can enable widespread emitter integration for 

quantum photonics and sensors that have unique advantages. 

 These results provide a scalable technique to create solid-state single photon sources in 

materials beyond hBN with low native defect densities, allowing exposure dose, impurity 

species, and diffusion time to be chosen based on system requirements and fabrication 

constraints. This fabrication and modeling framework can be used to design and integrate 

monolithic and hybrid quantum systems that rely on coupling single photons in quantum 

information technologies for transduction, communication, and sensing with more readily 

accessible resources and more time efficient engineering and optimization. 
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APPENDICIES 

 

APPENDIX A 

 

CORRELATIVE SCANNING NEAR-FIELD OPTICAL FLUORESCENCE  

AND TOPOGRAPHY OF HBN COLOR CENTERS 

 

This appendix summarizes preliminary results obtained during my work on the WITec alpha 

3000 Correlative Scanning Near-Field Optical Microscope (SNOM) housed in the Center for 

Advanced Materials Characterization in Oregon (CAMCOR) Surface Analytic Facility in order 

to adapt it for fluorescence measurements. These results were previously reported at the Oregon 

Center for Optical, Molecular, and Quantum Science (OMQ) Fall 2019 Symposium via poster 

presentation. 

 

 Techniques to engineer quantum emitters (QEs) in deterministic locations in solid-state 

hosts such as the 2D material hexagonal boron nitride (hBN) rely on ion irradiation or focused 

ion beam (FIB) patterning that can damage the material surface while creating the desired 

vacancy or implantation defects. Damage to the material and substrate can produce local strain 

gradients and charge traps, which can ultimately lead to variation and instabilities in the zero-

phonon line (ZPL) energy, fluorescence intensity, and quantum purity. Current techniques to 

characterize emitters and correlate material damage are limited by optical localization 

capabilities (i.e. the diffraction limit) and alignment calibrations when transferring samples 

between optical and topographical characterization tools. It would therefore be advantageous to 
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develop a technique to simultaneously characterize optical properties of emitters and the local 

topography of the host material at the defect location with resolutions beyond the diffraction 

limit.  

We leveraged the high-resolution imaging technique of scanning near-field optical 

fluorescence microscopy (SNOM-f) to investigate the location and correlated topography of 

activated emitters to elucidate intrinsic strain dependences on QE formation. In order to only 

collect off-resonant fluorescent color centers, we adapted the WITec alpha 3000 Correlative 

SNOM transmission collection optics by adding a 532 nm notch filter and 550 nm longpass filter 

[Figure A.1]. In this particular instrument, a 532 nm excitation laser is focused into a hollow 

cantilever with 100 nm aperture. The cantilever utilizes AFM feedback principles to maintain a 

sub-wavelength contact distance from the sample during a scan. The evanescent waves 

transmitted through the cantilever aperture are within near-field distance of defects to excite, 

thereby beating the diffraction limit. 

We tested the resolution of SNOM-f by characterizing the same region of an exfoliated 

hBN flake first in a home-built confocal microscope and then in the SNOM. We found that our 

SNOM-f technique improved the resolution by a factor of 2 [Figure A.2]. For the region labeled 

Spot 1, we were able to resolve two distinct color centers from the SNOM-f scan, while there 

was only one present in the corresponding confocal scan. We expect that this indicated there 

were multiple defect-based color centers present in the same localized region that were unable to 

be resolved via traditional confocal characterization. 
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Figure A.1. Schematic of WITec SNOM adapted for fluorescence (Inset) SNOM principles 

Figure A.2. Improving confocal resolution with SNOM (a) Confocal PL scan of exfoliated hBN 
flake and corresponding intensity line cut for spot 1 (b) SNOM-f scan of the boxed area and 
corresponding intensity line cut for spot 1 
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During optical collection, we obtained simultaneous AFM height topography data as 

shown in Figure A.3. We observed surface features in locations that corresponded to the 

fluorescent locations, which could indicate that the color centers are either strain activated or 

were due to some other fluorescent feature on the surface of hBN and not from defects within the 

hBN itself. 

To determine if the observed correlations between AFM topography and SNOM 

fluorescence were due to material dependent defects or were some other imaging artefact, we 

characterized another sample and identified one of the color centers as a QE [Figure A.4]. In 

particular, the highlighted defect appeared on a flake edge in a folded region, supporting 

previous work that observed that hBN SPEs prefer to form at edges. Furthermore, the folded area 

Figure A.3. Simultaneous correlation of hBN color center SNOM fluorescence to AFM 
height topography (a) AFM height scan and corresponding line cut of marked area (b) SNOM-f 
scan of the same area taken simultaneously and corresponding intensity line cut on the same line. 
Highlighted areas and areas on all images correspond to correlated points 
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may have introduced further local strain or confinement that allowed this color center to be an 

isolated SPE. 

Acquiring SNOM data on many SPEs could help answer questions about why SPEs tend 

to form at edges or near grain boundaries, which may be a result of intrinsic strain gradients 

created by deformations in the material. This technique could be used in future work to identify 

where SPEs tend to form and potential intrinsic strain, as the tunable range of hBN SPEs 

depends on intrinsic strain.106 By understanding under which conditions SPEs prefer to form, we 

can further tailor our milling parameters. 

 

 

Figure A.4. Correlative imaging of an hBN quantum emitter (a) SNOM fluorescence image of 
exfoliated hBN with SPE circled (b) AFM topography image taken simultaneously (Inset) 
Antibunching dip of the emitter circled in (a) with g

2
(0) < 0.5 characteristic of SPEs 
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APPENDIX B 

 

SAMPLE IMAGES 

 

This appendix contains optical microscope, scanning electron microscope, and confocal 

photoluminescence images of the samples characterized for this dissertation.  

 

Figure B.1. Optical and SEM of factor screening samples 
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Figure B.2. Confocal PL scans of factor screening samples 
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APPENDIX C 

 

HOME-BUILT CONFOCAL MICROSCOPE USE INSTRUCTIONS 

 

This appendix outlines the steps to operate the home-built confocal microscope in the Alemán 

lab used to collect data for this dissertation. 

 

Confocal Scan 

• Load Sample 

o Use a thin strip of double sided capton tape to adhere sample chip to glass 

microscope slide 

o Place microscope slide on sample stage by sliding under clips 

• Make sure flip mirror is flipped down so that light is collected by camera 

• Turn on camera lamp (red box) 

• Turn on Laser (black box) 

o Flip switch on back of box 

o Wait until red light turns on, the turn key to horizontal orientation 

o Make sure ND filter is in the range 4.1-4.6 

• Adjust position and focus knobs until you can see the light reflect off the sample by eye 

• Open ThorCam Live recording on computer 
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o  

o If sample is not visible (typically blue even if unfocused), Auto-Scale Display 

Settings 

• Course focus by hand until laser spot is small and round 

• Find desired measurement location, adjusting focus along the way 

• To fine focus:  

o Make sure APD power supply strip is OFF 

o On Confocal 2 LabVIEW program click Start Counter 

o        

o Use Picometer on step size + or – 1 to “Step Z pico” (move the stage by small 

amounts), while watching the ThorCam for best focus 
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• When ready to start Confocal Scan (must be done in order): 

o Turn off camera lamp (red box) 

o Push button to flip mirror up (so light goes to collection optics) 

o Change ND filter to 1.6 

 If taking many measurements over multiple days, measure power output 

and adjust filter to keep constant excitation power 

o Turn off room lights  

o Decrease computer brightness 

 Right click LED display on bottom task bar (it looks like a blue computer 

screen) 

 Click Configure 

 Slide scale bar to 95% 

o Turn on APD power strip 

 Open up TimeHarp software 

 Watch sync/cps and input/cps count numbers. The APDs are ready once 

the count numbers flip back to 0 and then show counts again 

• Change file location to correct project folder with user initials  

o   

• Set scan size by scrolling through pre-set XY sizes (in microns) 
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o  

• Start Scan 

Photon Counting [𝒈𝒈𝟐𝟐(𝒕𝒕)] measurements 

• When Confocal Scan is completed, turn off monitor and move to Remote Desktop 

• click Start Counter 

• Drag center cursor over bright spots 

o  

 

• Hover for ~30 seconds to see if signal attenuates or if there is consistent fluorescence  
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o  

• Open TimeHarp software 

• Click GO 

o  

 

Consistent fluorescence, 
good to try g2 bleaching 
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