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DISSERTATION ABSTRACT 

Samantha O. Shepherd  

Doctor of Philosophy in Chemistry 

Title: Quantitative determination of gas-phase thermodynamic barriers of proteins for native Ion 

Mobility-Mass Spectrometry: applications and implementation of an Improved Impulsive 

Collision Theory 

Ion mobility-mass spectrometry is a powerful tool for identifying and elucidating 

biomolecular structures and behaviors. This technique is able to retain even weak and non-

covalent interactions permitting the study of native or native-like gas-phase biomolecular 

complexes including folded proteins, protein-protein complexes, and protein-ligand complexes. 

Historically, energetic and thermodynamic information has been limited to techniques on 

specialized instrumentation and/or computationally expensive strategies. This changed with the 

development of “proto-IonSPA” to allow rapid determination of thermochemical barriers for 

protein dissociation and unfolding on modern, commercially available instrumentation.  

In this work, reproducibility, repeatability, and applications of the use of thermochemical 

measurements on modern, commercially available instruments are assessed, inspired by a need to 

compare gas-phase dissociation and unfolding of proteins more broadly. This groundwork 

enables the development of an Improved Impulsive Collision Theory (IICT) in a Monte-Carlo 

python script, which in turn improves qualitative and quantitative understanding of activation in 

Collision Induced Unfolding and Dissociation. This program further enables the determination of 

gas-phase thermochemical barriers for the dissociation of proteins in modern commercially 

available mass spectrometers. Reasonable agreement is shown with literature standards and 

between different mass spectrometer designs and experimental parameters. This agreement is 
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particularly noteworthy due to the drastic difference in timescales being compared (seconds in 

the literature to as low as microseconds in this work) This dissertation includes previously 

published co-authored material. 
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I. INTRODUCTION 

Mass spectrometry is an extremely useful tool for analysis of intact biochemical samples, and  

nano-electrospray-ion mobility-mass spectrometry (nESI-IM-MS) is well poised to manage many difficult 

to characterize biological samples due to its low sample needs, extreme sensitivity, specificity, and 

speed.1–11  Analysis by nESI-IM-MS typically requires 10-50 microliters or less of 1-10 micromolar 

protein, data collection can typically be completed in minutes, and mass accuracy can be as good as a few 

ppm. Ions can be isolated or separated by m/z and/or ion mobility to allow analysis of a single m/z species 

of ion mobility conformer family (i.e., set of related conformers with similar collision cross section). The 

capabilities of nESI-IM-MS can be expanded by including a collisional activation step, typically prior to 

ion mobility separation, where internal energy is deliberately deposited into proteins from collisions 

between the ion and a buffer gas to dissociate or unfold (Collision Induced Dissociation (CID) or 

Collision Induced Unfolding (CIU)). CIU can be used to generate a CIU fingerprint, a representation of 

the unfolding of protein’s collision cross section (CCS) as a function of nominal voltage (energy), which, 

like a spectroscopic fingerprint, can be highly unique to that protein.7,12  Mass spectrometry is regularly 

used directly and in combination with other biophysical and computational techniques to infer 

biomolecular structure beyond mass assignment.13–21 Protein unfolding and dissociation are incredibly 

useful tools in mass spectrometry for studying fragmentation patterns,1,22–30 complex and binding partner 

identification,31 subtle structure differentiation,32,33 and protein classification.34,35 However, a major 

challenge in the field is to correlate the results of native mass spectrometry to solution phase structure, 

function, and behavior.36 In this introduction, I describe in detail the nature of this challenge, the context 

of previous quantitation of energetics, and briefly outline my dissertation work. 

One challenge in interpreting nESI-CIU/D-IM-MS data, especially quantitatively, in terms of 

solution phase structure, is that mass spectrometry data are collected in a very different environment than 

in living organisms.14 Many biophysical studies use and leverage techniques to determine biological 

structural information that necessitate data collection in different from life environments. These 
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techniques include x-ray crystallography, in which structures are destabilized from solution to cause 

crystallization (necessarily leaving more solution-stable species behind); cryo-EM, which requires a 

protein to be cryogenically frozen and stationary; atomic force microscopy (AFM)37 and optical tweezers, 

which tether and apply mechanical forces to proteins;38 and protein NMR. Like these biophysical 

techniques, nESI-IM-MS occurs in an environment very different from the cell, but can still provide 

valuable insights on protein structure and behavior. Some approaches to this problem have focused on 

using nESI-IM-MS, primarily or exclusively, as a measurement tool for probing solution phase 

experiments.9,39–42  

To approach these problems a strong understanding of the limitations of each technique is 

valuable. For example, in x-ray crystallography, because most often the protein is in a single 

conformation, the relative position of the atoms and amino acids can be determined with high resolution. 

Consequently, x-ray crystallography is not ideal for studying dynamics and kinetics of disordered regions 

or proteins, but can be a powerful technique to study folded proteins or as a starting point for further study 

using orthogonal techniques such as molecular dynamics simulations.43–45 Cryo-EM is limited by beam 

induced motion of analytes, can lead to sample degradation, requires averaging of many similarly oriented 

structures, and is limited to larger structures (typically > 100 kDa).46 NMR typically a maximum size 

limit of 30 kDa and requires a protein be soluble, though some techniques are pushing past those 

boundaries.47,48 All of these techniques have been used to generate relevant biological structure 

information, but an understanding of each technique’s specific limitations informs decisions on 

experimental approaches for a given problem and inferences on protein structure and behavior from the 

results. To take full advantage of mass spectrometry then, it is useful to develop a strong understanding of 

the fundamentals underlying transfer to the gas phase and subsequent gas phase behavior. 

Prior studies have explored gas phase fundamentals extensively. From these works, it is 

understood that transfer to the gas phase using nESI can kinetically trap biomolecules and their 

complexes in structures very closely resembling those in the condensed phase.49–53 However, the ion can 

only remain kinetically trapped as long as it does not gain sufficient additional energy or have sufficient 
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time to rearrange to a more energetically stable gas-phase conformation. The gas-phase free energy 

landscape factors influencing this new conformation include the dramatic (at least 18x) difference in 

dielectric permittivity in the gas phase as compared to water, the lack of solvent that causes a reduction in 

hydrophobic driving forces of protein folding, changes in gas phase basicity,54–57 and carrying a non-

water-solvated charge.58–61  

While nESI-CIU/D-IM-MS techniques can quickly generate a wealth of information, some of that 

information does not yet inform structure assignments, including fragments not assigned,62,63 and the rate 

of change in CCS as a function of voltage (shape or “slope” of a CIU transition) is generally not 

considered. To interpret and synthesize the entirety of the information generated using these techniques 

will require further careful experimentation and theoretical developments. Furthermore, development of a 

greater understanding of the underlying mechanisms of structural disruption techniques will aid in both 

quantitation and interpretation of these gas phase measurements. By developing a stronger understanding 

of the underlying mechanisms of collisional activation in native mass spectrometry, we hope data can be 

more intuitively and confidently interpreted, artefacts more easily identified,55,57,64 and experiments and 

instruments designed for answering novel research questions with novel techniques. Ideally, one day CIU 

fingerprints might be interpreted in terms of biomolecular structure, especially those recalcitrant to 

conventional structural techniques, in a way similar to force-extension curves in AFM pulling and optical 

tweezers experiments, but with the much higher throughput, specificity, and speed available in IM-MS. 

Quantitative energetics by mass spectrometry 

A major challenge in native mass spectrometry, and modern CIU/D in particular, has been to 

define the energy axis to allow for comparison to external standards, comparison between laboratories, 

and comparison over time. In CIU , the CCS axis is well standardized and calibrated,65–68 but the energy 

axis is neither calibrated nor standardized. Some attempts at calibration between techniques have been 

performed,69,70 in some cases internal energy has been considered,71–79 and other techniques do utilize 

energetic calibration standards (thermometer ions).80–85 Most often these values are reported as the voltage 
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used in the collision cell to generate 50 percent dissociation (CIU50, CID50, SID50),86–88 an instrument 

specific parameter, or this voltage multiplied by the charge of the ion.69,89 

CIU/D50 values measured on different instruments for the same dissociation reaction can differ 

significantly, especially with the development of new collisional activation instrumentation such as the 

Agilent’s in-source CIU cell.90 Additionally, inter-instrument reproducibility of collisional activation 

techniques remains largely uncharacterized, although inter-lab and inter-user studies suggest the potential 

for high inter-lab reproducibility on the same instrument.90 A potential approach comparing the results 

from activation experiments in different instruments, between laboratories, and over time is through the 

use of internal energy and determination of thermodynamic barriers. Thermodynamic barrier parameters, 

by definition, remain the same for the same reaction in any instrument cell and can offer insight into 

transition states and mechanisms of reactions, which in turn can allow for inferences about reactant and 

product structures. One can imagine being able determine the area of an interface in a protein-protein 

complex, confidently differentiate between specific and non-specific binding of ligands, determine the 

interface area of a particular folding domain in a protein, and/or aid in determining structural differences 

between similar protein structures (such as originator antibody drugs and biosimilars). Comparing 

CIUD50 values between instruments and labs is increasingly important and increasingly challenging due 

to diverging instrument designs, the potential for long term drift in these techniques, and the lack of clear 

procedures in place for standardizing and calibrating native mass spectrometry activation in modern 

commercially available instruments. 

There is a long history of thermodynamics, energetics, and kinetics work in mass spectrometry. 

However, the currently available strategies for taking gas phase thermodynamic measurements are limited 

to smaller molecules80,91–98 and/or specialized instrument setups.72,99 These techniques also typically 

require extensive ab initio and RRKM modeling, which is challenging to scale up as protein analytes 

studied by mass spectrometry increase in size. Consequently these techniques can be exceedingly difficult 

or impractical to apply to CIU and CID in modern commercially available instruments.  
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At present, uncertainty over the structural changes proteins undergo and their relative energetic 

barriers in the gas phase can lead to uncertainty in assigning gas-phase observations to solution phase 

structures and dynamics.14 As an example, the possibility of misassignment of a gas-phase artefact to a 

significant and biophysically relevant structure increases when the gas-phase dynamics and free-energy 

landscape underlying activation induced structural changes in mass spectrometric measurements are not 

considered.55,100,101 Quantitating dissociation and unfolding based on internal energy, as has been 

previously performed with other activation techniques in mass spectrometry, could solve these challenges 

as long as the method for doing so is sufficiently flexible to many instrument designs and analytes, 

sufficiently computationally inexpensive to apply, and sufficiently accurate in comparison to previously 

determined thermodynamic barriers for gas-phase protein dissociation. 

In this dissertation I describe my contributions to developing a stronger mechanistic 

understanding of the physical principles underlying modern native ion mobility mass spectrometry for the 

purpose of developing a method able to quantitate the energy involved in gas-phase dissociation in 

modern, commercially available collision cells. A “fundamentals-forward” approach has already been 

shown to have considerable benefits including 1) identification of gas-phase artefacts or confirmation of 

their absence,55,57,64 2) more facile structural interpretation available from the standardization of CCS in 

TWIMS65,66,68 and an analytical and computational assessment of gas-phase compaction,100 and 3) 

experimental design for desired reaction products.102 In this dissertation I describe in detail my research in 

applying and expanding a model for determining quantitative gas-phase protein ion thermodynamic 

barriers by careful assessment of reproducibility and repeatability of nESI-CIU/D-IM-MS measurements, 

theoretical considerations of ion-gas particle collisions and their impact on protein internal energy, and 

consideration of the physics of other portions of ion trajectories through mass spectrometers. 

History of mass spectrometry and native mass spectrometry 

For over a century mass spectrometry has been applied across scientific disciplines. It has 

undergone many transformations since its initial development, aiding in its application to a wide variety 

of problems. In some of its most recognizable modern applications, mass spectrometry is coupled to a 
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separation technique, such as gas or liquid chromatography (GC/MS or LC/MS) and used for compound 

identification, structural characterization, and quantitation in a wide variety of fields from earth and 

planetary sciences to synthetic chemistry, pharmaceutical development, and many other applications.  

In addition to developments in orthogonally coupled techniques, ion optics, which steer the ions 

through mass spectrometers, and mass analyzers, which separate ions by mass in space and or time for 

detection, within mass spectrometers themselves have undergone many transformations over the 

technique’s lifetime. Mass spectrometers can have a range of mass analyzers including those from time-

of-flight (TOF),103–105 in which ions are accelerated through a long, high vacuum region to determine their 

mass-to-charge ratio, to Fourier-Transform- Ion Cyclotron Resonance (FT-ICR) mass spectrometers,106–

109 which are used to determine mass-to-charge ratios by measuring their cyclotron frequencies within an 

external magnetic field. These mass analyzers and detection methods alone measure the mass-to-charge 

ratio of an intact or pre-fragmented analytes  to determine information about their structure. However, 

current analysis in mass spectrometry is not limited to simple measurement of sample masses. Instead, 

there are many mass spectrometry coupled techniques which add internal energy to ions in the gas phase 

to generate product ion patterns that can be used to determine the structure of small molecules or 

peptides,22,110,111 dissociate non-covalent complexes,3 perform ion reactions,102,112–114 or partially unfold 

native-like protein structures.7,12,36 

Innovations that enable these experiments include collision-induced dissociation (whether in the 

trap of an FT/ICR, inside a multipole trap,23,115–117  or other variants),  electron capture/transfer 

dissociation,11,118–122  nozzle-skimmer dissociation in the ion source region,123–126 surface induced 

dissociation,71 and blackbody infrared radiative dissociation.72 To enable analysis and fragmentation of 

large ions, such as proteins, nucleic acids, large polymers, and even intact viral capsids, innovations in 

ionization and steering have been highly effective2,127,127 to determine thermodynamic barriers for the 

dissociation of protein complexes,58,128 identification of protein structure modifications,129 and small 

structural differences.130 
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While, in its initial forms, mass spectrometry was limited to the characterization of small to 

moderate sized ions, the discovery of electrospray ionization (ESI) as an ionization method in mass 

spectrometry tremendously increased the size of ions that could be transferred to the gas-phase intact.131 

Since the development of ESI, instrumentation development has increasingly supported the analysis of 

larger biological samples by mass spectrometry.18,20,21,36 To date, intact biomolecular complexes as large 

as ~18 MDa have been characterized using ESI, and no upper mass limit for this ionization technique has 

been established.  

nano-electrospray ionization (nESI) 

In 1980s, electrospray ionization (ESI) was developed131,132 based on earlier electrospray-bath 

gas-free-jet experiments.133 In these experiments Fenn and Yamashita measured ion clusters and 

characterized the influences of voltage, ion currents, and cluster distribution on each other. Fenn 

subsequently received the 2002 Nobel Prize in chemistry for showing that ESI could be used to ionize 

intact proteins (“flying elephants”)134 from solution directly into the gas phase without the need for 

digestion into much smaller peptides. Subsequently this method of ionization was applied to analytes 

eluted from liquid chromatography, which fortuitously can be operated at flow rates well-suited toward 

analyte detection with mass spectrometry, and to intact protein analytes directly introduced from “static” 

capillary sources without LC.129,135,136 Unlike many other ionization techniques, ESI can transfer large 

proteins and protein complexes to the gas phase as ions and is able to do so softly, i.e., with minimal 

disruption of the delicate non-covalent interactions structures found in folded native-like proteins and 

protein complexes.49,50 Nano-electrospray ionization (nESI) was initially developed in the 1990s as 

"micro-electrospray", using gold-coated capillary emitters with a 1-3 micrometer opening.137 The 

development of nESI has enabled the study of proteins and protein complexes under even softer (less 

disruptive) conditions in part by requiring lower spray potentials. 

ESI generates micrometer-scale droplets, whereas nESI generates nanometer-scale droplets from 

micrometer scale openings. nESI has much lower sample needs and is a softer technique (preserves more 

delicate structure) than ESI. In nESI, droplets with diameters of many tens to hundreds of nanometers are 
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formed by applying an electric potential between solution contained in an emitter (via a gold coating on 

the outside of the capillary or a platinum wire in direct contact with the solution) and the entrance to a 

mass spectrometer without the aid of a pump (static nESI) or with the aid of a syringe pump to generate 

charged droplets.  There are several reasons for nESI’s “softness” including evaporative cooling as water 

evaporates from solvent droplets keeping proteins from heating considerably, the decreased potential 

required to form charged droplets, and the increasing strength of noncovalent interactions as the solvent 

evaporates. Several exquisite studies have demonstrated that proteins can retain both secondary and 

higher-order structure as well as function upon transfer to the gas phase,49,50 and a plethora of other 

experimental and computational studies provide additional evidence of structure retention.3–7,138,139 Since 

its initial development, nESI has enabled characterization of increasingly larger complexes, such as intact 

ribosomes, viral capsids, and large membrane protein assemblies with adducted native lipids.15,140–144 

nESI’s softness as an ionization method, e.g. its ability to retain non-covalent structure, and its low 

sample needs these make nESI a widely appealing and commonly used ionization method for native (ion 

mobility) mass spectrometry analyses. 

Many studies have investigated the principles and mechanisms underlying (n)ESI and informed 

its development. Previous studies have focused both on modeling evaporation and fission of droplets in 

electrospray ionization51,145–149  and on the mechanism of charge deposition52,54,150–155 using both 

theoretical and empirical methods.137,148,149,156–159 As water from a droplet evaporates the charges on the 

surface move closer together. At the Rayleigh limit the repulsion from these charges is too great for the 

droplet to remain stable. At this point the droplet undergoes a process called Rayleigh fission, where a 

Taylor cone, or elongated point on the surface of the droplet, is formed and cone small charged droplets 

are pinched off. The analyte may be contained in the initial droplet ("parent" droplet), or the resulting 

droplet ("progeny droplets"). When the analyte remains contained in the parent droplet or any larger 

droplet, more evaporation is needed for this analyte to become a ’bare’ ion, detectable by mass 

spectrometry as its own mass.  
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The detailed mechanisms by which charges are deposited onto an analyte have been described by 

three conceptual models. These are the Ion Evaporation Model (IEM),160–162 applicable to small analytes; 

the Charged Residue Model (CRM),160,163,164 which dominates in the case of large compact ions; and the 

Chain Ejection Model (CEM),163,165 which applies to large analytes in non-native conditions. In the IEM a 

charged analyte evaporates from the surface of droplet, while in the CRM a droplet undergoes cycles of 

evaporation and fission and the final shell of water surrounding the analyte transfers charges onto the (still 

folded) protein as it evaporates. In the CEM, one or more longer more tendril-like portions of the 

(unfolded) analyte extend beyond the boundaries of the droplet; to remain well distributed along available 

space some charges remain on the portions of the analyte beyond the boundary of the droplet. Each model 

likely contributes to the entire picture of charge deposition in ionization, and the model which most 

accurately describes the behavior differs depending on experimental conditions.  

If other nonvolatile components are contained in the droplet, such as sodium and potassium ions, 

the analyte and non-volatile components can bond as they occupy a decreasing volume of solvent. This is 

one cause of non-specific adduction, a noncovalent interaction that is observed by mass spectrometry but 

does not reflect the analyte’s typical structure or binding partner. Non-specific adduction is a major 

challenge in native-mass spectrometry.166–169 Salts present in solution adduct to the desired analyte 

confounding inferences of solution phase structure and behavior of analytes. These adductions can cause 

structural disruption, obscure accurate masses of analyte, or even, in cases of extensive adduction for 

large ions, obfuscate analyte identification.170–172 Non-specific adduction poses another challenge when 

nESI is used to interrogate protein-protein or protein-ligand complexes. Similarly to salt adduction, the 

results may be influenced by non-specific or artefactual binding of other solution components such as 

ligands, monomers, or lipids to the analyte. These challenges are often mitigated in three ways: first, 

through the use of solutions made of volatile salts (such as ammonium acetate), which typically evaporate 

rather than adduct to analytes in the gas-phase; second, through the use of deliberately more activating 

(less soft) ionization conditions, which may destabilize salt adductions; and, third, through the use of 

smaller (submicron-diameter) emitters, which produce smaller initial droplets. 
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Typical nESI emitters are 1-3 micrometers in internal diameter. Recently several studies have 

been published with the purpose of communicating strategies to make nESI emitters with less than one 

micrometer i.d..166,168 The use of these submicron emitters reduces the number of droplets with 2 or more 

components present in the same droplet at a given concentration. This can allow for a much more 

confident assessment of specific binding of proteins and ligands at higher concentrations than for larger, 

micrometer emitters. Submicron emitters can also greatly reduce nonspecific adduction, because the 

initial droplets inherently contain fewer salts and other co-solutes than those generated with larger 

emitters. This can enable acquisition of mass spectra of proteins electrosprayed out of widely-used 

biological buffers containing high concentrations of salts (e.g., HEPES, Tris, and phosphate buffers) 

under some conditions.173 This expands the range of proteins mass spectrometry can investigate to include 

those which are unstable in volatile aqueous solutions and buffers. 

Reproducibility 

nESI is a powerful platform for preparation of native-like protein ions and has been used to 

prepare intact, native, and denatured biological ions for study by mass spectrometry with great 

success.49,50,174,175 Many aspects of native mass spectrometry are highly reproducible, and considerable 

effort has been dedicated to ensuring this. For unactivated ions, charge state distributions consistently 

overlap when using “soft” ionization conditions,52 collision cross sections are highly consistent across 

instruments,65,67 and solvent identity and pH impact samples reproducibly.145,154,163,176,177 For activated 

ions, the same products are typically generated for dissociation of a given analyte, with product ratios 

varying on different instruments or under different conditions.84 In some cases, drastically different 

activation time-scales, such as those between CID and SID, result in alternate dissociation pathways.178,179 

Collision induced unfolding and surface induced unfolding are sufficiently reproducible to identify 

scaling between the two techniques69,70 and perform triplicate measurements with very low deviations. 

For CIU/SIU the qualitative features (CCS value visited, shapes of the transitions and features) are 

recognizably different between different proteins and visibly share features between similar 

proteins.13,33,35  
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However, nESI, and its macroscale counterpart ESI, can also display variable results and variable 

stability.75,126,177,180–183 Some of these have previously been attributed rather nebulously to user "touch" 

(e.g., measuring different extents of ligand binding despite following “identical” experimental protocols), 

emitter position, and emitter-instrument entrance angle.180,184 During my training in this PhD, the 

observed variability has been anecdotally, and sometimes humorously, attributed to humidity, day of the 

week, mood of the user, nESI emitter opening, previous capillary voltages, the nESI user, how close a 

deadline is, placement of a platinum wire within an emitter, quality of electrical contact, length of 

platinum wire, potentials deeper into the instrument, temperature, weather, age of buffer solutions, quality 

of the emitter, amount of salts present, and empirically attributed to emitter position on some nESI 

sources. This is of value to note as nESI techniques are passed on during mentorship and training during 

academic experiences (undergraduate, graduate, and postdoctoral research), and in that process 

information and methods which are not necessarily published or quantitatively validated are also passed 

on. In some cases a single user or a single lab or lineage can achieve highly reproducible results from 

nESI-(IM)-MS experiments,185,186 while in other cases results may vary.180 Some studies have aimed to 

characterize reproducibility,90 but there is much left to understand in both the empirical causes of "good" 

nESI spray and the physical models needed to describe and predict "good" and "bad" nESI.  

nESI’s sensitivity to parameters and ability to maintain native-like structure on many different 

instrument source designs and across many different samples and solvents can be valuable and to 

maintain high reproducibility it is important to characterize and report this as low reproducibility and 

repeatability pose a challenge to both quantitation and comparison. Some evidence suggests that ions 

nESI may impart sufficient internal energy to impact energetic quantitation,181,182 but energetic calibration 

standards for energetics in protein dissociation and unfolding and nESI “softness” are not routinely 

employed. Other calibration standards such as those for mass calibration, collision cross section and ion 

mobility calibration,65,67 are regularly used. Though thermometer ions have been used as an energetic 

calibrant,81,85,97,187 they are not typically employed in studies of protein unfolding and dissociation to 
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calibrate energy deposition. A further discussion on the impacts of reproducibility and repeatability of 

nESI as applied to structural disruption of proteins is presented in Chapter III. 

Activation of Proteins and Peptides 

Thermodynamic barrier values for protein and peptide dissociation in gas phase have been 

determined for dissociation events of proteins and peptides using BIRD, GIBMS, and SID.58,71,79,128,178,188–

190 These efforts have resulted in a small catalog of thermodynamic measurements on a number of small 

molecules, clusters, petides, and small to moderately sized proteins, which can be used in benchmarking 

new techniques, as well as in their original purposes. These efforts have also resulted in models 

representing physical understandings of internal energy deposition and subsequent dissociation (or 

decomposition) in the gas-phase. In general these models operate based on two distinct steps: 1) 

activation or internal energy deposition to generate an ion with high internal energy and 2) a unimolecular 

dissociation (decomposition) event.79 The extent of dissociation can be readily measured, but clarity on 

the internal energy deposition from multiple subsequent collisions and the resulting statistics is needed to 

evaluate energetic barriers in modern, moderate pressure, commercially available collision cells.  

One model proposed for describing this collisional activation is the Impulsive Collision Model 

(ICM).191 In this model the gas particle has an inelastic collision with a small subdivided portion of the 

ion referred to as the pseudo-atom. A small amount of energy from the collision is transferred into kinetic 

energy of the pseudo-atom, which is in turn internal energy of the overall protein. This model was tuned 

to collisional activation of peptides and found a pseudo-atom mass of 32 Da using argon as a collision 

partner. On modern commercially available instruments, due to their higher pressure operation generating 

many collisions which both heat and cool any analyte, so the ICM could not be applied accurately without 

modification to include analyte collisional cooling. 

In BIRD experiments a massive copper “jacket” surrounding the ion cell of the instrument is 

heated to the desired analysis temperature, and the ions are rapidly equilibrated with that temperature 

through exchange of blackbody photons between the ions and the copper jacket. The dissociation of the 

ions is measured at multiple temperatures to determine the rate of decay and in turn the thermodynamic 
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barrier information. BIRD has been used a heating method for taking accurate and precise 

thermochemical measurements of native-like ions as large as ubiquitin. Price and coworkers justify their 

work theoretically and experimentally,72 suggesting BIRD values as the gold-standard of quantitative 

thermodynamic barrier information. While values from BIRD are considered the best available from gas-

phase dissociation of proteins, the experiment is time intensive, taking days to weeks to collect the data to 

determine a single value and requires the use of an FT-ICR instrument fitted with a copper jacket. To our 

knowledge, both the BIRD instrument originally developed in the Williams group and a latter one 

developed by the Klassen group have been decommissioned, and no other BIRD-capable instruments 

have been recently reported in the literature, thus BIRD-capable instruments are no longer available at 

present anywhere in the world. 

In guided ion beam mass spectrometry (GIBMS), a beam of ions is collided with a beam of 

neutral gas in a single collision and the reaction cross section is determined.79,192–194 This reaction cross 

section is determined by converting the raw ion intensities based on the pressure and length of the 

collision cell. The cross section is a function of the excitation energy, i.e., center-of-mass frame collision, 

E. This information is obtained through careful consideration of observables such as scattering angle from 

the beam and lab-frame kinetic energies before and after the collision. This technique typically requires 

both specialized equipment (currently only in use in the Armentrout group) and a sufficiently high 

vacuum to generate products of a single high energy collision. These requires make this technique 

challenging to employ on commercially available mass spectrometers192 and challenging to scale to intact 

and native proteins and protein complexes. 

SID, which is much more widely available now as a vendor-supported modification to 

commercial MS instrumentation,195,196 was applied alongside rigorous modeling to describe the kinetics of 

gas phase fragmentation of leucine enkephalin.178 In this study a model was identified in advance for the 

reaction pathways of leucine enkephalin, and experimental data were fit to determine the activation 

energy (Ea), the Arrhenius prefactor (A), and the entropy barrier to dissociation for each pathway. 
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Ion Mobility 

In modern commercially available instruments, native mass spectrometry is often coupled with 

ion mobility mass spectrometry (nIM-MS or nESI-IM-MS). Initially and today, drift tube ion mobility 

(DTIMS) were coupled to mass spectrometers.197,198 In DTIMS, ions are pulled through a tube filled with 

neutral buffer gas at a moderate to “high” pressure (i.e., a few mbar) using an potential difference. Ions 

with a large rotationally averaged surface area (collision cross section, CCS), i.e., those with lower charge 

states or a more “extended” structure, travel more slowly than those with smaller CCS. This is similar to 

how a crumped piece of paper, a unfolded sheet of paper, and a paper airplane drop to the earth at 

different speeds though the same mass and acted upon by the same gravity. In low-field DTIMS, the time 

an ion takes to travel through the cell depends directly on its collision cross section charge state through 

the Mason-Schamp equation. 

To increase the separation achievable over a relatively short length ion mobility cell, "traveling-

wave" ion mobility cells were developed; by applying a varying potential across electrodes over time to 

move the analyte ions through the tube of buffer gas, similar resolution to drift tube ion mobility can be 

achieved using a significantly shorter tube.199,200 In TWIMS, unlike DTIMS, the time the ion takes to 

travel through the cell is dependent on more factors and lacks a closed-form expression in terms of 

collision cross section. Consequently, determining CCS using TWIMS requires careful calibration. 

Multiple calibration approached have been proposed with a set of well-behaved proteins with well-

defined CCS values,65 theoretical calibration based on mathematical insights and computational 

modeling,68,201 and an empirical calibration using polyalanines.66 

Modeling efforts have provided two additional important insights into IMS. First, modeling of the 

TWIMS cell in both SIMION, a program which models ion trajectories through user-input ion optics, to 

study ion trajectories and mathematically has provided insights into TWIMS mechanics. These insights 

have been applied to generate a mathematical CCS calibration.66 Additional mechanistic study was 

dedicated to ensuring the absence of ion heating or structural disruption in TWIMS cells,85 which were 
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theorized to arise due to the higher electric potentials constituting the traveling wave as compared to the 

electric potentials in the drift cell. 

In biological structure determination in addition to accurate measurement of CCS, the 

relationship between measured CCS and native structure is important. Extensive study into the gas-phase 

effects referred to as gas phase compaction or collapse has recently permitted direct quantitative 

comparison of ion mobility data to proposed solution phase structures where previously only relative 

comparisons were accessible.100,202 

Collision Induced Unfolding and Dissociation (CIU/D) 

In characterization and identification of small biological molecules a fragmentation pattern can 

differentiate between two very similar molecules and is routinely used for complete determination of ion 

structure.203,204 In modern applications many strategies for fragmentation can be employed including 

electron capture dissociation,118–120,185 where an electron is added to an ion to generate an unstable radical 

which then dissociates to a more stable form; surface induced dissociation,28,71,178,205 in which an analyte is 

collided at high kinetic energy with a stationary surface rapidly increasing its internal energy; ultraviolet 

photodissociation (UVPD),1,206,207 where ions are excited by an ultraviolet laser to increase their internal 

energy and cause dissociation; or collision induced dissociation (CID)29,56,191,208–211 where an ion has many 

collisions with a buffer gas (relatively) slowly increasing its internal energy. These techniques have all 

generated many structural insights about biological samples including oxidation of heme in proteins,24,212 

sequence identification111,125,213,214 (and recently attempts at assigning internal fragment ions),62,63 ligand 

binding partners,31,34,180,207,215–220 and protein complexes quaternary structure among others.3,25,221,222 

Coupling these structural disruption techniques with ion mobility, in which ions are separated by 

shape/charge, gives rise to a common technique in IM-MS for studying the structure of proteins and 

protein complexes: collision induced unfolding (CIU).12,14 In CIU, like CID, protein ions are heated by 

many energetic inelastic collisions between the ion and a neutral collision gas. Proteins activated in this 

way often unfold (collision induced unfolding (CIU)) due to breaking of non-covalent bonds and, at 

higher energies, may dissociate (collision induced dissociation (CID)) as covalent bonds are broken. 
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Dissociation and unfolding in this method of activation have been proposed to proceed by the “mobile 

proton model”, where a proton moves from one basic site on the protein to another under activating 

conditions. This can lead to proton-assisted dissociation of  covalent bonds in CID or of non-covalent 

bond in CIU.26,56,60,223,224 

One strategy for representing and analyzing these data is as a “CIU fingerprint”. In this 

representation a temperature plot of the CCS or drift time (y-axis) over collision energy or voltage (x-

axis) is plotted.12,86 Typically a protein has an initial, well-defined, native-like initial cross section which 

expands to multiple subsequent well-defined distributions, though in some cases compaction or multiple 

concurrent stable states are observed. CIU fingerprints for significantly different proteins can look 

significantly different, visiting a different number of states, remaining in those states through different 

levels of energy, and different shapes of states. For subtly different proteins the CIU fingerprints often 

look qualitatively similar with distinct differences in some features or transition energies.32–35 Using CIU 

in nIM-MS, a number of new methods have been developed to utilize mass spectrometry as a biochemical 

and biophysical tool to probe structural differences in secondary and tertiary structure. Recently CIU has 

been used in wide variety of protein structure applications.12,32,33,35,207,225 

Historically, structural disruption techniques have been used in solution to infer structural 

patterns of behavior from the shape of transitions between initial, intermediate (if stable enough to be 

observed), and unfolded structures.226 In principle, the same kinds of inferences should be possible in the 

gas phase with a strong understanding of the mechanisms relating gas-phase behavior to structure. Where 

unfolding studies in solution typically observe proteins visiting 0 or 1 intermediate (1-2 transitions), CIU 

often observes 3 or more transitions for sufficiently large protein ions. The number of transitions has been 

correlated with the number of domains in a variety of protein ions.227 And, like in the solution phase 

unfolding experiments, the slope of a decay curve representing the transition may be able to inform 

structural assessments of stability, cooperativity, and potentially local structure assignments. In order to 

identify the slopes and midpoints of decay curves associated with gas phase structural transitions in an 

absolute sense (i.e., in terms of internal energy) it is necessary to determine an instrument-independent 
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quantity that can be associated with the x-axis rather than with respect to an instrument-specific parameter 

(i.e., the nominal voltage entered into the instrument control software). Currently the denaturant axis is 

typically defined as the nominal voltage of the collision cell in a given instrument or, alternatively, as the 

nominal voltage multiplied by the charge (i.e., the approximate initial lab-frame kinetic energy of the ion 

as it enters the collision region of the instrument). Because instrument settings and instrument designs can 

differ significantly between experiments, between models, and between labs, the nominal voltages 

reported may not have any or an immediately clear relation to each other quantitatively or qualitatively. 

 Given the frequency with which users vary parameters and different labs use one of many 

commercially available instrument designs or in some cases homebuilt instruments, an assessment of the 

microscopic physical characteristics of the ion, such as internal energy, can be substituted for 

macroscopic instrument parameters, such as acceleration voltage, to determine thermodynamic barriers. 

Prior work from our lab pursued this same goal with considerable success for the Waters Synapt G2-Si 

using a simple collision model based on a 90% transfer of lab-frame kinetic energy into internal modes of 

the ion.186,228  

Despite the gap in quantitation of the energy axis in CIU, significant effort has been applied to 

understanding the implications of protein and peptide size in the gas phase and their increasing CCS upon 

activation.65–67,69,100,229–232 To generate a quantitative understanding of the energy axis, we can draw on this 

long history of modeling of ion behavior as a strategy for instrument and experimental design;69 

quantitative understanding of other methods of activation28,71,72,79,85,191,233,234 and deepening mechanistic 

understanding of gas phase processes;26,57,85,91,224,233,235–240 and inferring relevant solution and biochemical 

behavior6,32,51,216,241,242 in native mass spectrometry. 

In this dissertation… 

In Chapter II, I empirically characterize the binding energies of non-specific adduction of lipid 

head group analogues using a moderate complexity model (proto-IonSPA). Work in this chapter was 

published in the International Journal of Mass Spectrometry and co-authored with Micah Donor, Jesse 

Wilson, and James Prell. In Chapter III I use an analytical approach to characterize the repeatability and 
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reproducibility of nESI-CIU and nESI-CID as a function of nESI emitter position in relation to the 

entrance to the instrument. Material in this chapter was published in the Journal of the American Society 

of Mass Spectrometry and coauthored by Elizabeth Resendiz, Austin Green, Kenneth Newton, Ruwan 

Kurulugama, and James Prell. In Chapter IV I describe the benchmarking and validation of a model 

(IonSPA) simulating the physics of activation due to collisional activation, where I use the previous 

reproducibility results to inform the uncertainty of these measurements. A manuscript based on this work 

is in preparation and will be coauthored by Austin Green, Kenneth Newton, Jody May, John McLean, 

Ruwan Kurulugama, and James Prell.  
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II. LIPID HEAD GROUP ADDUCTION TO SOLUBLE 

PROTEINS FOLLOWS GAS-PHASE BASICITY PREDICTIONS: 

DISSOCIATION BARRIERS AND CHARGE ABSTRACTION 

This chapter includes previously published co-authored material with co-authors Micah 

Donor, Jesse Wilson, and James Prell. Data collection, data analysis, and project 

conceptualization were performed by all parties. Replicate data collection and analysis were 

performed by Samantha Shepherd. A first draft of this manuscript was written by Micah Donor 

and Jesse Wilson, subsequent draft were rewritten to include new data and framing by Samantha 

Shepherd and James Prell resulting in the final published manuscript. 

Abstract 

Native mass spectrometry analysis of membrane proteins has yielded many useful 

insights in recent years with respect to membrane protein-lipid interactions, including identifying 

specific interactions and even measuring binding affinities based on observed abundances of 

lipid-bound ions after collision-induced dissociation (CID). However, the behavior of non-

covalent complexes subjected to extensive CID can in principle be affected by numerous factors 

related to gas-phase chemistry, including gas-phase basicity (GB) and acidity, shared-proton 

bonds, and other factors. A recent report from our group showed that common lipids span a wide 

range of GB values. Notably, phosphatidylcholine (PC) and sphingomyelin lipids are more basic 

than arginine, suggesting they may strip charge upon dissociation in positive ion mode, while 

phosphoserine lipids are slightly less basic than arginine and may form especially strong shared-

proton bonds. Here, we use CID to probe the strength of non-specific gas-phase interactions 

between lipid head groups and several soluble proteins, used to deliberately avoid possible 
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physiological protein-lipid interactions. The strengths of the protein-head group interactions 

follow the trend predicted based solely on lipid and amino acid GBs: phosphoserine (PS) head 

group forms the strongest bonds with these proteins and out-competes the other head groups 

studied, while glycerophosphocholine (GPC) head groups form the weakest interactions and 

dissociate carrying away a positive charge. These results indicate that gas-phase 

thermochemistry can play an important role in determining which head groups remain bound to 

protein ions with native-like structures and charge states in positive ion mode upon extensive 

collisional activation. 

Introduction 

Native mass spectrometry can be a powerful tool in determining the composition, 

stoichiometry, and structure of biochemical analytes, many of which can be challenging to 

accurately and precisely characterize using other techniques. As native mass spectrometry (MS) 

instrumentation and sample preparation methods have improved, a wider range of biochemical 

targets have come under investigation,243,244 including native membrane protein-lipid and 

protein-drug interactions.245–253 Many membrane proteins can be solubilized using local 

environments that mimic the lipid membrane, such as detergent micelles,254–256 or lipoprotein 

Nanodiscs,255,257,258 and are amenable to native electrospray ionization (ESI). 142,244 In parallel, 

many protein-drug complexes are stable to electrospray ionization, and their stoichiometry and 

structure can be probed by native ion mobility-mass spectrometry (IM-MS), Collision-Induced 

Unfolding, and other gas-phase methods. Seminal work from the Robinson, 248,250,256,259–

261Laganowsky,216,217,262–265 Klassen,31,266–268 and Ruotolo219,269,270 groups and many others has 

demonstrated the power and utility of these approaches. 
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Ideally, the stoichiometry, binding sites, and apparent binding strengths of protein-lipid, 

protein-drug, and other biochemical interactions studied using native (IM-)MS are a direct 

reflection of the condensed phase. However, because the dielectric permittivity of the vacuum 

environment is much lower than in solution, and water molecules and other co-solutes that 

contribute to biomolecular structure and stability are largely absent in the biomolecular ions 

produced by electrospray ionization (ESI), care must be taken to ensure that the observed ions do 

not undergo unwanted changes in structure during the native (IM-)MS experiment.100,101,271 

Numerous experiments and computations have shown that biomolecular ions can become 

kinetically trapped (see Figure 1) in native-like conformations during ESI under carefully 

controlled instrumental conditions.51–53,100,272,273 Typically, micron- or submicron-sized ESI 

emitters (nanoelectrospray ionization, “nESI”) and low-micromolar (or lower) concentrations of 

analytes and non-specific cosolutes (such as metal ions or other potential adducts) are used as 

well to limit condensation of unwanted adducts onto and evaporation-induced oligomerization of 

biomolecules during the ESI process.274–278 
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Figure II-1.  Schematic potential energy surface for native protein-adduct complex in 

aqueous solution (bottom; blue star represents global minimum-energy structure) and after 

transfer to the gas phase environment using nESI, in which energy is imparted to desolvate the 

protein ion (top). Note that relative energy barrier heights for adduct migration, protein 

unfolding, and other processes can differ between the solution and gas phase due to the absence 

of water and other cosolutes in the latter environment. Double-dashed line indicates variety of 

possible pathways to the gas-phase global minimum structure (pink hexagon), which may differ 

substantially from the kinetically trapped native-like protein ion (pink star). 

 

In the past decade, several groups have demonstrated excellent agreement between 

binding behavior in solution and results inferred from native (IM-)MS 



39 

 

experiments.216,252,256,264,265,279 For example, Klassen’s “Catch-and-Release” native MS 

experiments266,267,280 have indicated similar ganglioside preferences of peripheral bacterial toxin 

proteins to those known from condensed-phase techniques. The Robinson and Laganowsky 

groups and others have also determined phospholipid binding preferences of both bacterial and 

human transmembrane proteins and found them to agree very well with condensed-phase 

results.250,252,256,259,261,262,264,265,279,281–283 Laganowsky has developed instrumentation for studying 

protein-lipid interactions as a function of solution temperature and demonstrated that lipid 

binding thermodynamics inferred from abundances of gas-phase protein-lipid complex ions are 

in agreement with those determined in the condensed phase.216,217,264 

Crucial to the accuracy of these types of experiments are the preservation of condensed-

phase structures and interactions during the nanoESI process without introducing new, artifactual 

ones. Two ways in which these artifacts can in principle be introduced are: 1) adduction of non-

specific cosolutes to the biomolecular ion during the nanoESI process due to droplet 

condensation (“non-specific adduction”)169 and 2) changes in the structure or location of a 

specific binding site due to heating and relaxation of the complex ion in the gas-phase 

environment, where the potential energy surface may be different from that in solution (“adduct 

migration”). Evidence for non-specific adduction is readily observed as formation of oligomers 

and complexes known to be absent in solution, often as a result of using large ESI emitters 

and/or high biomolecule concentrations that statistically place multiple analytes within each 

initial electrospray droplet.274,276 This effect can even be exploited to displace metal cations from 

proteins during the nanoESI process in methods such as “buffer loading”169 or to produce salt 

cluster ions for mass calibration.284 Much less studied is the phenomenon of adduct migration, 

although much evidence supports the lability of charged species such as protons to migrate on 
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the surface of native-like protein ions, which can result in unfolding and/or dissociation of the 

ions upon gas-phase activation.22,60,223,285–288 Infrared photodissociation spectroscopy studies 

further indicate that protons can move from basic sites on organic ions that are favorable in 

solution to other basic sites that are more favorable in the gas phase during the ESI 

process.54,223,289–291 Because hydrogen bonds, shared-proton bonds, and other polar interactions 

can have very different relative stabilities in the gas phase versus in solution,54,292 

thermochemical barriers for disruption of non-covalent interactions can be dramatically different 

in the aqueous and gas-phase environment as illustrated in Figure 1.287 For example, 

hydrochloric acid is a much stronger acid in aqueous solution than phosphoric acid, but their 

relative acidities are reversed in the gas phase.293 Similarly, carboxylic acid groups are poor 

bases in aqueous solution but relatively strong bases in the gas phase.54,292 

The method most commonly used to dissociate unwanted adducts, such as detergent 

molecules, from protein-lipid complexes in native (IM-)MS studies, Collision-Induced 

Dissociation (CID), is a “slow heating” method.294–296 Dissociation in CID occurs on the many-

microsecond to millisecond timescale.186,240 It is plausible that, under some experimental 

conditions, lipids initially bound at the surface of a membrane protein can undergo a change in 

binding geometry or migrate along the protein surface prior to complete dissociation. Whether 

these processes occur under a given set of experimental conditions inherently depends on the 

gas-phase potential energy surface for the protein-lipid interaction and the timescale of the 

dissociation process. 

Here, we use a recently-demonstrated method for experimentally measuring gas-phase 

binding entropy and enthalpy barriers to determine gas-phase dissociation barrier 

thermochemistry of several common lipid head groups non-specifically bound to ions of soluble 
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proteins in positive ion mode.186 Relative gas-phase binding affinities to these protein ions are 

found to agree very well with expectations based on measured and computed gas-phase basicities 

of the lipid head groups.57 This strategy is intended to circumvent ambiguities in interpretation 

that could arise from the presence of competing specific interactions and is used as a benchmark 

for evidence of non-specific lipid binding. Finally, we discuss implications of these results for 

identifying and determining the strength of physiologically relevant protein-lipid interactions 

using existing native (IM-)MS strategies. 

Materials and Methods 

 Sample preparation. Glycerophosphorylcholine, phosphorylcholine, 

phosphorylethanolamine, glycerol 1-phosphate, phosphoserine, ubiquitin, lysozyme, and 

transferrin were purchased from Millipore Sigma (Saint Louis, MO, USA). Lyophilized proteins 

were reconstituted in ultrapure 18 MΩ cm water and buffer-exchanged into 200 mM ammonium 

acetate, pH 7-7.5. Lipid head groups were dissolved in 200 mM ammonium acetate, pH 7-7.5. 

For experiments with ubiquitin and lysozyme, protein and lipid head group solutions were 

combined such that the final concentrations of protein and head group were 10 μM and 100 μM, 

respectively, while for experiments with transferrin the final concentrations were 5 μM protein 

and either 500 μM head group or, for competitive binding experiments, 500 μM of each head 

group under investigation. 

         Native IM-MS and CID. All mass spectrometry experiments were performed in triplicate 

(transferrin experiments) or quadruplicate (all other experiments) on separate days in 

“Sensitivity” mode using a Synapt G2-Si (Waters Corp., Milford, MA, USA) with a nESI source. 

nESI emitters were pulled from 0.78 mm i.d. borosilicate capillaries to a final i.d. of ~1 μm using 

a Flaming-Brown P-97 micropipette puller (Sutter Instrument, Novato, CA, USA). Emitters were 
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loaded with 3-5 μL of sample, and 0.7-1.1 kV was applied to a platinum wire in electrical contact 

with the solution to initiate electrospray. The source was held at ambient temperature, the 

sampling cone voltage was set to 25 V, and nitrogen, helium, and argon gas flow rates were 50, 

100, and 5 mL/min, respectively. An ion mobility traveling wave velocity of 500 m/s was used 

for experiments with ubiquitin and lysozyme, a velocity of 400 m/s was used for experiments 

with transferrin, and a wave height of 20 V was used for all experiments. For CID experiments 

with ubiquitin and lysozyme, the singly-adducted state was isolated for a given charge state 

using a 32k quadrupole with the LM resolution set to 12. Dissociation was achieved by 

increasing the Trap CE in 1 V increments, beginning at the threshold for observable dissociation 

and continuing until the precursor was fully dissociated or significant covalent bond 

fragmentation was observed. For transferrin, due to the higher charge states present, there was 

insufficient resolution to completely isolate the singly-adducted state. Instead, an entire charge 

state was isolated with the LM resolution set to 4 and CID performed by increasing the Trap CE 

in 10 V increments from 10 V to 100 V. Additional mass spectra for transferrin were acquired 

without isolation at Trap CE values of 10, 50, 70, and 100 V. 

Data analysis. CID data for lipid head group-bound ubiquitin and lysozyme were 

analyzed in a similar manner to that described in our previous publication,186 (see also Supp. 

Info. for a brief description). Briefly, arrival time distributions for precursor and product ions 

were extracted using TwimExtract297 and integrated in Igor Pro v. 6.3 (WaveMetrics, Portland, 

OR, USA). 

For experiments with transferrin, native mass spectra were deconvolved using UniDec,171 

and the Gabor Transform method in iFAMS (for “Double FT” analysis),298,299 to determine mass 

and charge state distributions as well as total lipid head group adduction. UniDec input 
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parameters were: charge state range 10-25+, mass range 78-84 kDa, and peak full-width-at-half-

maximum (fwhm) 3.0. Deconvolved mass spectra were analyzed further using Igor Pro v. 6.3 

and iFAMS v. 5.3.298,300 

Results and Discussion 

         By probing the energetics of non-specific lipid head group binding, a baseline for what 

might be expected in the case of lipid-protein interactions governed by gas-phase, as opposed to 

condensed-phase, chemistry can be determined. To do this, we employ our recently introduced 

method for determining activation energies for protein and protein complex CID to determine 

dissociation barrier thermochemistry of lipid head groups non-specifically adducted to soluble 

proteins. 

Several lipid head groups representing common phospholipids were studied. Structures of 

phosphorylethanolamine (PE), sodium glycerol 1-phosphate (PG), phosphoserine (PS), 

phosphorylcholine (PC), and glycerophosphorylcholine (GPC) are shown in Figure 2. GPC was 

studied in addition to PC due to the prevalence of calcium as a contaminant in PC solutions; 

calcium adduction was found to decrease spectral quality and complicate analysis. Ubiquitin 

(Ubq, 8.6 kDa) and lysozyme (LZ, 14 kDa) were used as model soluble proteins with no known 

native phospholipid interactions. Native mass spectra of each protein with no head group present 

were acquired and are shown in Figure S1. The most abundant native-like charge state was 

chosen for subsequent CID experiments; 5+ for Ubq and 7+ for LZ. Additional solutions of each 

lipid head group with Ubq or LZ protein were prepared in 10:1 head group:protein molar ratios. 

Statistically, at these lipid head group concentrations, multiple lipid head groups are present in 

each electrospray droplet, resulting in evaporation-induced, non-specific adduction of one or 

more lipid head groups onto protein ions present in the same droplet. The singly-adducted state 
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of each target ion complex was isolated and subsequently dissociated in the Trap using CID over 

a range of collision energies. 

 

Figure II-2. Structures of lipid head groups (a) glycerophosphorylcholine, GPC; (b) 

phosphorylcholine, PC; (c) phosphorylethanolamine, PE; (d) glycerol 1-phosphate, PG; and (e) 

phosphoserine, PS. Protonation states shown indicate those observed upon gas-phase 

dissociation from complexes with proteins in positive ion mode. 

         Mass spectra of lipid head group binding. For Ubq, representative mass spectra for GPC, 

PS, PC, PE, and PG head groups, are shown in Figure 3. (A nESI spectrum of Ubq with no lipid 

head group present is shown in Figure S1 for comparison. Replicate data with lipid head groups 

are shown in Figures S2-S6, illustrating the level of reproducibility of the experiments on 

different days using different nESI capillaries.) Despite the apparent variability in the extent of 

head group binding between replicates, which is attributed to the use of different nESI 

capillaries, GPC and PC consistently display the lowest extent of binding, with up to two bound 

to Ubq5+ (Figures 3a, 3d, S2, and S3, respectively); PS exhibits the greatest extent of binding, 

with up to twelve bound to Ubq5+ (Figures 3m, and S4); and PE and PG fall between these 

extremes (Figures 3g, 3j, S5, and S6). Interestingly, GPC acts as a mild charge reducing reagent 

under the same instrumental conditions, increasing the relative abundance of Ubq4+ in the raw 

nESI spectrum as compared to all other head groups studied. 
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Figure II-3. Mass spectra of GPC, PS, PC, PG, and PE bound to Ubq. (a) Ubq with GPC 

bound, (b) isolated Ubq5+ with one GPC bound at low activation, (c) isolated Ubq5+ with one 

GPC bound at high activation, (d) Ubq with PC bound, (e) isolated Ubq5+ with one PC bound at 

low activation, (f) isolated Ubq5+ with one PC bound at high activation, (g) Ubq with PE bound, 

(h) isolated Ubq5+ with one PE bound at low activation, (i) isolated Ubq5+ with one PE bound at 

high activation, (j) Ubq with PG bound, (k) isolated Ubq5+ with one PG bound at low activation, 

(l) isolated Ubq5+ with one PG bound at high activation, (m) Ubq with PS bound, (n) isolated 

Ubq5+ with one PS bound at low activation, (o) isolated Ubq5+ with one PS bound at high 
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activation. In the isolated spectra at low activation there is a small amount of Ubq with no 

adducts present, due to a combination of imperfect mass selection (most prominent in the PC 

spectra) as well as dissociation due to the isolation (most prevalent in the PE and PG spectra). 

Data from three other replicates for each head group, acquired using different nESI capillaries, 

are shown in the Supporting Information (Figures S2-S6).  
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 Figure II-4. Mass spectra of GPC, PC, PE, PG, and PS bound to LZ. (a) LZ with GPC 

bound (b) isolated LZ7+ with GPC bound at low activation (c) isolated LZ7+ with GPC bound at 

high activation (d) LZ with PC bound (e) isolated LZ7+ with PC bound at low activation (f) 

isolated LZ7+ with PC bound at high activation (g) LZ with PE bound (h) isolated LZ7+ with PE 

bound at low activation (i) isolated LZ7+ with PE bound at high activation (j) LZ with PG bound 

(k) isolated LZ7+ with PG bound at low activation (l) isolated LZ7+ with PG bound at high 
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activation (m) LZ with PS bound (n) isolated LZ7+ with PS bound at low activation (o) isolated 

LZ7+ with PS bound at high activation. PS binds the most extensively, PC the least, with GPC, 

PE, and PG falling in between. In the isolated spectra at low activation there is some LZ with no 

adducts, due to a combination of imperfect isolation and dissociation due to the isolation. 

         Analogous mass spectra for LZ with each head group are shown in Figures 4 and S7-S11. 

(A nESI spectrum of LZ with no lipid head group present is shown in Figure S1 for comparison.) 

Overall, the level of adduction of head group and the ease with which they can be dissociated 

from LZ follows the same trends as for Ubq. PS, PG, and PE typically adduct to a greater extent 

than do PC and GPC, and GPC has a slight charge-reducing effect, in this case increasing the 

relative abundance of LZ6+ in the raw nESI mass spectra. Given the variation in the extent of 

lipid head group binding observed between the replicates, this overall agreement between the 

Ubq and LZ data suggests that these trends are relatively robust toward differences in the nESI 

process (such as initial droplet size or heating experienced during the nESI process) occurring 

between different nESI capillaries. 

         CID of protein-head group complexes: proton abstraction. Thermochemistry of the 

protein-lipid head group interactions was probed using CID and compared to expectations based 

on the gas-phase basicity (−ΔG° of protonation at 298 K) of each head group. Our hypothesis 

was that PC and GPC should be most likely to abstract a proton from Ubq or LZ ions due to the 

very high GB of the PC head group (exceeding that of the most basic amino acid, arginine), 

whereas less proton abstraction should be observed for the other, lower-basicity head groups. For 

each protein and head group combination, CID was performed by scanning the collision voltage 

in 1 V increments from a minimally-activating voltage to one sufficient to cause complete head 

group dissociation but not observable covalent bond fragmentation. Isolation mass spectra for the 
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singly-adducted state of each protein are shown in the middle column of Figures 3 (Ubq), 4 (LZ), 

and S2-S11 (both Ubq and LZ). To account for the presence of some non-adducted Ubq and LZ 

observed after isolation, the raw fraction of observed precursor in subsequent CID kinetics 

experiments was divided by this initial fraction of dissociated precursor observed upon isolation. 

The right-hand columns of Figures 3, 4, and S2-S11 show isolated mass spectra at high 

activation, indicating that there is a single CID product in all cases except PC. While PE, PG, 

and PS all dissociate exclusively as neutral species, GPC dissociates as a cation, and PC 

dissociates predominantly as a cation and to a lesser extent as a neutral. These results agree with 

those predicted by comparison of GB values of the lipid head groups and basic amino acids.57 

         CID of protein-head group complexes: dissociation energies. In addition to the charge-

abstraction capabilities of each head group, the fraction of lipid head group-bound protein ions 

surviving activation was also studied as a function of CID voltage and compared to predictions 

based on GB. Seminal experimental and computational results from Johnson and coworkers301 

showed that gas-phase bases with similar GB tend to form stronger shared-proton bonds than do 

those with very different proton binding energies. Arginine residues are highly basic in the gas 

phase (GB 1006.6 kJ/mol292) and are plentiful at the surface of many native proteins. Thus, it is 

expected that these residues will carry the majority of positive charges upon nESI. Because PC 

and GPC have quaternary ammonium groups, they cannot share a proton via these functional 

groups with residues on the protein surface, thus any shared-proton interactions involving these 

head groups and a protonated amino acid likely involve the phosphate group. Such an interaction 

should be neutral, because the positive charge is held by the quaternary ammonium group, in 

these cases. By contrast, PE and PS have highly basic primary amine groups that can form strong 

shared-proton interactions with protonated amino acids, and the charge in such interactions is 
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localized there. PG has relatively low basicity phosphoric acid and glycerol groups, thus it can 

form either neutral or net positively-charged interactions with protonated amino acids. Based on 

their relative GB and these chemical constraints, we therefore hypothesized that PC and GPC 

should form relatively weak interactions with protonated protein ions, because the interaction 

site is likely neutral, whereas PE, PS, and PG can form stronger, net positively-charged, shared-

proton bonds with the protein. We further expected that PE and PS should form stronger 

interactions than PG, based on the higher computed GB of these two head groups (~950 kJ/mol, 

much closer to that of arginine) as compared to PG (~906 kJ/mol).57 

For both Ubq and LZ, in each set of trials, the same ranking of interaction strength is 

observed experimentally, that is, GPC dissociates at the lowest CID voltage, followed closely by 

PC, then PE, PG, and finally PS (Figures 5 and 6). This ordering is almost identical to the 

ordering expected based on the above arguments, except that PG binds more tightly than 

expected. For both proteins, PC and PG adduct mass spectra indicate more concomitant sodium 

adduction than observed for the other head groups. Increased salt adduction can lead to increases 

in measured CID energies,302 but the degree of sodiation in the nESI mass spectra did not appear 

to affect the dissociation behavior of the lipid head groups studied here for either protein, 

indicating that any effect of increased sodium adduction is likely small. Instead, since the non-

specific interactions studied here are formed in the latter stages of the ESI process and may be 

concurrent with charging of the protein, it is possible that the presence of a significant amount of 

PG causes alternative charge configurations, i.e., protonation at sites other than arginine, to 

become favored. This possibility of solution additives affecting the location but not the number 

of charge sites is intriguing; further studies are necessary to confirm this possibility but are 

beyond the scope of this report. 
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Activation energies for protein-head group CID. Activation energies were determined 

using our previously-introduced method for each protein and head group. Kinetic plots as a 

function of reciprocal effective temperature for Ubq and LZ are shown in Figures S12 and S13, 

respectively. ΔG‡ for each head group and protein are illustrated in Figure 6, and ΔG‡, ΔH‡, and 

ΔS‡ values are shown in Table S1. (For precursor ions that exhibited some dissociation upon 

isolation, this dissociation was subtracted from that produced by subsequent CID activation in 

deriving barrier thermochemistry values.) Despite variability in the extent of lipid head group 

binding between replicates in the nESI mass spectra, ΔG‡ values fall between 65 and 81 kJ/mol 

for all head groups and both proteins and follow the same trend as the midpoint CID voltages of 

the breakdown curves, i.e., PS > PG > PE > PC > GPC. Good reproducibility was observed 

between all 4 trials, with a standard deviation of ~1-3 kJ/mol (Figure 6; and Table S1). The 

highest ΔH‡ measured for both proteins are for GPC and PC (Table S1), likely due to the 

presence of a reverse Coulomb barrier, as these two lipid head groups dissociate bearing a 

positive charge. 
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Figure II-5. Breakdown curves for dissociation of lipid head groups from (a) Ubq5+ (b) LZ7+. 

For both proteins, the same trend in lipid head group binding strength is observed, namely PS > 
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PG > PE > PC > GPC. Some dissociation of GPC from Ubq was observed upon isolation, as 

shown in (a); this was subtracted from CID-induced dissociation in determining barrier 

thermochemistry values. 

GPC and PC also have the highest ΔS‡ values, which may be indicative of rearrangement 

to a relatively large ensemble of conformations following abstraction of charge by GPC/PC. 

Thus, activation energetics measured by this method agree with trends inferred from breakdown 

curve data and have the unique further advantage of uncovering subtle differences in the CID 

process for different head groups, as indicated by differences in ΔS‡ and ΔH‡ that may not be 

obvious from the appearance of the breakdown curves or the 50% dissociation voltage alone. 

 

         Figure II-6. Gibbs free energies of dissociation for lipid head groups bound to Ubq and 

LZ in CID experiments, along with their average and standard deviation across four replicate 

experiments performed on different days with different nESI capillaries.  

Non-specific binding to a larger soluble protein: transferrin. We also investigated non-

specific lipid head group binding to a much larger soluble protein, transferrin (TF, 80 kDa), 
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chosen for its homogenous mass distribution, which facilitates assignment of mass spectral peaks 

in comparison to other large proteins with multiple isoforms (Figure S14). Mass spectra were 

first collected under identical instrumental conditions without isolation to assess the overall 

extent of lipid head group adduction. Figure 7 shows mass spectra for TF with either PS, PE, PG, 

or GPC head groups bound. (Extensive calcium binding was observed for this protein with PC 

head group due to the presence of calcium in the PC reagent; PC binding to TF was not explored 

further due to the very low mass spectral resolution obtained due to this calcium interference.) At 

a low level of activation (Figure 7a), individual adducts were not resolved for any of the head 

groups. Increasing the Trap CE to 70 V clearly resolves adducts for all head groups except PG, 

which is partially resolved (Figure 7c-f). PG is anionic, and sodium counter-ions present in the 

PG sample adduct to this protein and decrease mass spectral resolution. The extent of binding 

under these conditions follows the order PS > PE ~ PG > GPC, in agreement with that observed 

for Ubq and LZ. In addition, at 70 V Trap CE, GPC strips charge from TF, shifting the charge 

state distribution lower (Figure 7b and S17). This, again, agrees with predictions based solely on 

the GB of this head group and is in line with the above observations of GPC dissociating with a 

charge from Ubq and LZ. 

Deconvolved mass spectra at several Trap CE values reveal the relative strength of 

binding of the lipid head groups to TF (Figure S16), confirming that PS requires the most 

activation to dissociate. Interestingly, while GPC dissociates readily, the overall number of GPC 

adducts remains equal to or perhaps slightly higher than the number of PE or PG adducts when 

the whole charge state distribution is examined (Figure S16b-d). This is attributed to the charge 

stripping effect of GPC, that is, as GPC adducts dissociate and lower the charge of the remaining 
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protein ion, the Coulombic contribution to the barrier for further dissociation of GPC adducts 

decreases, allowing some GPC adduction to persist even at high levels of activation. 

Overall, the results for TF are in excellent agreement with those for Ubq and LZ and further 

confirm the essential role of GB in lipid head group binding energetics for these proteins. 

 

Figure II-7. Mass spectra showing lipid head group adduction to TF at (a) low, 10 V and 

(b) moderate, 70 V levels of Trap CE. With moderate activation GPC has extensively stripped 

charge from TF. The other panel show TF19+ at 70 V Trap CE for each head group: (c) PS (d) 

PE (e) PG (f) GPC. Stars identify TF19+ with no adducts, while circles mark the first resolvable 

head group adduct. Significantly more PS adducts are observed than for the other head groups. 

Competitive head group binding to transferrin. Ideally, native MS can be used to 

accurately determine the relative binding strength of lipids to membrane proteins based on the 

relative abundances observed of different lipid adducts in native mass spectra. In most cases, this 

is currently done by embedding membrane proteins in detergent micelles or Nanodiscs with at 

least two different lipid types, and inferring from CID experiments which lipids remain bound 
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after most are dissociated from the initial complexes.144,216,254,261,303 Based on the above results 

for Ubq and LZ, we hypothesized that, for non-specific complexes of TF with adducted lipid 

head groups formed by nESI from mixtures of the above head groups, PS would form the 

strongest interactions with TF and survive the greatest level of collisional activation. Figure 8 

illustrates competitive head group binding experiments in which identical concentrations (500 

μM) of PS and another head group (GPC, PE, and PG) were mixed with TF in ammonium 

acetate solution and ionized using nESI. At the lowest level of gas-phase activation (Trap 

potential 20 V), deconvolved mass spectra exhibited a broad, poorly-resolved “hump” for each 

head group combination, consistent with extensive adduction. 

Because the resolution of these low-activation TF-adduct mass spectra was poor, the 

breadth of the deconvolved mass spectra (defined at 10% of maximum intensity) was instead 

used to characterize the maximum possible extent of binding of each different head group. For 

PS alone, the deconvolved mass spectrum is ~2,000 Da wide (indicating a maximum of ~11 PS 

head groups adducted), whereas each of the PS/GPC, PS/PE, and PS/PG mixed head group 

spectra is ~2,500 Da wide. For each of these competing head group mass spectra, this spectral 

width indicates a maximum of ~13.5 PS or ~10 GPC, ~21 PE, or ~16 PG adducts, respectively, 

or combinations of these head groups with fewer of each than these maximal numbers. Upon 

more extensive collisional activation, the observed width of the deconvolved mass spectra 

decreases in each case, until at 100 V, moderately well-resolved adduct peaks with a spacing 

consistent with PS (measured spacing 184 ± 2 Da, as compared to molecular weight 185.07 Da), 

as well as a spectral width of ~1,500 Da, are observed in each case. This width is consistent with 

a maximum of ~8 PS, ~6 GPC, 12.5 PE, or ~9 PG adducts. Due to the large mass difference 

between the PS and GPC head groups (185 and 257 Da, respectively), all of the moderately-well 
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resolved peaks in the PS and PS/GPC spectra at 100 V collisional activation could be 

unambiguously assigned to PS adducts, and no distinct GPC adduct complexes were clearly 

resolved. This result indicates that PS binds more strongly to TF than does GPC, consistent with 

expectations based on the Ubq and LZ experiments described above. The lower mass spectral 

resolution obtained with PS/PE and PS/PG at 100 V activation, by contrast, likely indicates the 

presence of both head group types, due to the smaller mass differences between these head 

groups. For PS/PE, mass spacings consistent with both PS (measured spacing 180 Da ± 10 Da) 

and PE (measured spacing 144 ± 4 Da, as compared to PE molecular weight 141.06 Da) were 

both identified by “Double Fourier Transform” of the mass spectrum,298,300 with the PS peak 

larger than the PE peak. For PS/PG, mass spacings of 183 ± 4 Da and 175 ± 4 Da were observed 

by Double Fourier Transform of the mass spectrum, similar to the molecular weights of PS and 

PG (185.07 Da and 172.07 Da, respectively), with both peaks having similar intensities. Overall, 

these results are highly consistent with expectations based on the Ubq and LZ results described 

above as well as head group GB values, indicating a level of adduction after 100 V activation in 

the order PS ~ PG > PE > GPC. These results illustrate that, at high levels of activation used to 

remove most head groups, gas-phase binding thermochemistry can play a large role in 

determining which head groups are robust to dissociation. 

 

Figure II-8. Deconvolved mass spectra of lipid head group binding to transferrin at different 

levels of collisional activation. (a) PS only (b) competitive binding between PS and GPC (c) 

competitive binding between PS and PE (d) competitive binding between PS and PG. 
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Conclusions 

 Non-specific binding of several model lipid head groups to soluble proteins in positive 

ion mode was investigated with native MS and CID, including the propensity of these head 

groups to remove charge upon dissociation and dissociation barrier thermochemistry. PC and 

GPC head groups have the greatest tendency to remove charge from the proteins studied upon 

CID, and PS, PE, and PG head groups dissociate exclusively as neutral molecules, in agreement 

with expectations based solely on the relative gas-phase basicities (GB) of these head groups and 

those of amino acid residues.57,292 PS head group has the highest barrier for dissociation from the 

proteins studied, followed by PG, PE, PC, and GPC, and these results are robust to variability in 

the overall extent of head group binding across replicates due to use of different nESI capillaries. 

These results are largely in agreement with expectations based on relative GB values, in 

combination with the fact that PC and GPC cannot participate in shared-proton interactions at 

their permanent charge sites due to the presence of the quaternary ammonium group. However, 

PG, which might not be expected to form a strong interaction based on its relatively low GB, in 

fact forms the second strongest interaction.  

ΔG‡ values for dissociation of each head group are remarkably similar for Ubq and LZ 

(<4% difference for the same head group, as compared to a difference of ~20% between the most 

tightly and most weakly bound head groups) and follow identical trends. Intriguingly, the range 

of ΔG‡ is relatively narrow (~65-82 kJ/mol) despite a wider range of ΔH‡ (105-159 kJ/mol for 

Ubq and 84-117 kJ/mol for LZ), indicating a large degree of enthalpy-entropy compensation. In 

agreement with results for Ubq and LZ, competitive binding experiments for the same lipid head 

groups to TF, a much larger protein, show that PS forms the strongest non-specific bonds to TF 

and that the presence of GPC adducts on TF leads to significant charge stripping upon CID. 
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Together, the above results suggest a signature for non-specific binding of lipids to proteins with 

native-like structures and charge states in positive ion mode: prevalent charge stripping by lipids 

with phosphocholine head groups (such as phosphatidylcholines and sphingomyelins) upon CID 

and lipid binding strengths in the order PS > PG > PE > PC. 

Adduct migration and evaporation-induced non-specific adduction are both phenomena 

that must be considered in designing and interpreting native MS experiments to identify 

physiologically relevant protein adducts such as drug targets, lipids, or cofactors. Because the 

potential energy surface in the gas phase can be very different from that in solution, slow-heating 

methods such as CID can in principle result in dissociation behavior that reflects the gas-phase 

potential energy surface more than that in solution, especially when activation is very extensive. 

Whether this occurs inherently depends on relative barriers for dissociation as well as the internal 

temperature of the ions achieved during CID and the timescale of the experiment. The above 

results provide a benchmark for assessing whether signatures of dissociation behavior dominated 

by gas-phase thermochemical properties, possibly after adduct migration, may be present in 

native MS-based lipid binding experiments. In combination with the ion heating/cooling and 

CID kinetics modeling described here, these results also provide a model for examining effects 

of gas-phase enthalpy and entropy in protein-ligand interactions using native MS. Furthermore, 

PC and GPC head groups behave similarly to other reagents used for charge reduction in native 

MS experiments in positive ion mode,304–306 suggesting they could be useful in this capacity. PS 

head group, in contrast, may adduct strongly to many native protein ions, potentially enabling 

deliberate alteration of gas-phase unfolding and dissociation pathways, as observed recently for 

some covalent protein adducts.307 
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III. EFFECTS OF NANO-ELECTROSPRAY IONIZATION 

EMITTER POSITION ON UNINTENTIONAL IN-SOURCE 

ACTIVATION OF PEPTIDE AND PROTEIN IONS  

This chapter includes previously published co-authored material with co-authors Austin 

Green, Elizabeth Resendiz, Kenneth Newton, Ruwan Kurulugama, and James Prell. Project 

conceptualization and design were performed by Samantha Shepherd with advice and input from 

Kenneth Newton, Ruwan Kurulugama, and James Prell. Data collection and analysis were 

performed by Samantha Shepherd, Austin Green, and Elizabeth Resendiz. The manuscript was 

written by Samantha Shepherd and edited by James Prell. 

Abstract 

Native ion mobility-mass spectrometry (IM-MS) typically introduces protein ions into the 

gas phase through nano-electrospray ionization (nESI). Many nESI setups have mobile stages for 

tuning ion signal and extent of co-solute and salt adduction. However, tuning the position of the 

emitter capillary in nESI can have unintended downstream consequences for Collision Induced 

Unfolding or Collision Induced Dissociation (CIU/D) experiments. Here, we show that relatively 

small variations in nESI emitter position can shift the mid-point (commonly called the “CID50” 

or “CIU50”) potential of CID breakdown curves and CIU transitions by as much as 8 V on 

commercial instruments. A spatial “map” of the shift in CID50 for loss of heme from 

holomyoglobin onto emitter position on a Waters Synapt G2-Si mass spectrometer shows that 

emitter positions closer to the instrument inlet can result in significantly greater in-source 

activation, whereas different effects are found on an Agilent 6545XT instrument for the ions 

studied. A similar effect is observed for CID of singly protonated leucine enkephalin peptide and 



61 

 

Shiga toxin 1 subunit B homopentamer on the Synapt G2-Si. In-source activation effects on a 

Synapt G2-Si are also investigated by examining RMSD between CIU fingerprints acquired at 

different emitter positions and shifts in CIU50 for structural transitions of bovine serum albumin 

and NIST monoclonal antibody. 

Introduction 

Native mass spectrometry (and its variant coupled to ion mobility spectrometry, IM-MS) 

can be a powerful tool to probe protein structures and interactions. Nano-electrospray ionization 

(nESI) is widely used for native IM-MS because it can transfer kinetically trapped native-like 

structures to the gas phase for structure analysis. nESI has been shown to be capable of retaining 

secondary, tertiary, and quaternary structure in many protein complexes both 

experimentally10,13,49,50 and computationally.43,100,101 By deliberately adding internal energy to 

native-like ions in the gas phase, collision induced unfolding (CIU) and/or dissociation (CID) 

can be used to identify differences in biomolecule structure, augmenting the capabilities of native 

IM-MS.3–5,7,138 These structural differences range from relatively large, such as those in high-

order structure or ligand binding sites,215,217,219,227,308  to much more subtle, such as those due to 

differences in proteins with nearly identical collision cross section distributions in the absence of 

deliberate activation.32 Structural information determined by native IM-MS often agrees very 

well with results from more traditional biophysical and biochemical techniques.8–

10,13,33,138,139,142,216,217,219,255,309–312 

Although nESI can kinetically trap biomolecular complexes in native-like structures, it is 

also known that the chemical and physical properties of the nESI droplet are 

dynamic.76,149,156,158,159,180,309 For example, even with the use of volatile buffer salts such as 

ammonium acetate, the effective pH of droplets can change by as much as 2 pH units as the 
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droplets evaporate,313,314 and, over time, nESI may acidify neutral ammonium acetate solutions 

in positive ion mode nESI.177 Other examples of protein disruption in nESI include redox 

reactions associated with nESI,212,315 intrinsic native ECD,24 annealing of the nascent analyte 

ion,152  electrothermal supercharging,152 and nozzle-skimmer dissociation123–125 (a type of in-

source CID).   

Collisional activation (i.e., nozzle-skimmer dissociation) has long been used to 

deliberately activate and fragment nascent biomolecular ions in MS as they enter the instrument, 

but collisional activation (CID and CIU) inside the instrument is more commonly used in modern 

instruments due to more precise control of energy deposition and the ability to first isolate ions 

of interest.1 In CIU/D, modern instruments typically use an adjustable electric potential (the 

“injection potential”) to accelerate the analyte ion into a region filled with buffer gas. Collisions 

between the analyte ion and the gas heat the analyte, causing dissociation and/or unfolding. The 

fraction of remaining precursor ion can be plotted as a function of injection potential to produce 

a breakdown curve. A common metric to compare breakdown curves generated by these methods 

are CID50 and CIU50 values, i.e., the injection potential at which 50% of the precursor ion has 

undergone a measurable dissociation or change in collision cross section, respectively.186,316,317 

Because collision gas and pressures, collision cell design, and other properties can differ greatly 

between instruments and may be user-controlled, CIU50 and CID50 values can be challenging to 

compare between instruments or experimental conditions. For example, within a single 

instrument, activation early on in the ion path, e.g., in the StepWave of a Waters Synapt G2-Si 

instrument, can shift breakdown curves and CIU fingerprints along the injection potential 

axis.13,69 This shift can be “additive” in the sense that CIU50 values for successive structural 

transitions are all shifted to higher voltage by approximately the same amount on this instrument, 
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but it is not generally known whether this is the case for other instruments, where ions may 

experience very different buffer gas pressure profiles and electric fields. 

A handful of previous studies have shown that the position and orientation of the emitter 

in conventional electrospray ionization and nESI can affect the observed mass spectrum and in-

source activation of protein-ligand complexes,180,184,318 and other studies have investigated the 

internal energy distribution of ions in ESI.73–76,181,182 These studies show that emitter position, 

emitter orientation, and electrospray potential can individually help desolvate and desalt ions and 

increase mass accuracy, but some combinations of them can lead to dissociation. These studies 

also demonstrate that greater desalting can occur when there are larger distances between the 

emitter opening and the instrument inlet. 

Control and reproducibility of ion charge state distributions145 and structures using nESI 

can be a hurdle to obtaining highly consistent CIU and CID data, both over time and between 

laboratories. nESI emitters, which can vary in both material and physical dimensions, are often 

pulled to different opening diameters by different methods in different laboratories,166,168,319 

likely resulting in different initial nESI droplet sizes. Laboratories often further optimize source 

temperature and emitter position to optimize signal strength and reduce the degree of unwanted 

co-solute or salt adduction, though the precise position of the emitter is rarely reported in 

publications and may vary from user to user or even spectrum to spectrum. A small number of 

reports in the literature examine variability in CID/U data and explore design principles to 

increase reproducibility. Loo and coworkers attributed variation in mass spectra and ion behavior 

between users without a clear explanation to different users having a different “touch” for ESI.180 

They reported that each user, even on the same day, observed differences in mass spectra of 

protein and protein complex analytes generated from ESI. In contrast, a collaborative effort 
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between three laboratories showed that an “in-source CIU” modification for Agilent 

Technologies 6560C IM-MS instruments can reduce CIU fingerprint RMSD values for the same 

analyte between source hardware to less than 5%.90  

Here, effects of nESI emitter position on in-source ion activation in CID and CIU 

experiments are systematically studied on two different commercial instruments (a Waters 

Synapt G2-Si quadrupole–IM–time-of-flight, Q-IM-TOF, instrument and an Agilent 6545XT Q-

TOF instrument) for several protein and peptide ions. Based on these results, strategies are 

provided for use in nESI-(IM)-MS experiments to minimize unintentional in-source activation 

and increase reproducibility. 

Methods 

All peptide and protein samples were obtained from Sigma Aldrich (St. Louis, MO, 

USA) as lyophilized proteins and used without further purification. Equine heart myoglobin 

(SKU: M1882), leucine enkephalin acetate salt (SKU: L9133), bovine serum albumin (BSA, 

SKU: 05470), Shiga toxin 1 subunit B (SKU: SML0562), and NIST IgG1κ monoclonal antibody 

(NIST mAb, SKU: 8671) were reconstituted in water and buffer swapped using Micro Bio-spin 6 

columns (Bio-Rad, Hercules, CA) into pH 7.4, 200 mM ammonium acetate solution to generate 

native protein solutions. Partially denatured myoglobin solution, as described elsewhere,51 was 

also prepared to yield a myoglobin sample with a single dominant CID loss channel. For this 

sample, reconstituted holomyoglobin was buffer swapped into 18 MΩ·cm water and diluted with 

methanol (Thermo Scientific, Waltham, MA) to yield an 80/20 vol/vol water/methanol solution. 

All final sample concentrations ranged from 5-15 μM with the exception of a high-concentration 

native myoglobin sample prepared as 35 μM. The nESI source on both instruments was operated 

in positive ion mode under static-nESI conditions using 1.0/0.78 mm o.d./i.d. borosilicate glass 
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nESI emitters pulled to ~2-micrometer i.d. openings using a P97 Flaming-Brown micropipette 

puller (Sutter Instrument, Novato, CA, USA) without further modification. nESI was initiated by 

applying a 0.9-1.5 kV potential to a platinum wire inserted into the solution inside the emitter 

without use of an external syringe pump. Throughout the manuscript the term “close” refers to 

the emitter position in which the tip of the emitter is as close to the entrance of the instrument as 

possible without breaking the tip of the emitter on the instrument inlet cone (an xyz position of 0 

± 0.2, 0.5 ± 0.5, 0 ± 1 mm relative to the center of the inlet, where x, y, and z represent the 

vertical [above/below the center of the inlet cone], horizontal along inlet axis, and horizontal 

perpendicular to inlet axis distances relative to the inlet). “Far” positions varied. A complete 

description of all positions used in included in Table S1. 

To assess variability in nESI emitter dimensions, a field-emission, variable-pressure 

scanning electron microscope (Thermo Fisher Apreo 2S Lo, Thermo Scientific, Waltham, MA) 

was used. The i.d. of the pulled emitter openings overall was 2.2 ± 0.6 μm, and the distance from 

the onset of the taper at the end of the emitter to the emitter opening was 3.3 ± 0.1 mm. Further 

information on emitter reproducibility and settings is included in the SI (see Appendix S1 and 

Figure S1). 

All (IM-)MS data were analyzed using Unidec,171 Python, and CIUSuite 2 (using settings 

listed in Table S2).86 For CIU experiments, RMSD “average of pairwise root mean square 

deviation” (RMSDAofP) is used to refer to the average of two or more experiment-to-experiment 

pairwise RMSD values and RMSDPofA is used to refer to the pairwise RMSD of two averaged 

CIU fingerprints. Further discussion of the differences between these metrics is included in the 

supporting information (Appendix S2). Data for CIU experiments were collected in quintuplicate 

at each position with 3 of the 5 trials collected using the self-same emitter without moving it. 
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Results and Discussion 

Choice of samples. CID can be used to fragment covalent bonds in both peptides (e.g., in 

bottom-up and middle-down proteomics) and proteins (e.g., in top-down proteomics) as well as 

noncovalent bonds in native MS. In order to survey effects of nESI emitter position in both CID 

and CIU, we used the common MS standard peptide leucine enkephalin (amino acid sequence 

YGGFL) and the proteins equine holomyoglobin (which dissociates by loss of a non-covalently 

bound heme ligand), Shiga toxin 1 subunit B pentamer (as an example of a homooligomer), 

bovine serum albumin (BSA, which has multiple accessible CIU transitions), and NIST 

humanized IgG1κ monoclonal antibody (NIST mAb, as a representative of this class of mAb that 

is of major current interest in CIU applications).32 Holomyoglobin, notably, is known to exhibit 

two competitive CID channels (loss of positively charged heme and loss of neutral heme)212 

when prepared by nESI from aqueous ammonium acetate, whereas it dissociates almost 

exclusively by loss of charged heme when prepared by ESI from 80/20 water/methanol solution. 

The latter behavior is attributed to partial denaturation of the protein in the water/methanol 

solution, consistent with its slightly shifted charge state distribution in positive ion mode (see 

Figure 1). However, the extent of denaturation is not sufficient to lose the heme in solution, and 

the precise BIRD values obtained for the partially denatured ions in studies by the Williams 

group indicates that the ions’ structures are still relatively homogeneous.128 Furthermore, it is 

known that the oxidation state of native holomyoglobin and the relative prevalence of the neutral 

vs. charged heme loss channels upon CID are correlated.212 Loss of heme0 from holomyoglobin 

upon CID has been associated with precursor holomyoglobin containing Fe(II), and loss of a 

heme1+ is associated with precursor holomyoglobin containing Fe(III). The latter oxidation state 
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can result from oxidation of the nESI solution after many minutes of continuous spray, but it has 

been shown that other heme-containing proteins can undergo intrinsic native ECD at high 

concentrations to produce monomers containing Fe(III).24 

 

Figure III-1. Mass spectra for myoglobin ions from 80/20 water/methanol (a) and aqueous 

ammonium acetate (b). The primary dissociation channels for each solution condition are shown 

in (c) water/methanol (loss of heme1+) and (d) ammonium acetate (competitive loss of heme0 and 

heme1+). 

Figure 1 shows example mass spectra for CID of holomyoglobin ions prepared by nESI 

from 80/20 water/methanol (partially denatured, Figure 1a) and from neutral 100 mM aqueous 

ammonium acetate (native-like, Figure 1b). CID of holomyoglobin from water/methanol is 

strongly dominated by a single dissociation channel via loss of heme1+ (Figure 1c), while CID of 

holomyoglobin from ammonium acetate exhibits both this loss channel and loss of heme0 (Figure 

1d). The single CID channel for holomyglobin from 80/20 water/methanol solution facilitated 

determination of CID50 values when using different nESI emitter positions in many of the 

experiments described below. 

Assessment of protein CIU and CID repeatability using a single nESI emitter and fixed 

emitter position. In both CID and CIU experiments on native-like proteins, it is often necessary 

to repeat measurements with different nESI emitters, and, as described in the Introduction, the 

emitter position is often tuned to some extent to maximize signal and remove salt adducts. To 

assess the contributions of using different emitters and emitter positions to variability in CID and 

CIU, it was necessary to first characterize variability associated with the case in which a single 

emitter is used without changing its position. For CIU, we used metrics commonly used in 
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comparing CIU fingerprints. CIU fingerprints are often acquired in triplicate, and the triplicate-

average root mean square deviation (RMSD) between each pair of maximum-intensity-

normalized fingerprints is reported as a percentage (“average pairwise RMSD”, hereafter 

RMSDAofP) to assess variability. Here, CIU fingerprints of NIST mAb25+ were acquired in 

triplicate (Figure 2 a-c) using a single nESI emitter in a fixed position and TWIMS settings of 

650 m/s and 30 V. When averaged (Figure 2d), these fingerprints show a very low RMSDAofP 

(1.19%, Figure 2e and 2f). 

A similar set of CIU experiments was performed for BSA16+, and a very low RMSDAofP 

(0.98%, data not shown) was measured. Additional single-emitter RMSDAofP values for NIST 

mAb22-26+ and BSA14-16+, averaged over all charge states, are shown in Figure 2f, alongside 

values for the most abundant charge state of each protein. These results show that CIU 

fingerprints collected sequentially using a single emitter can be highly repeatable (RMSDAofP 

~4%), especially for high abundance charge states (RMSDAofP ~3%). 
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Figure III-2. CIU fingerprints of NIST mAb25+ collected in triplicate (a,b,c) using a 

single nESI emitter in a fixed position. The average of these fingerprints is shown in (d). Average 

(green bar) and single standard deviation (error bars) in pairwise RMSD of CIU fingerprints for 

all native charge states of NIST mAb (22-26+) and BSA (12-14+) and for only the most 

abundant charge state (NIST mAb25+ and BSA16+) (e). Average CIU difference plot for the 

fingerprints shown in (a,b,c) for NIST mAb25+ (f). 

Reproducibility of CID and CIU using fixed vs. uncontrolled nESI emitter position. CID 

of singly protonated leucine enkephalin peptide (555 Da) generated by nESI from a solution of 

pH 7 aqueous ammonium acetate was performed on the Synapt G2-Si using injection potentials 

between 5 and 35 V. CID of holomyoglobin7-10+ ions (17,549 Da) generated by nESI from a 

solution of 80/20 water/methanol (vol/vol) was performed with injection potentials between 5 V 
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and 65 V. Figure 3 shows CID breakdown curves for leucine enkephalin (Figures 3a and 3e) and 

holomyoglobin9,10+ in water/methanol (Figures 3b, 3c, 3f, and 3g) in uncontrolled (Figures 3a-c) 

and fixed (Figures 3e-g) emitter positions across multiple days.  

 

Figure III-3. CID breakdown curves (a-c, e-g) and CIU fingerprint differences (d,h) in 

uncontrolled (a-d) and fixed (e-h) nESI emitter positions on a Waters Synapt G2-Si are shown 

for leucine enkephalin (a,e), holomyoglobin9+ (b,f), holomyoglobin10+ (c,g), and BSA15+ (d,h). 

Statistics for CID50 are summarized in (i), with error bars representing the standard deviation 

of CID50 value across all trials. Statistics for CIU50 of BSA15+ are summarized in (j), with error 

bars representing the standard deviation in CIU50 value across three trials. 



71 

 

In uncontrolled nESI emitter position experiments, the position of the nESI emitter was 

coarsely tuned by a single user for high precursor signal while minimizing sodium adduction. 

The CID50 for all three ions (leucine enkephalin and holomyoglobin9,10+) had a roughly inverse 

correlation with the signal strength. (Figure S2 shows example data for holomyoglobin9+ from 

80/20 water/methanol solution.) That is, higher precursor signal corresponded to greater in-

source activation (lower CID50), and positions with lower signal corresponded to less in-source 

activation (higher CID50; see Figure S2). In contrast, controlling emitter position by using 

identical nESI stage micrometer settings between days and emitters significantly reduces 

variability of the replicate-average CID50 for these ions (Figure 3i). The standard deviation in 

the CID50 for the fixed emitter position experiments was lower by a factor of ~3-6 for all three 

analytes as compared to that for the uncontrolled emitter experiments. Thus, as for CIU (see 

above), repeatability in CID experiments can be very high when using a fixed emitter position. 

These results show that controlling emitter position can improve reproducibility of CID 

experiments. In principle, use of controlled emitter position can thus increase confidence in 

interpreting CID50 differences between proteins as structural or stability differences, especially 

if emitter position is recorded and reported alongside other experimental parameters. 

An analogous set of experiments was used to assess effects of nESI emitter position on 

CIU of BSA15+ on a Waters Synapt G2-Si using injection potentials from 5-200 V. RMSD values 

were calculated for uncontrolled emitter positions across multiple days (Figure 3d) and for a 

fixed emitter position using multiple capillaries (three on the same day; Figure 3h). For BSA15+, 

the RMSDAofP for the uncontrolled emitter position experiments (27.91%) is far higher than the 

accepted standard for reproducibility (< 5%).90 In sharp contrast, the RMSDAofP for the fixed 

emitter position triplicate collected on the same day is 4.30%, which falls within this standard 
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and is clearly higher than that obtained for the triplicate using a single emitter (see above). An 

effect of similar magnitude of exchanging emitters was observed for all charge states of BSA 

(14-16+) and NIST mAb (22-26+) that were investigated. The overall RMSDAofP for both 

proteins was determined to be 6 ± 3% across all charge states and 4 ± 2% for the most abundant 

charge states. Because variation in CIU fingerprints acquired using different emitters in the same 

position can be larger than that using a single emitter, it is therefore recommended to use 

multiple emitters to accurately survey CIU variability for a fixed emitter position. In contrast to 

the CID experiments described above, use of uncontrolled emitter position to optimize for high 

signal and low salt adduction in CIU resulted in a similar amount of variation (as measured by 

RMSDAofP) as did exchanging emitters in a fixed position (Figure 3j). 

Taken together, the above results show that controlling nESI emitter position can 

significantly reduce variability in CID50 and reduce CIU RMSD. Noting and reporting emitter 

position (e.g., the nESI stage micrometer positions and stand-off of the nESI emitter tip from the 

stage) can thus facilitate reproducibility between laboratories and improve traceability, as well 

provide crucial information for literature meta-analysis. 

Spatial map of extent of in-source activation due to emitter position in CID experiments. 

Motivated by the above-described influence of nESI emitter position on variability of CID and CIU data, 

we investigated whether there was a spatial mapping of this effect onto emitter position and to what 

extent this effect may vary between different instruments and analytes. Figure 4a shows a spatial map of 

CID50 onto nESI emitter position for partially denatured holomyoglobin9+ on the Waters Synapt G2-Si. 

(An analogous map for holomyoglobin10+ is shown in Figure S3.) Representative CID breakdown curves 

in three emitter positions (“far”, “below”, and “close”; see Figure 4b) show shifts of the entire breakdown 

curve along the injection potential axis. On the spatial map, emitter positions for which the CID50 is 

shifted to lower values indicate greater in-source activation for this ion. As can be seen in the spatial map, 
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emitter positions that cause higher in-source activation are located roughly along the inlet axis out to ~3 

mm in front of the inlet and then follow a roughly 90° turn toward the axis of the emitter holder. The most 

activating of these are positions closest to the inlet. Other, more “peripheral” emitter positions cause less 

in-source activation. 

 

Figure III-4. (a) A map of the effect of position on CID50 of holomygolobin in 

water/methanol on a Waters Synapt G2-Si. Blue cubes show the highest CID50 potential 

required while red cubes show the lowest. (b) CID breakdown curves of holomyoglobin 

water/methanol at the “close” (red; 0, 0.5, 0.5 mm), “far” (blue; 0, 3, 5 mm), and “below” 

(black; −3, 1, 1 mm) positions. These positions are shown with arrows in (a). (c) CID 

breakdown curves of holomyoglobin in ammonium acetate on the Waters Synapt G2-Si at the 

close (red) and far (blue) positions. (d) CID breakdown curves of holomyoglobin in ammonium 

acetate on the Agilent 6545XT Q-TOF Mass Spectrometer at a “close” (red; 0.5, 2 mm) and 

“far” (blue; 2, 5 mm) position. See Methods section for explanation of emitter position 

coordinates. 

Based on this map, CID was also performed at “high” and “low” activation positions for singly-

protonated leucine enkephalin (Figure S4a-d, representative mass spectra Figure S5), native Shiga toxin 1 

subunit B pentamer (Figure S4e), and native holomyoglobin9+ (Figure 4c) to determine whether a similar 

spatial pattern holds for other analytes. Differences of ~3 and 4 V were observed for leucine enkephalin 

and Shiga toxin 1 subunit B pentamer, respectively, with greater in-source activation at the emitter 

position close to the inlet (Figure S4). A smaller difference of 0.8 V was observed for native myoglobin9+ 

(Figure 4c). Results for all three of these analytes qualitatively agree with the map for partially denatured 

holomyoglobin9+. 

To ascertain whether a similar spatial dependence applies to a different instrument source, the 

influence of position on an Agilent 6545XT Q-TOF mass spectrometer was studied using native 
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myoglobin and leucine enkephalin with the nESI emitter located close (~1-3 mm) and far (~4-7 mm) from 

the instrument inlet. On this instrument, no significant difference in CID50 was observed for leucine 

enkephalin (Figure S6) or moderate concentration (8 µM) myoglobin (Figure 4d) between the two emitter 

positions. However, when using a high concentration (35 µM) native myoglobin sample on the Agilent 

6545XT mass spectrometer (located on axis with the instrument inlet on the other side of the nESI 

emitter), use of the far emitter position resulted in greater competition between the heme0/1+ loss channels 

upon CID. Almost all CID occurred by loss of heme1+ in the close position (see Figure S7). These results 

illustrate that effects of nESI emitter position on CID can be instrument dependent. While, for the Waters 

Synapt G2-Si, measurably different amounts of in-source activation occurred at close vs far positions for 

all three analytes, only small (average of < 0.5 V) differences were observed for the Agilent 6545XT for a 

similar distance between emitter positions for two of the three tested analytes. 

Intriguingly, a large difference in CID branching ratio (heme0 vs. heme1+ loss channels) on the 

6545XT was observed for high- (but not low-) concentration holomyoglobin solutions with a large (~7 V) 

concomitant shift in CID50 (see Figure S7). This effect may be due to electrochemical oxidation in 

solution212 due to the higher electric fields present in the closer emitter position, or it may be due to redox 

activity within weakly bound dimers at the high concentration. Brandner et al. recently reported “intrinsic 

native electron capture dissociation” of (heme-containing) cytochrome c, that only occurs at high (≥ 37.5 

μM) concentrations and requires no deliberate collisional activation.24 They attributed this to inter-

monomer electron transfer in cytochrome c dimers somewhere within the instrument source region. Here, 

it appears that emitter-position-dependent activation differences on the Agilent 6545XT are insufficient to 

significantly affect CID of either leucine enkephalin or native holomyoglobin monomers but are sufficient 

to cause observable differences for holomyoglobin at high concentration. CID50 values for these 

experiments are summarized in Figure S8. 

The Waters Synapt G2-Si and the Agilent 6545XT mass spectrometer (see photographs and 

schematics in Figure S9) have significantly different source designs, which may explain the observed 

differences in nESI emitter position-dependent activation. One major difference is that, inside the Synapt 
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G2-Si source, ions travel through a relatively high-conductance (~15 mm diameter) ion guide into the 

“Stepwave”, whereas, for the Agilent 6545XT, they pass through a narrow (0.55 mm diameter, 19 cm 

long) inlet capillary followed by a supersonic expansion into the 4-Torr Front Funnel. The nESI potential 

needed for stable spray across all emitter positions on the Agilent 6545XT (1.2-1.5 kV) was slightly 

higher than that used on the Waters Synapt G2-Si (0.9-1.3 kV). Nitrogen drying gas is used in the Agilent 

6545XT source, whereas no drying gas is used in these Waters Synapt G2-Si experiments. The range of 

emitter-to-inlet distances and the source temperatures (24-31 °C) used in the two sources are similar. 

Together, these design differences suggest that the above-described differences in CID behavior arise 

primarily from differences in the sharpness of the transition from atmospheric to low pressure and the 

amount of time ions spend beyond the source inlet at relatively high pressure in the two instruments.  

 Variation of protein CIU fingerprints at fixed emitter positions as measured using RMSD. 

Above, it was shown that using a fixed emitter position with a single emitter can result in very 

low variability in CID50, CIU50, and CIU RMSD between replicates. To determine whether 

different emitter positions also cause different measurable in-source activation in CIU 

experiments, we first investigated whether RMSD for replicates using a single emitter at a fixed 

position varied with emitter position. Generating CIU fingerprints with low RMSD is a widely 

accepted criterion for high reproducibility/repeatability and is necessary to confidently 

distinguish structures of ions based on differences in their CIU fingerprints.  

RMSD for CIU fingerprints acquired at different emitter positions were calculated to 

assess whether these data meet the < 5% acceptance criterion and quantify their variability. 

These data were collected in a same-day quintuplicate using BSA and NIST mAb (mass spectra 

Figures S10 and S11) as described in the Methods section. BSA fingerprints were collected in 

this way on 3 separate days, and NIST mAb fingerprints were collected on one day 

(representative data shown in Figures S12-14). Results in this section for BSA are reported as the 
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average across those 3 days. Figure 5 summarizes the measured effects of different capillaries at 

positions close to and far from the instrument inlet. nESI emitter position effects on the 

repeatability (using a single emitter) and reproducibility (between different emitters) of CIU 

fingerprint replicates are measured by the RMSD calculated in CIUSuite2 for BSA (Figure 5a) 

and NIST mAb (Figure 5b). The average RMSD across 3 days and all 5 fixed-position replicates 

for BSA is less than 6% (and less than 5% for the highly-abundant 15 and 16+ charge states; see 

Figure 5a). The average RMSD for NIST mAb exceeds 10% for two of the low-abundance 

abundant native charge states (22 and 23+) under some conditions, which is outside the 

acceptance criterion established by Ruotolo and coworkers. However, for high-abundance charge 

states (25 and 26+) at both close and far positions it is less than 7% overall and for most 

fingerprints is less than 5% (Figure 5b).  

Figure III-5. Statistics for RMSD of quintuplicates of BSA collected on three separate 

days (a) and quintuplicates of NIST mAb collected on a single day (b). In (a) colored bars 

represent average, and error bars represent the combination of triplicate and day to day 

variation. In (b) colored bars represent average, and error bars represent the triplicate 

variation. 

  Loo and coworkers observed that results from native MS experiments can to some 

extent depend on the “touch” of the user,180 including tuning of emitter position and other user-

tuned source conditions. Comparison of the RMSD at different emitter positions in the above 

experiments sheds some light on the origins of this user-dependent “touch” for nESI-IM-MS. 

Figure 5a shows that variability (as measured by RMSD) for BSA CIU fingerprints collected 

using a single emitter in each position is higher in the “close” position than in the “far” position. 

For NIST mAb, CIU fingerprints collected in the close position have a higher RMSD than those 
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collected in the far position when the same emitter is used (Figure 5b). Using a single emitter in 

a “far” position rather than a “close” position led to more stable spray and a lower (< 2%) RMSD 

value for these ions in most replicates.  

However, whereas single-emitter experiments show a clear influence of emitter position 

on CIU fingerprint repeatability, assessment of reproducibility using different emitters is more 

meaningful in characterizing expected variation of CIU over time within a single lab or between 

laboratories using the same type of instrument. For the ions studied here, exchanging nESI 

emitters increased the RMSD by a factor of 1-3 with respect to single emitter experiments and 

largely masked any differences in CIU fingerprint variability (RMSD) between the close and far 

positions (Figure 5). As a caution, it was observed that 1 of 8 emitters tested had an unusually 

large RMSD of 8.7%, while the others consistently had RMSDs below 4% (analysis with this 

trial excluded shown in Figure S15). 

Differences in CIU fingerprints collected at different emitter positions as measured by 

RMSD. In addition to its uses as a metric of variability for a single analyte under a single set of 

experimental conditions, RMSD is also used as a metric to assess structural differences of ions 

prepared under different experimental conditions or differences between analytes with similar 

structures. Here, we apply RMSDAofP (average of all pairwise RMSD values between 

fingerprints in each trial acquired under different experimental conditions) and RMSDPofA (the 

pairwise RMSD between the average of all trials for each condition, commonly used to assess 

structural differences between analytes), to assess the differences between fingerprints of the 

same charge state collected at a close and a far position. For BSA, the RMSDPofA and RMSDAofP 

between the fingerprints acquired at the close and far positions are roughly twice those for data 

acquired at fixed positions (Figure 5a), indicating a clear effect of emitter position on CIU 
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behavior for this ion. In contrast, due to the high RMSD between different capillaries in the far 

position for NIST mAb, it is less clear whether the same effect occurs for this ion (Figure 5b).  

  Differences in CIU fingerprints at different emitter positions as measured using CIU50. 

Instead of RMSD, it might seem that the more intuitive property in CIU experiments to compare 

to the above CID50 results for CID experiments would be the CIU50. The BSA and NIST mAb 

data described above were analyzed using CIUSuite2 to identify features and CIU50 of 

transitions for each individual trial (fit parameters in Table S2). The results of this analysis are 

summarized in Figure 6 for both BSA (Figure 6a) and NIST mAb (Figure 6b). For both NIST 

mAb and BSA a small (~2 V average, ~1 V median) shift in CIU50 is observed at a close 

position. This indicates the close emitter position causes more in-source activation than does the 

far position, in agreement with the CID results. However, the same-day standard deviation in the 

CIU50 due to exchanging nESI emitters was found to be 1-2 V for these replicates, and the day-

to-day standard deviation was ~2 V. Thus, the shift in CIU50 between the two emitter positions 

was similar in magnitude to realistic variability of CIU50 caused by exchanging emitters and/or 

day-to-day instrument drift for the Waters Synapt G2-Si.  

   

Figure III-6. Statistics for CIU50 transitions in far (blue) and close (red) positions for BSA 

collected on three separate days (a) and NIST mAb collected on a single day (b). In (a) error 

bars represent day-to-day variation. In (b) error bars represent variation across the triplicate. 

Insets show box-and-whiskers plots for differences in average CIU50 measured at close and far 

positions for all charge states and all observed transitions. The unusually high CIU50 difference 

value in the inset of (a) represents data for one replicate of BSA14+ with very low signal. 
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One explanation for the apparently greater sensitivity of RMSD to emitter position 

relative to CIU50 is that the latter are determined by integrating IM-MS data over ranges of drift 

times corresponding to each CIU feature. This integration may average out differences in the 

shape of drift time distributions that explicitly increase the RMSD. Thus, RMSD (or other 

similar metrics that directly account for drift time distribution differences)230 may be a more 

sensitive tool than CIU50 for assessing variability of in-source activation for different 

experimental conditions when these differences are small. There may also be a kinetic 

contribution, i.e., energy barriers for the observed structural transitions for these ions and internal 

energy required to observe them on the experimental timescale may differ. 

 Conclusions 

The data presented here indicate that tuning emitter position between experiments can be 

a significant source of day-to-day and emitter-to-emitter differences between CID breakdown 

curves and CIU fingerprints. However, recording and using identical, micrometer-adjusted nESI 

emitter positions on a Waters Synapt G2-Si instrument can increase repeatability and 

reproducibility of CIU/D data. Systematically mapping the emitter-position-dependent shift in 

CID50 values for holomyoglobin provided a straightforward way to assess which emitter 

positions lead to greater in-source activation, with positions close to the instrument inlet typically 

exhibiting greater activation (and variability in activation) than far and peripheral positions. In 

contrast, emitter position was shown to have a very small influence on CID50 for most analytes 

on an Agilent 6545XT Q-TOF instrument. This difference between the two instruments likely 

arises from differences in collisional heating and cooling experienced by the ions as they pass 

into and through the source regions, which have significantly different pressure profiles and gas 
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dynamics. Modeling this ion heating and cooling as a function of source design, nESI potential, 

and gas dynamics is the subject of future investigation.  

For CIU fingerprints on the Waters Synapt G2-Si, RMSD values indicate that use of 

close vs. far emitter positions can result in measurable differences in BSA CIU fingerprints.  

CIU50 values, by contrast, were less useful for characterizing emitter position effects due to high 

variability in these values when exchanging emitters and due to instrument drift from day to day. 

For NIST mAb, RMSD and CIU50 differences between close and far emitter positions were both 

similar in magnitude to the those at fixed position between emitters and days. These results 

illustrate that it can be important to characterize emitter position effects on CIU/D for an analyte 

of interest before choosing which emitter position to use, and that acquiring replicates at a fixed 

position as well as recording emitter position can be useful in increasing reproducibility. To 

support reproducibility and traceability within and between laboratories for native IM-MS 

experiments, including CID/U experiments, an example table reporting nESI emitter positions 

and other relevant experimental settings for these data is included in the SI (see Table S1), and 

an associated table template is available for download on the Prell group Github website 

(https://github.com/prellgroup).  

https://github.com/prellgroup
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IV. AN IMPROVED IMPULSIVE COLLISION THEORY FOR 

DETERMINING THERMOCHEMICAL BARRIERS OF NATIVE 

PROTEIN COMPLEX DISSOCIATION WITH MODERN MASS 

SPECTROMETERS  

This chapter includes co-authored material which is intended to be published with co-

authors Austin Green, Kenneth Newton, Jody May, John McLean, Ruwan Kurulugama, and 

James Prell. Data collection, data analysis, and project conceptualization were performed by 

Samantha Shepherd, Austin Green, and Jody May. Development, validation, modifications, and 

revalidation of the command line software program IonSPA was pursued over a period of 4 years 

by Samantha Shepherd, James Prell, Kenneth Newton, Ruwan Kurulugama, and Austin Green. 

Figures were created by Samantha Shepherd and Austin Green. 
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Abstract 

Native ion mobility-mass spectrometry (nIM-MS) can measure the dissociation and unfolding of 

protein ions in the gas phase to determine structural information about biological samples at all structural 

levels. In collision induced unfolding and dissociation (CIU and CID), the energy required for a structural 

change is often reported as the voltage at which 50 percent of the precursor ion has been depleted, i.e., the 

“CID50” (“CIU50” for unfolding transitions). The CID50 can differ between instruments due to 

differences in collision cell design or when collected using different settings (such as collision cell 

pressure) on the same instrument. Here we show that IonSPA, in-house software based inspired by 

Uggerud and Derrick’s Impulsive Collision Theory, may be able to account for differences in CID50 

caused by different pressures and  between collision cell designs on different commercial instruments. 

Agreement with enthalpy and entropy values calculated from measured Arrhenius parameters for loss of 

heme from partially denatured myoglobin and for monomer loss from Shiga toxin 1 subunit B pentamer 

dissociation was typically  about 30%, positioning IonSPA as a promising model within the context of the 

limited number of standards available for comparison.  
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Introduction 

In recent decades native ion mobility-mass spectrometry (nIM-MS) has emerged as a useful tool 

to study the structure and behavior of many biomolecules and their complexes. Native mass spectrometry 

is used to transfer intact, kinetically-trapped, natively folded proteins or protein complexes49–51,100  into the 

gas phase through a variety of methods, commonly via nano-electrospray ionization (nESI).14  

Some study of these native-like protein ions can be performed without disrupting their native-like 

structure. However, much additional structural information can often be determined using adjuvant 

methods in which the native-like ions are deliberately unfolded or dissociated.8,36,320 This includes 

investigation of dissociation products to determine quaternary structure3,4,222,321 or primary structure,111 

unfolding of protein ions to evaluate tertiary structure and identify domains,227,322 dissociation of ligands 

for their identification or binding location,173,206,207,215–217,310,321,323 ion reactions,6,9,24,102 and unfolding of 

protein ions to test for structural differences between highly similar proteins.12,32–34  

These disruptions to native-like structure in order to make inferences about native protein 

structure are reminiscent of strategies used in the solution phase prior to the development of high-

resolution biophysical techniques such as protein nuclear magnetic resonance (NMR) spectroscopy, x-ray 

crystallography and cryo-electron microscopy (cryo-EM). In these cases, application of a chemical or 

thermal denaturant to proteins in solution is used to determine the Gibbs free energy, the extent of 

cooperativity, and/or the relative stability by considering the amount of folded protein remaining as a 

function of denaturant applied.226 Proteins ions unfolded by collision induced unfolding (CIU) often 

unfold via three or more states,86 unlike in these solution phase techniques, in which often zero or only 

one stable intermediate state is observed. Consequently, if each transition between states can be well 

characterized there is a potential wealth of structural information in CIU data. Furthermore, because the 

gas-phase potential energy surface differs from that in solution, the observed intermediate unfolded 

structures are likely different from those accessed in solution, potentially yielding information about the 

native structure that is partly orthogonal to condensed-phase unfolding methods. These differences are 
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due factors such as the absence of solvent, the increased strength of charge-charge and charge-dipole 

interactions in vacuum, and the lack of a hydrophobic driving force in the gas phase.  

Extensive prior work has considered the deposition of internal energy into protein ions for the 

purpose of quantitating the gas-phase stability of ions, including in collisional activation (collision 

induced unfolding and dissociation (CIU/D)),186,324–326 surface induced activation (SIU/D),3 Electron 

Capture/Transfer Dissociation (EC/TD),118,119,185 Blackbody Infrared Radiative Dissociation (BIRD),99,188 

and Guided Ion Beam Mass Spectrometry (GIBMS).79,93,95  

Some techniques and some studies71,178,327 especially those using BIRD or GIBMS, mechanisms 

of internal energy deposition, internal energy distributions, and reaction time of protein dissociation 

events have been carefully characterized to determine the enthalpy, entropy, and free energy barriers to 

dissociation. These methods are computationally expensive enough that they are infeasible for 

determining vibrational energies of moderate-sized proteins, especially over the hundreds to thousands of 

collisions common in modern, commercially available collision cells. In these collision cells operation 

pressures allow ion-buffer gas collisions to either deposit or remove energy from the ion, resulting in an 

ion internal energy that changes dynamically as the ion traverses the collision region. Consequently, new 

strategies are necessary for the evaluation of internal energy of moderate sized proteins through their 

reaction time within a typical modern collisional activation experiment. The Impulsive Collision Theory 

(ICT), developed by Uggerud and Derrick and modified by Douglas to study peptide dissociation at high 

collision energies, is an attractive theory to help overcome the computational bottleneck of atomistic 

simulations. In the ICT, only the buffer gas particle and a small region of the ion directly interacting with 

the gas particle need be modeled for each collision. However, the ICT does not include mechanisms for 

internal energy loss from the ion to the buffer gas, which is expected to occur as the hot ion begins to 

slow down, while continuing to undergo collisions. 

In this manuscript a Monte-Carlo version of an Improved Impulsive Collision Theory (IICT), 

based on the ICT of Uggerud and Derrick,191 is presented as an extension of more simplistic modeling.186 

This model is implemented in Python (Ion Simulations of the Physics of Activation, IonSPA). IonSPA is 
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used to determine the thermodynamic dissociation barriers of two protein standards (partially denatured 

myoglobin and native Shiga toxin pentamer), previously studied with BIRD, using multiple collision 

induced dissociation on two commercially available instruments (an Agilent 6545XT quadrupole-time-of-

flight, Q-TOF, and a Waters Synapt G2-Si Q-IM-TOF). 

Methods 

All peptide and protein samples were obtained from Sigma Aldrich (St. Louis, MO, USA) and 

used without further purification. Equine heart myoglobin (SKU: M1882) was buffer swapped using 

Micro Bio-spin 6 columns (Bio-Rad, Hercules, CA, USA) into 18 MΩ·cm water, which was then mixed 

with 20 percent methanol by volume  to generate partially denatured myoglobin solutions matching 

solvent conditions in BIRD experiments.128 This solution was also initially prepared at a high 

concentration (~100 micromolar) then diluted to a concentration more suited for nESI-MS (~10 

micromolar) to reduce the prevalence of heme0 loss upon collision induced dissociation and increase that 

of heme1+ loss (to ≥ 95%). Shiga toxin 1 subunit B (SKU: SML0562) was buffer swapped into pH 7, 200 

mM ammonium acetate solution and sprayed as a native (primarily pentameric) protein solution. Sample 

concentrations ranged from 1-25 micromolar. 

Data were collected using an Agilent Collision Cell (Agilent 6545XT  and 6560 Q-TOF Mass 

Spectrometers), a Waters Synapt G2-Si, and an Agilent In-Source CIU Cell (Agilent 6560 Q-TOF Mass 

Spectrometer). These cells use nitrogen, argon, and nitrogen mixed with ambient air and/or SF6 as 

collision gases, respectively. In the Agilent Collision Cell and Waters Synapt G2-Si (Waters Trap) ions 

are accelerated by a potential difference into a collision cell (18 cm and 12.5 cm respectively) with a 

moderate (10-5 barr) pressure with the inclusion of a potential distributed across the cell (Agilent Collision 

Cell) and a traveling wave (T-wave) potential (Waters Trap). The Agilent In-Source CIU cell, ions are 

accelerated by a potential into a high (for vacuum) pressure region. The potential is placed to coincide 

with a supersonic expansion as the beam changes pressures dramatically entering the vacuum region of 

the instrument. Various specific components of these cells had to be considered to model them accurately 
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including the potentials as a function of distance and time, pressure as a function of distance, and gas-

flow dynamics. Potentials were modeled only as a function of distance for both Agilent cells which use 

static potentials, and as a function of both distance and time using a modified sin wave for the Waters 

Synapt G2-Si. Pressure was modeled as constant in the Agilent Collision Cell and as a constant followed 

by decay to a second constant in the Waters Trap due to the open region at the end of the cell. Pressures 

and gas-flow dynamics were explicitly calculated using Fluent for the Agilent In-Source Collision Cell. 

Agilent instruments are known to have a heated quadrupole region and may be more activating; 

consequently internal energy of ions on these instruments is modeled with a starting temperature of 400 

K, rather than 298 K. Further discussion of the differences and designs of these instruments can be found 

discussed in prior work.90,328 

The nESI source on both instruments was operated in positive ion mode under static nESI 

conditions using 1.0/0.78 mm o.d/i.d. borosilicate glass nESI emitters with filament pulled to ~2 

micrometer i.d. openings using a P97 Flaming-Brown micropipette puller (Sutter Instrument, Novato, 

CA, USA) without further modification. nESI was initiated by applying a 0.9-1.5 kV potential to a 

platinum wire inserted into the solution inside of the emitter without use of an external syringe pump. 

Emitters were placed in “far” and “peripheral” positions relative to the inlet of the instrument,328 as 

detailed in the Supporting Information (Table S1). Data for CID breakdown curves collected for 

thermodynamic barrier quantification were acquired by first isolating the precursor of interest, then 

adjusting the “CE” potential of the instrument “Trap” region (hereafter, the Injection Potential) over a 

range from which negligible to nearly complete dissociation is observed. The fraction of precursor 

remaining is calculated as the observed abundance of the precursor after CID divided by the sum of the 

precursor and all observed product ion abundances.  

As an additional consideration to develop a more accurate model, temperature is defined as a 

Boltzmann distribution of internal energies centered around a particular energy. Ions that are rapidly 

heated through collisions would not necessarily follow a Boltzmann or Boltzmann-like distribution and 

therefor may not be able to be defined as at a particular ’temperature’. Prior work in determining the 
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impact of heat capacity values also showed that ion populations follow Boltzmann-like distributions 

throughout their heating and cooling. Those results are used a justification for considering the ions to be 

‘at a temperature’ in this work. 

Data were analyzed using Unidec,171 Python, MassHunter, and MHDAC (a software development 

kit from Agilent Technologies for reading mass spectrometry data files) to generate CID breakdown 

curves. These decay curves were then analyzed in IonSPA, a Python based command line entry program. 

Pre-analysis scripts to generate decay curves and IonSPA code are available on the Prell group Github: 

https://github.com/prellgroup. 

The “pseudo-atom mass”191 used in the IICT computations in IonSPA  was determined 

computationally using molecular dynamic (MD) simulations. In each of 2000 MD simulations for each 

combination of ion and gas particle, a collision of a single gas particle with a single charge state of a 

protein was simulated in the center-of-mass frame of the ion using the all-atom AMBER99 forcefield. In 

total, all combinations of three gas types (helium, argon, and diatomic nitrogen modeled as a spherical 

particle),329,330 three proteins (ubiquitin 5/6+, apomyoglobin 7/9+, Shiga toxin 1 B pentamer12/13+), 7 ion 

velocities corresponding to 5-60 V Injection Potentials for a ubiquitin 5+ ion, and three internal ion 

temperatures (298, 600, and 900 K) were simulated. Charges were placed on the proteins in a low-energy 

configuration using Collidoscope. Initial gas particle velocities was sampled from a shifted Maxwell-

Boltzmann distribution to account for the asymmetry of collision velocities experience by the ion due to 

its lab-frame velocity. The pseudo-atom mass was calculated for each simulation based on the kinetic 

energies of the participants before and after the collision. 

CID breakdown curves were normalized using a best-fit logistic curve to identify the asymptotes, 

then rescaled to set those asymptotes equal to one and zero. The fits of decay curves were weighted by a 

function to more heavily weight points along the slope of the decay curve and reduce influence of noise 

and inaccuracies along the asymtotes. When temperature is assumed to be constant, the thermodynamic 

barrier values can be determined through linearization of a breakdown curve using the Eyring or 

Arrhenius equations.58,128,186,189 Without a constant temperature, it is necessary to use a fitting algorithm to 
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accurately estimate the fraction of ions dissociated (or probability that ions have undergone dissociation 

by a given time cut-off). To determine thermodynamic barrier values, IonSPA is used to simulate 

breakdown curves using trial values of ΔH‡ and ΔS‡, and the total square error between the resulting 

curve and the experimental breakdown curve (weighted toward values closer to 50% dissociation) is used 

as a goodness-of-fit metric. This total square error is optimized over the space of ΔH‡ and ΔS‡ to 

determine a pair best-fit of values. The correlation between ΔH‡ and ΔS‡ generates a “fit temperature” 

(slope of the correlation), which is consistently similar to the maximum temperature reached at the 

equivalent of one lifetime (e) of dissociation or 63% dissociation. This “lifetime temperature” is used to 

determine a Gibbs free energy value for each dissociation reaction measured by IonSPA. 

Results and discussion 

Choice of standards 

High-quality BIRD barrier thermochemistry values have been reported in the literature for a total 

of 3 noncovalent protein complex analytes (with multiple charge states): partially denatured 

holomyoglobin, Shiga toxin 1 B subunit pentamer (Stx1), and streptavidin. Although covalent bond 

dissociation thermochemistry values have been obtained with BIRD for some peptide standards, with the 

most studied being leucine enkephalin,84 these typically dissociate through multiple pathways in the range 

of effective temperatures reached in modern commercially available collision cells,178 considerably 

complicating any analysis by requiring consideration of multiple concurrent reactions. In this manuscript, 

partially denatured holomyoglobin and Stx1, both at multiple charge states, were ultimately chosen as 

targets based on the stability of these samples in neutral pH solutions on the timescale of nESI-CID-MS 

experiments.   

To compare structural disruption between laboratories and over time a standardized, internally 

referenced energy metric is needed 

Figure IV-1. CID breakdown curves for dissociation of heme from holomyoglobin9+ (a) 

shows CID breakdown curves for the dissociation of heme1+ from partially denatured holomyoglobin9+ on 
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3 different mass spectrometers (circles), using the in-source CIU region of a modified Agilent 6560c 

instrument (blue), 4 different gas settings on a Waters Synapt G2-Si Trap (black), two different gas 

settings in an Agilent 6545XT Collision Cell (green). (b) zoomed-in data from (a) excluding the 

breakdown curve collected using the Agilent 6560c In-Source CIU modification. 

CIU50 or CID50, the nominal Injection Potential at which 50 percent of a precursor ion has 

undergone a structural change, is commonly used as a metric to compare the stability of different proteins 

or peptides. This metric allows for comparison of samples across a single instrument operating under a 

single set of parameters.12,33,219  

Figure 1 shows CID breakdown curves for dissociation of heme1+ from partially denatured 

holomyoglobin 9+ on three different instruments: a Waters Synapt G2-Si Trap cell, an Agilent 6560c with 

an in-source CIU modification, and an Agilent 6545XT/6560 Collision Cell described in the methods 

section. The figure also depicts breakdown curves from different pressures on the Synapt and two 

different IMS gas conditions: low (2 mL/min), medium (5 mL/min), and high (10 mL/min) gas flow rates 

with the IMS gas off, as well as a medium gas flow rate (5 mL/min) with the IMS gas on. The majority of 

these changes in pressures and collision cells result in changes in CID50. The Waters Synapt G2-Si Trap 

and Agilent 6545XT Collision Cell yield similar CID50s for this precursor ion despite differences in 

length and design. In contrast, the Agilent In-Source CIU cell operates at much higher pressure, and ions 

are dissociated by accelerating them over a very short distance through a supersonic expansion. The 

considerable differences in temperature reached and time spent offer a potential explanation of the 

different CID50 values (Figure 1a, blue vs green and black curves) measured with this instrument. 

An ideal development in CIU/D standardization would allow for comparison of the stability of 

proteins, peptides, protein complexes, and protein-ligand complexes between instruments, pressure and 

Injection Potential settings, laboratories, and to future values and literature standards. As new CID and 

CIU cells are developed and more widely used, resulting in an even greater variation in measured CID50 

values,90 there is a growing need to model ion internal energy (an intrinsic value with a direct connection 

to dissociation/unfolding kinetics) as a function of time, rather than relying on Injection Potential (or 
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nominal initial lab-frame kinetic energy, z  ͯ Injection Potential).35,90,186 Given the complex relationships 

between thermodynamic barriers for dissociation/unfolding, nominal Injection Potential, gas temperature, 

ion internal energy, and observable kinetic window influencing the observed extent of reaction, it is 

useful to develop and validate a “universal” method for determining the thermodynamic barriers by 

accurately describing the internal energy and dissociation/unfolding of precursor ions as a function of 

instrument design and experimental parameters. Because, for a given internal energy, the thermodynamic 

barrier an ion must overcome in CID/U to undergo a given structural change should be the same on any 

instrument. The utility of measuring thermodynamic barriers has been recognized within mass 

spectrometry; barriers have been measured for a small number of proteins and protein complexes using 

BIRD,58,128,189,235,331 a number of peptides and metal-ligand complexes using GIBMS,93,332 and some 

peptides using SID.29,71,178,209 However, these measurements have typically required computationally 

expensive ab initio modeling of ion structures and vibrational states as well as Rice-Ramsperger-Kassel-

Marcus (RRKM) modeling of observed dissociation kinetics, both of which can be prohibitively 

expensive to apply to large ions, such as proteins and protein complexes. 

The Improved Impulsive Collision Theory (IICT) reasonably models ion internal energy through 

ion activation in modern commercially available instruments 

To overcome much computational expense in modeling ion heating, cooling, and dissociation, we 

use an Improved Impulsive Collision Theory (IICT) based on the Impulsive Collision Theory introduced 

by Uggerud and Derrick and developed further by Douglas for small molecular ions and peptides.191,228 In 

both models, it is assumed that each collision between an ion and a buffer gas particle can be treated as a 

locally elastic collision of the gas particle with a small portion of a peptide (the "pseudo-atom", Figure 2a-

c). This may cause the pseudo-atom’s kinetic energy with respect to the center of mass of the whole 

protein ion (i.e., its vibrational energy) to increase, decrease (IICT only), or stay the same. If the pseudo-

atom’s vibrational energy does increase or decrease, some of the kinetic energy of the gas particle-

pseudo-atom collision is thus transferred into (Figure 2c) or out of (Figure 2g), respectively, the pseudo-
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atom. After the collision, it is assumed that vibrational energy of the pseudo-atom is redistributed 

throughout the whole ion according as a microcanonical ensemble before the next collision occurs (Figure 

2d). This is justified by the typical timescale between collisions in typical CIU/D experiments 

(nanoseconds) as compared to the very fast internal vibrational energy redistribution timescale of proteins 

(picoseconds or less).  

It is further assumed that, because the protein is large compared to the pseudo-atom, the statistics 

of vibrational energy associated with the region of the ion involved in the rate-limiting step for 

dissociation/unfolding (Figure 2e) follow an approximately canonical ensemble at an effective 

temperature identical to that at which the ion would have an average internal energy equal to the 

microcanonical energy. Because the rate-limiting step likely involves making and/or breaking a small 

number of bonds, this should be justified for protein-sized ions, which contain many thousands of bonds. 

The ion's kinetic energy also changes due to the momentum transferred in the collision and applied 

external electric fields. This process continues for each collision (typically hundreds to thousands in 

CIU/D experiments) until the ion exits the collision region. It should be noted that the mass of the pseudo-

atom, assumed to be constant for a given ion-gas particle relative velocity and ion internal energy before 

the collision, is mathematically related to, and can be thought of as determining, the average “efficiency” 

of collisional energy transfer.  

Emphatically, the IICT does not require assigning a specific location on the ion for each collision 

with buffer gas; instead, only the ion and gas particle masses and velocities, ion internal energy, and a 

random collision geometry are used to model the collision. In this manner, many thousands of sequential 

collisions for each of a large population of ions can be efficiently simulated without the very high cost of 

atomistic MD simulations. Although it is likely that many collisions transfer energy in and out of 

rotational modes of the ion, these are typically expected to play a weak role in dissociation/unfolding of 

protein-sized ions, and the total rotational energy of the ion after its translational energy should be much 

smaller (by a factor of ~3/(6n) = 1/(2n), where n is the number of atoms in the ion) than the total 
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vibrational energy of the ion. The IICT therefore ignores ion rotational energy, which would add 

significantly to computational complexity with little effect on dissociation/unfolding kinetics. 

Importantly, in modern commercially available collision cells, a sufficient number of collisions 

occur that it is likely ions are not only heated by collisions (as in the original ICT), but also cooled to 

varying extents (Figure 2f-h). This occurs via super-elastic collisions when the ion’s internal energy is 

well above the thermal kinetic energy of the gas. Additionally, the pseudo-atom mass, which was 

modeled in the original ICT to be roughly 32 Da for peptides in argon gas, differs for larger proteins and 

varies as a function of both temperature and kinetic energy (Figure 3).  

 

Figure IV-2. Schematic cartoon representing key steps in the IICT (Improved Impulsive 

Collision Theory). (a) shows an ion traveling at a high velocity into a collision cell with buffer gas 

(pink), (b) shows a gas molecule colliding with a portion of the ion, i.e., a pseudo-atom (with mass 𝑚𝑎), 

(c) shows the energy from the collision being transferred to internal (vibrational) modes of the ion or the 

elastic collision between the pseudo-atom and gas molecule, (d) the increased vibrational energy is 

distributed through the analyte, potentially causing dissociation/unfolding (e). (f) After many such 

collisions, after the ion’s laboratory-frame kinetic energy has substantially decrease and it has high 

vibrational energy, an additional collision also occurs. (g) This collision removes vibrational energy from 

the pseudo-atom participating in the collision, and (h) the vibrational energy is again redistributed 

through the analyte now resulting in overall reduced vibrational energy. 

Figure IV-3. Fits of pseudo-atom mass based on MD simulations. (a) shows a linear 

piecewise fit of the average pseudo-atom mass at varying temperatures along the x-axis (b) show a linear 
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piecewise fit of the average pseudo-atom mass at varying ion velocities, and (c) shows a planar piecewise 

fit of ion velocity along the x-axis and ion temperature along the y-axis. 

The pseudo-atom mass appropriate for protein ions was fit in the IICT using atomistic molecular 

dynamics simulations. Initial relative velocities between the gas particle and ion were selected randomly 

from a skewed Maxwell-Boltzmann distribution to account for the lab-frame kinetic energy of the ion, 

and collision geometries were selected isotropically. (A representative simulation “movie” of a gas-ion 

collision and associated screenshots are included in the Supporting Information.) The velocities of the gas 

and ion before and after the collision, as well as the change in vibrational energy of the ion, were 

determined from each simulated collision to determine the single-collision energy transfer efficiency 

factor, 𝜒, which is related to the pseudo-atom mass (ma) and gas particle mass (mg) according to the 

following equation: 

𝜒 = 4
𝑚𝑎𝑚𝑔

(𝑚𝑎 +𝑚𝑔)
2
 

The resulting trajectory-specific ma values were averaged over all simulated collisions to yield a 

final, optimized ma value for each combination of protein ion and gas identity, initial ion lab-frame 

kinetic energy, and initial ion vibrational temperature. Figure 3 summarizes a piecewise fit of pseudo-

atom mass using argon as a collision gas found to provide the strongest agreement. The projection of the 

fit on the effective temperature (Figure 3a) and ion velocity axes (Figure 3b) are shown in Figure 3. A 

piecewise, planar fit is shown in Figure 3c. In two previous reports describing determination of 

thermodynamic barriers from CIU/D experiments, barrier values were calculated under the assumption 

that the ion quickly reached a maximum temperature and cooled very little, permitting the application of 

constant temperature Eyring and Arrhenius equations.102,186  

In the more detailed IICT, ion cooling beyond the internal temperature maximum is explicitly 

included to more realistically represent ion temperature in modern CIU/D instrumentation (Figure 4). The 

IICT predicts that the gas pressure and cell design (e.g., use of traveling waves (Waters Trap, Figure 4c,d) 

vs. static electric fields (Agilent Collision Cell, Figure 4a,b)) can influence the maximum internal 
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temperature of the ion, the time the ion spend close to its maximum internal temperature, and the time the 

ion takes to traverse the cell. 

Using the IICT and models for the Waters Synapt G2-Si Trap cell, the Agilent 6545XT Collision 

Cell, and the Agilent 6560c In-Source CIU region, the effective temperature of the analytes over time 

align with qualitative observations (Figure 4). The Agilent 6560c In-Source CIU region, which requires 

very high Injection Potentials (up to ~450 V) to observe unfolding and/or dissociation of protein ions, 

heats protein ions to very high temperatures (in excess of 1000 K for holomyoglobin9+, Figure 4e) for a 

short amount of time (on the order of 10 microseconds). Due to the short time spent above the reaction 

threshold temperature the kinetic shift is exceptionally high, thus the ions must be accelerated very 

forcefully to reach much higher temperatures in order to observe structural changes within the kinetic 

window. For example, for holomyoglobin9+, the CID50 for heme1+ loss is approximately 200 V, 

corresponding to a nominal initial ion kinetic energy of ~1800 eV in the lab frame, whereas the activation 

energy near 400 K of this CID pathway has been measured by BIRD to be 0.8 eV. CID50 for the same 

analyte on both the Synapt G2-Si Trap cell and Agilent 6545XT Collision Cell are much lower (10-45 V, 

corresponding to nominal initial kinetic energies of ~90-400 V, depending cell type and gas pressure), 

due to the much longer time for which the ion internal energy remains high for these cell designs. 

Additionally, ion internal temperature vs. time curves modeled in IonSPA for the Agilent Collision Cell 

as compared to the Waters Trap are much more similar to each other than they are to the Agilent In-

Source CIU region. These results illustrate the utility of IonSPA for understanding the underlying causes 

of similarities and differences in CID breakdown curves for the same ions on different instrumentation.  

Figure IV-4. Temperature vs. time curves showing the effective temperature of the 

holomyglobin 9+ ions throughout their trajectory under 5 different conditions: high pressure (gas flow 

rate 22 psi) on an Agilent 6545XT collision cell (a), low pressure (gas flow rate 15 psi) on an Agilent 

6545XT collision cell (b), high pressure (gas flow rate 10 mL/min) on Synapt G2-Si (c), low pressure (gas 
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flow rate 2 mL/min) on Synapt G2-Si (d), and a single trajectory of a holomyoglobin 9+ ion on an Agilent 

In-Source Collision Cell (e). The traveling wave has a wave velocity of 300 m/s and a wave height of 4 V. 

 

Enthalpy and entropy values calculated with IonSPA can show moderate to high precision in 

determination across pressures and instruments. 

 

Figure IV-5. Thermodynamic barriers determined by IonSPA. Entropy (a) and enthalpy (b) of heme 

dissociation from mygolobin 9+ and monomer dissociation from Shiga toxin 11-13+  determined by 

IonSPA for low, medium, and high gas flow rates in a Waters Synapt G2-Si Trap cell and for low and 

high gas flow rates in an Agilent 6545XT Collision Cell. 

To assess the precision and flexibility of the IonSPA model across different experimental 

conditions and instrument designs, data were collected and analyzed using IonSPA on both the Water 

Synapt G2-Si and the Agilent 6545XT Q-Tof Mass Spectrometer at multiple pressures (Figure 5) for the 

characterized standards of holomyoglobin and Shiga toxin pentamer.58,128,186 If the models of the cells are 
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an accurate reflection of experimental conditions, data collected under different experimental conditions 

should result in the same determination of enthalpy and entropy barriers. 

Enthalpy and entropy values calculated with IonSPA show moderate agreement with BIRD 

values. 

 

Figure IV-6.  Overall thermodynamic barriers determined by IonSPA. The enthalpy (a) and entropy 

(b) agreement between BIRD, Synapt, and Agilent Collision Cell experiments and modeling. Myoglobin 

10+ Synapt and Shiga toxin 11+ Synapt are triplicate measurements collected at a single pressure on 

single day. All other measurements are the averages of multiple pressures and/or measurements made on 

multiple days. Error bars represent one standard deviation of each datasets determined barrier values. 

The data presented in Figure 5 was averaged to determine an overall agreement between IonSPA 

and BIRD data. The Gibbs free energy (Figure 6A) was calculated using the “lifetime temperature” 

(described in methods) for IonSPA barriers and using the median reported temperature for BIRD data. 

Best-fit values are shown in Figure 6A-C for CID of holomyoglobin9-10+ and Stx11-13+. Qualitatively, the 

fitted values (i.e., all entropy (Figure 6B), and enthalpy (Figure 6C) barriers are of the same sign as the 

previously reported BIRD values. Quantitatively, all enthalpy and entropy barriers determined using 
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IonSPA are systematically low from the BIRD values by 14-50% (14-30% myoglobin; 22-50% Shiga 

toxin, mean: 30%).  

Despite the difference in their magnitude, the values determined in this study follow similar 

trends as a function of charge state and ion identity. This underestimation as compared to BIRD may be 

due to a variety of factors, including underestimation of ion temperature in IonSPA; overestimation of ion 

temperature in BIRD experiments; inaccurate pressure estimation; ion pre-activation or post-activation 

before or after the Trap region;13,69,333 or assumptions within the Eyring equation. In the case of 

overestimates in BIRD, this could be assessed in a future work by shifting the data presented in the BIRD 

studies to a lower temperature by 20-50 K, which would reduce both the enthalpy and entropy barrier 

values determined from those data. Pre- and post-activation can also be studied in future work by 

expanding the model to explicitly include cells before and after the collision cell or, for pre-activation, 

increasing the initial temperature of the ion. 
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Table IV-1. Enthalpy, entropy, Gibbs Free Energy, and Temperature determined by IonSPA for 

holomyoglobin and Shiga toxin protein standards on a Waters Synapt G2-Si and Agilent 6545XT mass 

spectrometer compared to enthalpy and entropy values calculated from BIRD activation energies and 

Arrhenius prefactors. 

Consideration of Uncertainty. 

The primary contribution to uncertainty comes from the experimental measurements themselves, 

which can vary in CID50 due to insufficiently soft ionization conditions, due to instrument drift, due to 

emitter identity, unstable nESI spray, or by as much as 8 V due to emitter position. These data also 

suggest the precision of the model is heavily influenced by the signal-to-noise ratio of the mass spectra 

and the resulting noise along the breakdown curve. This is likely due to at least two aspects of fitting 

 Enthalpy Entropy Tmax at 1/e Tfit 

myoglobin 9+ Synapt 91 ± 16 -40 ± 18 636 604 

myoglobin 9+ Agilent 67 ± 7 -85 ± 12 710 720 

myoglobin 9+ BIRD 87± 10 -102± 20 429^ -- 

Myoglobin 10+ Synapt 72 ± 2* -62 ± 3* 614 578 

myoglobin 10+ BIRD 83 ± 11 -84 ± 20 429^ -- 

Shiga toxin 11+ Synapt 163 ± 35 169 ± 53 468 454 

Shiga toxin 11+ BIRD 264 ± 9 326 ± 20 135^ -- 

Shiga toxin 12+ Synapt 152 ± 32 158 ± 64 450 443 

Shiga toxin 12+ BIRD 217 ± 5 247 ± 11 135^ -- 

Shiga toxin 13+ Synapt 134 ± 15 128 ± 37 440 426 

Shiga toxin 13+ Agilent 128 ± 28 75 ± 53 508 497 

Shiga toxin 13+ BIRD 193 ± 5 184 ± 11 135^ -- 

*data collected at a single pressure and on a single day in triplicate 

^middle temperature used for BIRD 
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influenced by noise in the breakdown curve: 1) challenges fitting noisy sigmoids (noise at the 1 and 0 

asymptotes) and 2) slight shifts in the sigmoid due to noise in the points along the slope.  Based on 

triplicate measurements taken from these low signal to noise data the standard deviation reaches as high 

as 40  kJ/mol (J/molK for entropy). 

 The model itself is very precise with tuning of the parameters, random noise in a moderate 

sample size, and fit error contributing uncertainties of ~3 kJ/mol to enthalpy barriers. As is also typically 

the case when fitting experimental dissociation rates measured at different temperatures to an Arrhenius 

plot,  errors in fitting ΔH‡ and ΔS‡ to data with noise are strongly correlated. This is illustrated in Fig. 7 

by ellipses centered around the best-fit values. Uncertainty along the major axis of the ellipse is high, and 

uncertainty along the minor axis is much lower. A second major source of uncertainty is introduced 

comes from inaccuracies in modeling the physical characteristics of the collision cells and buffer gas. We 

also estimate that combined uncertainty in buffer gas pressure, inaccuracies in modeling pressure 

gradients and flow, effective collision cell length, and electric fields is ~10 kJ/mol (respectively, ~10 

J/mol K) for the modeled enthalpy (entropy) barriers. . Adding this in quadrature to the estimated fitting 

uncertainty yields a combined uncertainty estimate of ~11 kJ/mol (respectively, ~11 J/mol K) for the 

IonSPA-determined enthalpy (entropy) barriers from these sources. Combination of these uncertainties 

results in a total uncertainty of 43 (k)J/mol(K) across all three (IICT and fitting, collision cell model, 

experimental) layers. 

Conclusion 

To summarize these results, IonSPA software, which uses an Improved Impulsive Collision 

Theory, can be used to model ion internal vibrational energy (and temperature) as a function of 

experiment time and distance in common, commercially available instruments using a python based 

command line software (IonSPA) available on github. Using IonSPA to model CID of partially denatured 

holomyglobin and native Shiga toxin 1 subunit B pentamer resulted in determined enthalpy and entropy 

barriers with a precision of 15-50%, as measured by agreement between different pressures. Overall, 

these values agree with values for literature standards measured by BIRD on FT/ICR mass spectrometers 
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within 50% (mean including 3 charge states of Shiga toxin and 2 charge states of partially denatured 

myoglobin: 30%). This agreement is remarkable, considering the very different kinetic shifts and 

timescales of BIRD (seconds, determined as a function of time and a constant temperature) and CID 

(microseconds, determined primarily as a function of acceleration voltage generating a nonlinear response 

of temperature over reaction time) experiments on these instruments. These data are systematically 

shifted, most obviously for Shiga toxin, with the relationship between charge states retained, but the 

values considerably lower as compared to BIRD measurements. The extent of this can be assessed in a 

future work through study of pre- and post-activation alongside assessment of the impact of shifted 

temperatures in BIRD data on determined enthalpy and entropy barrier values.  

The IICT and its implementation in IonSPA software are poised to be effective tools to facilitate 

comparison and interpret intentional structural disruption via CIU/D on different instruments and between 

laboratories. Major remaining challenges for the accuracy and precision of the model include accurate 

modeling of instrumentation and gas properties, especially in cases where detailed design specifications 

are unavailable. Benchmarking against data collected on homebuilt instrumentation with known design 

specifications or on commercial instrumentation with vendor-provided specifications may mitigate some 

of these uncertainties. Tuning of the IICT model is also limited by the very small number of BIRD 

standards available for protein ions and other large ions. This paper also introduces the IICT and this 

models precision and accuracy support that the IICT is a somewhat realistic set of assumptions to describe 

multiple sequential collisions, which may be able to be further improved upon. 

 The current implementation of the IICT in IonSPA exhibits relatively good precision, including 

across two instruments with different collision cell designs, but poorer accuracy. This makes IonSPA 

primarily useful for comparing modern CID data to other modern CID data. As an example: myoglobin 

9+ at low pressure and Shiga toxin 11+ at high pressure have similar CID50 values, but when modeled 

significantly different thermodynamic barriers are determined. However, acquisition of additional high-

quality CID data for a much broader variety of protein ions, as well as in different laboratories and on 
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different instruments, will facilitate global optimization of temperature correction factors (which will 

have a similar effect to pseudo-atom mass correction factors).  
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V. OUTLOOK 

In this dissertation I expand on previous efforts186 from the Prell group to quantitate the internal 

energy of time of reaction of ions in modern commercially available mass spectrometers. This work is 

also an extension of efforts to quantify internal energy in mass spectrometry over the past 50 years in 

various specialized instruments and simulations. Native mass spectrometry has emerged as a valuable tool 

for the identification of, behavior of and differentiation between biological structures in the last 20 years. 

However, the data analysis methods available without quantitation of the internal energy and 

thermodynamic barriers of protein unfolding and dissociation are limited and cannot access the potential 

wealth of information contained in the shape of these reactions nor compare these reactions across time, 

instrument conditions, or labs. This effort provides a tool capable of comparison between results under 

different instrument parameters and with tuning of the Agilent collision cell model is likely to allow 

comparison of reactions on different collision cell designs providing a considerable update to 

standardization of protein activation energetics in native mass spectrometry. 

In this dissertation I cover application of our previous quantitation effort to the nonspecific 

binding of lipid head group analogues in an attempt to build an understanding of gas-phase artefacts as 

compared to specific binding of lipids to proteins in characterization by mass spectrometry (Chapter II). I 

then turn to characterization of reproducibility of energetics of ions prepared by nESI as a function of 

emitter position to understand the uncertainty present in “best case” and “worst case” energetics 

measurements using the standard quantitation metric of CIU/D50 (Chapter III). Finally, I present an 

improved  impulsive collision theory (IICT) as applied to internal energy deposition from hundreds 

collisions between buffer gas and protein ions to show that a viable model (IonSPA) has been produced 

(Chapter IV).  

Moving forward off of these efforts there are a few broad next steps: 1) Characterize 

fundamentals (of pseudo-atom mass, instrument design, and nESI), 2) develop and expand collision cell 

models (including new cells, sequential cells, and updated cells), 3) characterize pre-activation or 
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activation shifts, 4) further validation and benchmarking of the model alongside generation of a database 

of standards, and 5) application of IonSPA to interesting biological systems. Most of efforts could be 

pursued concurrently and some are already underway within the Prell group. Of particular interest to me 

is the application of this model to interesting biological systems. As the slope of a transition relates to the 

cooperativity of that transition in condensed phase unfolding the same may be true in the gas phase and 

could be used to understand the relationship between folded structures. The energy of unfolding is likely 

related to the number of hydrogen bonds and other noncovalent interactions disrupted by unfolding and 

may therefor be related to the interface area between two structures. Determination of this interface area 

could provide a constraint for molecular dynamics simulations. Additionally these energetics 

measurements could be applied to protein-ligand interactions to characterize the strength (as has been 

done by CID) in a way which can be compared across laboratories and across time, as well as potentially 

providing structural insights from the thermodynamic barrier values. Further analysis of this model and its 

capabilities will be necessary to implement these applications, but this model suggests exciting potential 

for the understanding of and comparison between energetic measurements in native (ion mobility)-mass 

spectrometry. 
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APPENDICES 

A. SUPPORTING INFORMATION FOR LIPID HEAD GROUP 

ADDUCTION TO SOLUBLE PROTEINS FOLLOWS GAS-PHASE 

BASICITY PREDICTIONS: DISSOCIATION BARRIERS AND CHARGE 

ABSTRACTION 

Theory and Data Analysis 

A linearized form of the Eyring equation was used to determine activation enthalpies and 

entropies:  

ln (
− ln

[𝑅]

[𝑅+𝑃]

𝑇
) = −

∆𝐻‡

𝑘𝐵𝑇
+ ln

𝑘𝐵

ℎ
+ ln 𝑡 +

∆𝑆‡

𝑘𝐵
              (1) 

where R denotes the precursor ion, and P denotes the product ion, T is the effective temperature 

of the precursor ion, kB is the Boltzmann constant, h is Planck’s constant, t is the reaction time, 

ΔH‡ is the activation enthalpy, and ΔS‡ is the activation entropy. 

 

These values were used to compute the left-hand side of Equation 1, which was plotted against 

the reciprocal of effective temperature multiplied by the Boltzmann constant. The slope and 

intercept were then used to determine ΔH‡ and ΔS‡, respectively, using Equation 1. ΔG‡ was 

determined from ΔH‡, ΔS‡, and the average effective temperature over the range of data included 

in the fit. 
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Figure A-S1. Mass spectra of (a) ubiquitin (Ubq) and (b) lysozyme (LZ). For both proteins, the 

most abundant charge state, which was used for CID experiments, is labeled.  
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Figure A-S2: Mass spectra of Ubiquitin and GPC, left column is no isolation, middle column is 

isolation and low activation, right column is isolation and high activation. 

 

Figure A-S3: Mass spectra of Ubiquitin and PC, left column is no isolation, middle column is 

isolation and low activation, right column is isolation and high activation. 
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Figure A-S4: Mass spectra of Ubiquitin and PS, left column is no isolation, middle column is 

isolation and low activation, right column is isolation and high activation. 

 

Figure A-S5: Mass spectra of Ubiquitin and PE, left column is no isolation, middle column is 

isolation and low activation, right column is isolation and high activation. 
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Figure A-S6: Mass spectra of Ubiquitin and PG, left column is no isolation, middle column is 

isolation and low activation, right column is isolation and high activation. 

 

 

Figure A-S7: Mass spectra of Lysozyme and PS, left column is no isolation, middle column is 

isolation and low activation, right column is isolation and high activation. 
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Figure A-S8: Mass spectra of Lysozyme and PG, left column is no isolation, middle column is 

isolation and low activation, right column is isolation and high activation. 

 

Figure A-S9: Mass spectra of Lysozyme and PE, left column is no isolation, middle column is 

isolation and low activation, right column is isolation and high activation. 
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Figure A-S10: Mass spectra of Lysozyme and PC, left column is no isolation, middle column is 

isolation and low activation, right column is isolation and high activation. 

 

 

Figure A-S11: Mass spectra of Lysozyme and GPC, left column is no isolation, middle column is 

isolation and low activation, right column is isolation and high activation. 
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Figure A-S12. Eyring plots for CID of ubiquitin, 5+ losing bound lipid head groups (a) GPC (b) 

PC (c) PE (d) PG and (e) PS. The slope of the fit line is related to the activation enthalpy, and the 

y-intercept is related to the activation entropy. The data from 10% to 90% completed reaction 

was fit to the Eyring equation as explained in the theory and analysis portion. 
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Figure A-S13. Eyring plots for CID of lysozyme, 7+ losing bound lipid head groups (a) GPC (b) 

PC (c) PE (d) PG and (e) PS. The slope of the fit line is related to the activation enthalpy, and the 

y-intercept is related to the activation entropy. In these experiments considerable drift was seen 

on the order of days and weeks. Because two sets of trials were taken on the same day with 

exceptionally low error (~1% difference), this is a long term drift and unlikely related to tip 

pulling.  
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Table A-S1. Activation enthalpies and entropies for lipid head group CID. 

 Ubiquitin, 5+  Lysozyme, 7+ 

Head group ΔS‡ (kJ/mol)  ΔS‡ (kJ/mol) 

GPC 275.0 ± 80.2  149.4 ± 47.0 

PC 170.8 ± 26.5  63.4 ± 31.2 

PE 150.8 ± 46.6  66.5 ± 71.6 

PG 86.2 ± 68.7  17.2 ± 52.9 

PS 160 ± 39.8  6.0 ± 68.3 

 

 Ubiquitin, 5+  Lysozyme, 7+ 

Head group ΔH‡ (kJ/mol)  ΔH‡ (kJ/mol) 

GPC 159.4 ± 27.8  116.9 ± 15.8 

PC 128.4 ± 8.3  91.1 ± 10.7 

PE 127.0 ± 17.8       99.8 ± 28.6 

PG 105.0 ± 27.2  83.8 ± 21.9 

PS 140.0 ± 16.8  84.0 ± 30.8 

 

 Ubiquitin, 5+  Lysozyme, 7+ 

Head group ΔG‡ (kJ/mol)  ΔG‡ (kJ/mol) 

GPC 64.6 ± 1.4  65.5 ± 2.0 

PC 69.2 ± 3.0  69.1 ± 0.9 

PE 73.4 ± 1.5  74.9 ± 2.5 

PG 73.6 ± 2.3  76.7 ± 2.0 

PS 79.4 ± 1.8  81.5 ± 3.0 
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Figure A-S14. Native mass spectra of transferrin with no lipid head group present at Trap CE 

values of 10, 50, and 70 V. At all levels of activation transferrin produces clearly resolved 

spectra with a homogenous base mass.  
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Figure A-S15. Change in weighted-average charge state of isolated TF19+ with increasing 

collisional activation. Charge state distributions were determined using Unidec, and error bars 

correspond to the weighted standard deviation of the charge state distribution. Significant loss of 

charge is observed only when GPC is present. The average charge state was also determined in 

these CID experiments to investigate charge stripping in mixed-binding environments (Figure 5). 

When PS, PE, and PG dissociate, no reduction in charge is observed. However, if GPC is 

present, either alone or in combination with another head group, charge stripping upon 

dissociation is observed, with an average of 2-3 charges lost at 100 V Trap CE. The rate of 

charge loss is similar across all the experiments with GPC present, suggesting that GPC 

dissociates more readily than the other head groups. This agrees with predicted behavior based 

on GB and the above results for Ubq and LZ and confirms that GPC dissociates readily and 

retains its charge stripping effect even in the presence of other head groups. This particular figure 

shows quantitation for only the initial trial in which unfolding of transferrin was not observed. 
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Figure A-S16. Overlaid deconvolved mass spectra for TF19+ with PS bound (black), PG bound 

(gold), and PS + PG bound (red) at a Trap CE of 100 V. The dashed line corresponds to the base 

mass of TF with no adducts. For TF with PG, no adducts are resolved, while for TF with PS 

several PS adducts are clearly resolved (stars). For TF with both PS and PG, partially-resolved 

adduct peaks are observed at m/z slightly higher than that of the PS adducts, likely corresponding 

to PS adducts with some additional salt adduction. 
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B. SUPPORTING INFORMATION FOR EFFECTS OF NANO-

ELECTROSPRAY IONIZATION EMITTER POSITION ON 

UNINTENTIONAL IN-SOURCE ACTIVATION OF PEPTIDE AND 

PROTEIN IONS  

Table B-S1: Summary of Settings and Positions. 

data set Instrument 

nESI 

potential 

(kV) 

source 

pressure 

readback 

(mbar, 

unless 

otherwise 

noted) 

trap gas 

(flow in 

mL/min, 

pressure in 

mbar for 

Synapt G2-Si 

data*) 

capillary 

program 

used# 

capillary 

position 

referenced to 

cone (vertical, 

along inlet 

axis, 

perpendicular 

to inlet axis, 

in mm) 

Figure 3, myoglobin 

(H2O/MeOH) 

Synapt G2-Si 1.3 9.00E-03 5, 1.94e-2 2 ~(0, 3, 2) 

Synapt G2-Si 1.3 9.11E-03 2.2, 9.45e-3 2 ~(0, 3, 2) 

Synapt G2-Si 1.3 9.05E-03 2.2, 9.45e-3 2 ~(0, 3, 2) 

Synapt G2-Si 0.9 9.11E-03 2.2, 9.45e-3 2 varied 

Synapt G2-Si 0.9 9.22E-03 2.2,9.51e-3 2 varied 

Synapt G2-Si 1 9.05E-03 2.2, 9.51e-3 2 varied 

Figure 3 leucine 

enkephalin 

Synapt G2-Si 0.9 9.05E-03 4, 1.60e-2 2 varied 

Synapt G2-Si 1 9.05E-03 4, 1.6e-2 2 varied 

Synapt G2-Si 1 9.05E-03 4, 1.61e-2 2 varied 

Synapt G2-Si 0.9 9.11E-03 4, 1.6e-2 2 varied 

Synapt G2-Si 0.9 9.05E-03 2, 8.89e-3 2 (-1, 5, 3) 

Synapt G2-Si 1 9.11E-03 2, 8.83e-3 2 (-1, 5, 3) 
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Synapt G2-Si 0.9 9.11E-03 2, 8.89e-3 2 (-1, 5, 3) 

Figure 4, myoglobin 

(water/methanol) 

Synapt G2-Si 1.3 9.22E-03 2.2, 9.57e-3 2 many 

Synapt G2-Si 1.3 9.17E-03 2.2, 9.57e-3 2 many 

Synapt G2-Si 1.3 9.11E-03 2.2, 9.51e-3 2 many 

Synapt G2-Si 1.3 9.22E-03 2.2, 9.45e-3 2 many 

Synapt G2-Si 1.3 9.17E-03 2.2, 9.57e-3 2 many 

Synapt G2-Si 1.3 9.17E-03 2.2, 9.51e-3 2 many 

Synapt G2-Si 1.3 9.17E-03 2.2, 9.45e-3 2 many 

Synapt G2-Si 1.3 9.17E-03 2.2, 9.51e-3 2 many 

Synapt G2-Si 1.5 9.22E-03 2.2, 9.45e-3 2 many 

Figure S4, Shiga 

toxin B pentamer 

Synapt G2-Si 1 9.17E-03 2.2, 9.45e-3 2 (0, 1, 1) 

Synapt G2-Si 1 9.17E-03 2.2, 9.45e-3 2 (-3, 1, 1) 

Figure S7, myoglobin 

(35 micromolar in 

ammonium acetate) 

Agilent 

6545XT 1.2 

Quad 

5.494e-5 

Torr 22 2 multiple 

Agilent 

6545XT 1.2 

Quad 

5.494e-5 

Torr 22 2 multiple 

 NIST mAb 

Synapt G2-Si 0.9 9.51e-3 10,4.33e-2 2 (0, 3, 5) 

Synapt G2-Si 0.9 

 

10,4.38e-2 2 (0, 0.5, 0.5) 

Figure S5, leucine 

enkephalin 

Agilent 

6545XT 1.1 

Quad 

5.479e-5 

Torr 22 2 Varied 

leucine enkephalin Synapt G2-Si 1 9.05E-03 5, 1.96e-2 2 

(0, 5, 6), (0, 2, 

2), (0, 5, 2), (0, 

2, 6) 

BSA day 1 Synapt G2-Si 0.9 9.45E-03 5, 2.71 2 (0, 3, 5) 
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Synapt G2-Si 0.9 9.34E-03 5, 2.71e-2 2 (0, 0.5, 0.5) 

BSA day 2 

Synapt G2-Si 0.9 9.45E-03 5, 2.69e-2 2 (0, 3, 5) 

Synapt G2-Si 0.9 9.39E-03 5, 2.71 2 (0, 0.5, 0.5) 

BSA day 3 

Synapt G2-Si 0.9 9.41E-03 5, 2.69e-2 2 (0, 3, 5) 

Synapt G2-Si 0.9 9.39E-03 5, 2.69 2 (0, 0.5, 0.5) 

myoglobin (8 

micromolar, AA) 

Synapt G2-Si 0.9 9.22E-03 5, 1.97e-2 2 (0, 3, 5) 

Synapt G2-Si 0.9 9.22E-03 5, 1.96e-2 2 (0, 0.5, 0.5) 

myoglobin (8 

micromolar, AA) 

Agilent 

6545XT 1.5 

Quad 

5.494e-5 

Torr 22 2 (0, 2.5) 

Agilent 

6545XT 1.5 

Quad 

5.494e-5 

Torr 22 2 (2, 6) 

 

* Agilent 6545XT does not have a pressure readback for the Collision Cell. 

#The Sutter Instrument P97 Micropipette Puller program 2 used was heat-495 (ramp+1), pull-5, 

vel-40, time-235; this program resulted in ~2 micron i.d. emitters. 

Appendix S1: Capillary Emitter Reproducibility and Methods.  

Capillary emitter reproducibility and settings. Scanning electron microscopy (SEM) 

images of pulled nESI capillaries (6 before use in nESI and 3 after use) were acquired in order to 

measure the typical shape and i.d. of nESI emitters used in all experiments. The heating filament 

of the capillary puller was replaced once over the time period of data acquisition. The i.d. of the 

pulled emitter openings overall was 2.2 ± 0.6 μm, the emitter opening of the set of capillaries 

before the filament change was 2.4 ± 0.2 μm (a possible slight underestimate due to parallax 

effects), and the emitter opening of capillaries after a filament change was 1.9 ± 0.2 μm. These 

uncertainties are expected to correspond to ± ~10% variability in average initial nESI droplet 
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diameter. Capillary taper length for these tips (defined as the distance from the beginning of the 

pulled capillary taper to the emitter tip, see Figure S2) varied negligibly in this study (3.3 ± 0.1 

mm).  

Other uncertainties (wire length and placement, reproducibility of micrometer placement, 

and left/right flexibility of emitter holder) are estimated to contribute 1 mm combined 

uncertainty in the directions along the instrument inlet axis and horizontal axis perpendicular to 

the inlet and less than 0.5 mm in the up/down direction. The end of the platinum wire was placed 

at the beginning of the taper by eye. These position variations are small compared to the distance 

between the “far” emitter position (~7 mm from instrument entrance), the “close” position (0-1 

mm from instrument entrance), and the “below” position (1.5 mm below the “close” position) on 

a Synapt G2-Si. The stage position reproducibility on the Agilent 6545XT is estimated to be 

slightly worse, but in this case the positions described here are still separated from each other by 

~4 mm. It is therefore expected that variation in emitter position due to tuning nESI stage 

micrometer positions contributes most of the source geometry-dependent variation observed in 

the experiments described in this manuscript, though the variability effects above are likely 

relevant for reproducibility in other studies. 
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Figure B-S1. Representative emitter SEM images from before (a, c, e, g, and i) and after (b, d, f, 

and h) nESI. Measurements shown in images are made by SEM software. The morphology of the 
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emitters (a and b) is similar across all emitters. The emitters with filament 1 (a-h) differ 

somewhat in opening diameter from those pulled using filament 2 (i). 

 

Table B-S2. CIUSuite2 Processing Parameters. 

 

  BSA NIST mAb 

Data 

Import 

Smoothing: Savitzky-Golay Window 5;  

Iteration 1 

(default) 

(default) 

Crop: none (5-200V) 5-200 V 

0-200 bins 

5-200 V 

0-200 bins 

Plot options Default Default 

Injection Potential step size 5 V 5 V 

Feature 

Detection 

Mode Default Default 

Minimum feature length 4 4 

Interpolation 2 2 

Feature width allowed 0.75 0.75-1.2 

Max CV gap 0 0 

CIU-50 

Fitting 

mode Default Default 

Transition region padding 15 15 

Max CV gap 0 0 
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Appendix S2: RMSD analysis 

Average of Pairwise and Pairwise of Average Differences in Scaling. Because RMSD 

between CIU fingerprints is by definition a positive number (it is the square root of the sum of 

many squared real numbers), there is not a unique way to define the “average difference” among 

multiple CIU fingerprints as one would with numbers that can take on any real value. In 

particular, RMSD between replicate-averaged CIU fingerprints belonging to two sets of data and 

the average of the RMSD between each possible pair of replicates (one from each set) can often 

be similar, especially when  the fingerprints within each set are very similar, but the sets as a 

whole differ greatly. However, when differences within sets and between sets are similar in 

(absolute) magnitude, these two types of average RMSD can differ substantially. The average-of-

pairwise RMSD (RMSDAofP) includes consideration of the noise in the data (and is higher for 

data with greater variation within a triplicate), while the pairwise RMSD of averages 

(RMSDPofA) considers only the average value. Consequently the RMSDPofA can be lower than 

RMSDAofP of replicates while still representing a significant difference. Thus, we use RMSDAofP 

for comparisons of inter-position RMSD values. This method averages only the pairwise RMSDs 

between close and far position and excludes those between two close positions or two far 

positions. 
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Figure B-S2. Example of CID50 vs signal strength for partially denatured holomyoglobin9+ on a 

Waters Synapt G2-Si (a) CID50 vs emitter position as compared to (b) total ions vs emitter 

position. 
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Figure B-S3. Spatial map of CID50 shift for partially denatured myoglobin10+ as a function of 

emitter position. The white dot represents the emitter position origin (0, 0, 0). 
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Figure B-S4. Emitter position influence on leucine enkephalin (a-d), where the close position (0, 

2, 2) shows 3-4 V more in-source activation (lower CID50) than the far position (0, 5, 6). Shiga 

toxin pentamer (e) shows 4 V more in-source activation at a close (0, 1, 1) than a peripheral (-3, 

1, 1) position. All data were acquired on a Synapt G2-Si. These and other CID50 are summarized 

in Figure S8. 
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Figure B-S5. Representative mass spectra of leucine enkephalin at a low (a) and near CID50 (b) 

voltage. Leucine enkephalin dissociates into primarily a4 and b4 ions, these ions subsequently 

dissociate due to additional collisional activation. All detected product ions are summed in 

calculating the fraction of precursor remaining (see main text). 
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Figure B-S6. CID of leucine enkephalin in close (1-3 mm total distance, red) and far (5-7 mm 

total distance, blue) positions on the Agilent 6545XT Q-TOF Mass Spectrometer. 
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Figure B-S7. (a) shows a diagram representing the close (right) and far (left) nESI emitter 

positions on the 6545XT Q-TOF Mass Spectrometer. (b) shows the holomyoglobin9+ CID 

breakdown curves for the close (right) and far(left) with a large difference in CID50 (black 

circles). (c) and (d) show the breakdown curves (black) and appearance curves of heme0 (blue) 

and heme1+ (green) for the close (left, c) and far (right, d) emitter positions. The shift in CID50 is 

caused by the presence of a second channel to heme0 in the far position as the appearance curves 

(green) have the same midpoint.  
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Figure B-S8. Summary of CID50 values in “close” (blue), “far” (green) and “below” nESI 

emitter positions (gray) on both the Waters Synapt G2-Si and the Agilent 6545XT Q-TOF Mass 

Spectrometer (see main text and Table S1).  
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Figure B-S9. Images of the Agilent 6545XT Q-TOF Mass Spectrometer (a) and Waters Synapt 

G2-Si (b) nESI source designs with representative diagrams (c and d, respectively). (e) shows the 
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additional piece fashioned for the nESI emitter holder on the Agilent 6545XT by placing a piece 

with an emitter width opening bored out inside of an LC fitting. This piece is used to increase 

symmetry of the emitter/emitter holder together and to keep the emitter pointed at 90 degrees 

from the entrance to the instrument. 

 

Figure B-S10. Representative native mass spectra of BSA in the close (a,b) and far (c,d) 

positions at a low (a,c) and high (b,d) Trap injection potential. 
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Figure B-S11. Representative mass spectra of NIST mAb in the close (a,b) and far (c,d) positions 

at a low (a,c) and high (b,d) Trap injection potential. 
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Figure B-S12. Average of quintuplicate CIU fingerprints taken at each nESI emitter position on 

3 separate days (a-c, far; e-g, close) for BSA15+ and for NIST mAb25+ (d, far; h, close) on Synapt 

G2-Si. 

 

 

Figure B-S13. Average difference of CIU fingerprints for quintuplicates taken at each nESI 

emitter position on 3 separate days (a-c, far; e-g, close) for BSA15+ and for NIST mAb25+ (d, far; 

h, close) on Synapt G2-Si. 
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Figure B-S14. CIU50 fits of the averages of the quintuplicate data shown in Figures S12 and S13 

taken at each nESI emitter position on 3 separate days (a-c, far; e-g, close) for BSA15+ and for 

NIST mAb25+ (d, far; h, close). 
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Figure B-S15. RMSD (a) and CIU50 analysis (b) for native charge states of BSA with the 

exclusion of the high RMSD replicate (“close” nESI emitter position, day 3). With this outlier 

replicate excluded, both RMSD and CIU50 statistics indicate a clearer difference between 

“close” and “far” emitter positions. However, it is strongly recommended to acquire multiple 

replicates at fixed positions to assess the relative magnitude in differences introduced by 

changing emitter position vs. exchanging emitters. 
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