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DISSERTATION ABSTRACT 
 

Benjamin W. McDowell 
 

Doctor of Philosophy in Chemistry 
 
Title: STRUCTURAL AND ELECTRONIC COUPLING IN NANOSCALE MATERIALS 

 
 

As modern electronic devices continue to shrink in size, the limitations of Si as a 

transistor material become increasingly imminent. To overcome these limitations, it is necessary 

to explore alternative materials that can be used in electronic devices that surpass the 

miniaturization limit of Si-based devices. In this effort, it is important to develop an 

understanding of how materials behave when they are reduced in size and scale down to ultra-

thin structures. Here, we explore how ultra-thin dielectric materials behave differently than their 

bulk counterparts, experiencing chemical interactions at interfaces that can result in unexpected 

structures and electronic properties. By using a combination of scanning tunneling 

microsocopy/spectroscopy and density functional theory, we study several manifestations of 

distinct structural and electronic properties arising in ultra-thin materials. We extend this 

physical picture to understand how the properties of these films affect adsorbed nanostructures, 

analogous to interactions occurring in a transistor setting. 
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CHAPTER I 

INTRODUCTION 

 

1.1. Background 

As modern electronic devices continue to shrink, the limitations of Si as a transistor 

material become increasingly imminent.1-5 In order to overcome these limitations, it is necessary 

to explore alternative transistor materials which can be scaled down beyond the doping limit of 

Si. In this effort it is necessary to both identify materials that may serve as suitable replacements 

for Si in nanoscale electronic devices as well as building a better collective understanding of how 

materials behave at the nanoscale and atomically-thin limit. Here, we mostly focus on making 

progress to the latter objective, while allowing the former objective to motivate particular 

systems of interest. 

In developing an understanding of the behavior of materials at the nanoscale, it is critical 

to distinguish behavior in nanoscale systems from those of their bulk counterparts. When 

materials are reduced from bulk systems to the atomically-thin limit, they often exhibit 

drastically different properties.6-9 In part, this is due to an increased significance of surfaces and 

interfaces in nanoscale systems, which, while also present in bulk systems, comprise a 

statistically insignificant portion of the structure. At surfaces, the chemistry of materials is 

inherently different due the coordinating environment being distinct from that of the bulk 

material, and can result in dangling bonds10-12 and re-hybridization.13-16 This in turn results in the 

electronic structure of surfaces being distinctly different from bulk materials, making it difficult 

to realize certain electronic properties in nanoscale materials, such as a wide band gap,5 which 

poses problems for further miniaturization of electronic devices.17, 18 Similar effects are also 
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present at interfaces, which experience a similar disruption of symmetry relative to the bulk 

material. However a significant distinction between surfaces and interfaces lies in the complexity 

of interactions at each; interfaces experience the same disruption of bulk symmetry present at 

surfaces, but also are affected by the chemical nature of the two surfaces composing the 

interface.  

This distinction emphasizes the important role of coupling in nanoscale systems. At 

interfaces, interactions depend both on the chemical identity of atomic species at the interface 

and also the alignment of the two phases, which can lead to a multitude of possible electronic 

properties. The alignment of the two phases at the interface often leads to moiré patterns, where 

the registry between crystal lattices at the interface can lead to spatial modulation of the atomic 

and electronic structure. Moiré patterns can influence local electronic properties, leading to 

spatial modulation of the work function,19 2D electronic states,20-25 and substrate-adlayer charge 

transfer interactions.26, 27 In order to characterize these systems, it is necessary to probe the local 

electronic structure of nanoscale systems, making scanning tunneling microscopy/spectroscopy 

(STM/STS) a useful tool in this effort due to its ability to image electronic structure in real-space 

with atomic-scale resolution.28 

In this work, we use STM/STS and computational methods to study the interactions that 

occur at interfaces in nanoscale systems. We refer to the cumulative effect of these interactions 

as coupling, of which we explore several specific types. Broadly, the effects of these interactions 

can be categorized as structural and electronic. In the case of structural coupling, we show that 

strong substrate-adlayer interactions can result in structural coupling between the two, where the 

symmetry of the substrate serves as a template for crystal growth of the adlayer structure. Here, 

we use electronic coupling as a general term to describe modulation of electronic properties in 
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nanoscale structures, of which we observe several different varieties: spatial modulation of 

electronic properties, formation of a 2D electrostatic potential, and localization of electronic 

states in an adsorbate. In general, this work offers important insight on the role of interlayer 

interactions in determining the atomic structure and electronic properties of nanoscale materials. 

 

1.2. Overview of Dissertation 

Chapter I begins with a discussion of the motivation and background, which highlights 

the significance of presented results and builds the scope of academic interest within which the 

results fall.  

Chapter II contains an overview of the methodology used and developed to conduct the 

experiments reported in later chapters. This includes descriptions of the instrumentation and 

theory of STM/STS, as well as computational methods for simulating STM/STS results.  

In Chapter III, we use STM to observe a system that exhibits structural coupling between 

a Ag(111) substrate and a single-layer adlayer of RbI. This structural coupling is manifested by 

our observation of a previously unreported alkali halide structure which, rather than growing in 

the rock-salt-like structure expected for other alkali halides, adopts a hexagonal structure 

matching the symmetry of the Ag(111) surface. Using DFT, we directly compare the substrate-

adlayer interactions between this unusual hexagonal RbI structure and a rock-salt-like RbI 

structure analogous to that observed for other alkali halides. This systems serves as a model 

system with which to explore the role of substrate-adlayer interactions in inducing structural 

coupling between ultra-thin films and the surface they are grown on. Chapter III has previously 

been published under the title “Structural Bistability in RbI Monolayers on Ag(111)” in the 
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Journal of Physical Chemistry Letters, co-authored by Benjamin W. McDowell, Jon M. Mills, 

Motoaki Honda, and George V. Nazin. 

In Chapter IV, we move on to exploring the role of coupling in dictating the electronic 

properties of ultra-thin films, where we use a Ag(111) substrate and single-layer RbI as a model 

system. Using STM/STS in combination with numerical simulation, we show that substrate-

adlayer coupling has significant implications for the electronic properties of single-layer RbI. 

Furthermore, this coupling is responsible for local, spatially-dependent variations in electronic 

properties, which we measure with STS and corroborate with DFT calculations. Chapter IV has 

previously been accepted for publication under the title “Probing the Electronic Structure of Bi-

Stable Single-Layer RbI Structures on Ag(111)” in Physical Review B: Condensed Matter and 

Material Physics, co-authored by Benjamin W. McDowell, Jon M. Mills, Austin W. Green, 

Motoaki Honda, and George V. Nazin. 

In Chapter V, we extend the discussion of electronic coupling to examine a spatially-

dependent electrostatic potential localized to the substrate-adlayer interface. This potential 

induces spatial modulation of an interface electronic state, which we characterize with 

STM/STS. We model this spatial modulation using the Mathieu differential equation, which 

qualitatively reproduces our experimental results and offers insight on the physical origin of 

observed electronic features. Anisotropy in the 2D electrostatic potential has important 

implications for the electronic structure, resulting in an anisotropic band gap and effective 

electron mass. Chapter V has previously been published under the title “Spatially-Modulated 

Interface States in a Two-Dimensional Potential: Single-layer RbI on Ag(111)” in the Journal of 

Chemical Physics, co-authored by Benjamin W. McDowell, Jon M. Mills, Motoaki Honda, and 

George V. Nazin. 
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In Chapter VI, we discuss how coupling between a substrate-adlayer system extends to 

adsorbed SWCNTs. We show, using STM/STS, that SWCNT electronic structure is affected 

both by coupling to an Au(111) surface and to single-layer RbI. In both cases, the SWCNT 

electronic structure exhibits band-bending, which is supported by DFT and a simple electrostatic 

model of perturbation by an external dipole charge pair. Chapter VI has previously been 

published under the title “Impact of External Electronic Perturbations on Single-Walled Carbon 

Nanotube Electronic Structure: Scanning Tunneling Spectroscopy and Density Functional 

Theory” in the Journal of Physical Chemistry C, co-authored by Benjamen N. Taber, Benjamin 

W. McDowell, Jon M. Mills, Christian F. Gervasi, and George V. Nazin. 

In Chapter VII, we build on the notion that single-layer RbI perturbs SWCNTs by 

examining local variations in SWCNT electronic structure. Using STM/STS, we observe that 

grain boundary defects (GBDs) in single-layer RbI yield electrostatic potentials at the defect, 

which localize electronic states in the SWCNT. Using DFT, we show that the electrostatic 

potential at GBDs is the result of substrate-adlayer coupling that is stronger than for the case of 

the pristine RbI monolayer, and is expected to be a common phenomenon for any GBD in single-

layer RbI. The presented physical picture offers insight on potential mechanisms for localized 

SWCNT electronic structure, which could account for the underperformance of SWCNT-based 

devices reported elsewhere. Chapter VII has previously been published under the title 

“Modulation of Carbon Nanotube Electronic Structure by Grain Boundary Defects in RbI on 

Au(111)” in the Journal of Physical Chemistry Letters, co-authored by Benjamin W. McDowell, 

Benjamen N. Taber, Jon M. Mills, Christian F. Gervasi, Motoaki Honda, and George V. Nazin. 

All references, grouped by the chapter in which they appear, can be found at the end of 

this dissertation. 
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CHAPTER II 

METHODS 

 

2.1. Instrumentation 

To ensure quality STM/STS measurements, it is necessary to conduct experiments under 

cryogenic, UHV conditions. The specific details of the instrument used in this work have been 

described in detail elsewhere,1 and will be summarized here. The STM operates in a custom-built 

vacuum chamber that is pumped on by an ion pump and a magnetically-levitating turbo pump, 

and has a base pressure of around 3 x 10-11 torr during experiments. During STM operation, the 

sample is cooled to a temperature of around 26-36 K, by use of a closed-cycle He cryostat 

(CCC). The CCC is mounted to a steel structure that is vibrationally isolated from the rest of the 

STM, which is mounted on a leveled optics table. Isolation of the STM from vibrations is critical 

to proper function, and is achieved through two major components: the He compressor is 

attached to the vacuum chamber by means of rubber bellows, which are positively pressurized 

with approximately 0.5-1.0 psig of He, and the STM body is suspended inside the vacuum 

chamber by 4 springs. The STM body is outfitted with 4 SmCo magnets which, by inducing eddy 

currents in the gold-plated thermal shields surrounding the STM body, adds a damping force to 

any vertical motion of the STM body. These steps are critical to ensuring stable, noise-free STM 

measurements, and the instrument used here has achieved a particularly  

   A popular choice for the tip metal is Ag, which can be prepared by electrochemical 

etching, followed by subsequent sputter cycles with Ne ions under UHV conditions.2 To prepare 

tips, Ag wire (0.3 mm diameter) is cut to an appropriate length (3-6 mm). The tip is the placed in 

a metal socket oriented parallel to the ground, which is connected to a power supply. A metal 
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loop made of W is brought orthogonal to the metal tip, and a peristatic pump is used to flow an 

acidic solution (composed of 1 part glacial acetic and acid and 9 parts H2O) across the metal 

loop, forming a meniscus. The acid solution flowing off the loop is collected in a container 

underneath the tip, and passed back through the tubing connected to the peristatic pump. The 

metal tip is also connected to a power supply. By applying a voltage difference between the tip 

and metal loop (around 10-15 V is typical), current flow is induced from the tip to the loop, 

resulting in oxidation of the Ag metal tip. The metal loop is also connected to an Arduino 

controlled stepper-motor, which moves the metal loop back and forth (by around 4 mm 

maximum oscillation distance) along the axis of the tip orientation. In doing so, the end of the tip 

(closest to the loop) spends longest in the meniscus, with the time spent in the meniscus 

decreasing somewhat linearly with distance from the end of the tip. This difference in time spent 

in the meniscus results in most of the Ag oxidation occurring at the end of the tip, which 

effectively sharpens the Ag tip. Progress of the tip-sharpening is monitored in real time using a 

microscope, situated above the tip/loop setup, and the power supply is turned off when the tip is 

sufficiently sharp.  

Further preparation of the Ag tip is done under UHV conditions. The Ag tip is mounted 

and oriented so that the etched end is pointed towards an ion gun. The vacuum chamber is 

backfilled with Ne (to around 5.0 x 10-5 torr) and the ion gun is turned on to bombard the Ag tip 

with Ne ions for about 10 minutes. During sputtering, the Ag tip is biased to ~80 V, which 

enhances the electric field at the apex of the tip, resulting in a more nanoscopically-sharpened 

tip. This process is repeated, usually for at least 5 cycles, with the vacuum chamber filled with 

fresh Ne for each cycle. 
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Specific sample preparation methods are described independently for each chapter, but 

several common procedures are discussed here. Single crystal samples are mounted to custom 

built Mo sample holders by means of Ta springs, which clamp the sample against the surface, 

leaving a ~5x3 mm area within which scans can be conducted. To achieve the atomically flat 

surface requisite for STM measurements, the sample undergoes many cycles of sputtering with 

Ne ions, followed by annealing. Sputtering cleans the sample by bombarding the surface with 

noble gas ions, and annealing gives atoms on the surface energy to move into an energetically 

favorable crystal facet. The annealing temperature depends on the sample and is chosen to give 

the atoms enough energy to move, but not so much energy so as to instill multiple crystal 

domains. To deposit atomically-thin layers on the clean single-crystal substrate, a thermal 

evaporator is used, where a Mo crucible is filled with the salt to be deposited and placed inside a 

W filament, all of which is contained inside a Ta shield with a rotatable coverslip that modulates 

deposition. Under UHV conditions, the current is run through the filament, and after the crucible 

has reached thermal equilibrium, the sample is brought up close to an opening in the Ta shield 

and the coverslip is rotated to allow sublimated salt to reach the sample surface. Deposition times 

and currents depend on the chemical identity of the salt, and for RbI typical conditions would be 

12.5 A and 1 min. 

 

2.2. Scanning Tunneling Microscopy 

The experimental setup for STM consists of an atomically sharp metallic tip brought 

within a few nanometers of a surface. A voltage bias is applied, typically to the sample, which 

instills a potential difference between the tip and sample. The tip is manipulated by a 

piezoelectric motor, which can control motion of the tip in three dimensions with nanoscale 
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precision. When the tip is brought close to the sample, electrons can tunnel across the vacuum 

barrier between the tip and sample, leading to a tunneling current, usually on the scale of pico- or 

nano- amps. The tunneling current is proportional to the distance between the tip and sample, 

and increases exponentially with smaller distances. An STM image is generated by rasterization, 

where the tunneling current measurement is performed as a two-dimensional function of space. 

There are two main ways in which this measurement is performed, which are known as constant-

current and constant-height topography.  

In constant-current topography, which is used for the work discussed here, a feedback 

loop controls the piezoelectric motor and manipulates the tip-sample distance to maintain a 

constant tunneling current. Here, the STM image is a measurement of the distance by which the 

tip moves to maintain a constant tunneling current at each spatial point. The feedback loop 

operates on the principle of proportional-integral-derivative feedback, by which the tip sample 

distance is controlled by a weighted combination of terms which correspond to the magnitude of 

the tunneling current and the integral of the tunneling current, the exact weighting of which can 

change with experimental context.  

In constant-height topography, the tip sample distance is kept constant and the STM 

image is a measurement of the tunneling current at each spatial point, where the piezoelectric 

motor moves the tip only along the plane of the sample. This method is generally less used for 

several reasons. When the sample is not very flat, scanning in constant-height mode can result in 

collisions between the tip and sample, which can result in poor/incorrect image quality. 

Additionally, the tunneling current is inherently uncontrolled in this method, and can get very 

large if the tip is brought too close to the sample, possible resulting in damage to the sample or 

tip. Finally, the tip is not necessarily orthogonal to the surface, so it is non-trivial to expect the 
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tip to scan exactly along the plane of the surface, meaning that there would be some spatially-

dependent error in the tip-sample distance. This effect can be corrected in the constant-current 

method, but is more difficult to deconvolute from STM images acquired in constant-height 

mode, since the dependence of the tunneling current on the tip-sample distance is not linear.  

 

2.3. Scanning Tunneling Spectroscopy  

While it is useful to image surfaces with nanoscale resolution via STM, the most 

powerful utility of STM/STS lies in its ability to provide insight on electronic structure via STS. 

STS is sensitive to the local electronic structure, because the tunneling current at a given bias 

voltage is proportional to the number of states that are accessible to be tunneled through. The 

accessible states are those which have an energy between Fermi level of the tip and Fermi level 

of the sample which, assuming that the tip and sample have equivalent Fermi energies in the 

absence of an applied bias, allows the tunneling current for a given bias voltage to be expressed 

as: 

𝐼 ∝ 𝑁(𝐸𝑓+𝑉𝑏𝑖𝑎𝑠) − 𝑁(𝐸𝑓) 

By taking the derivative of the tunneling current with respect to bias, we get the 

following expression, which is directly proportional to the LDOS of the sample: 

𝑑𝐼

𝑑𝑉𝑏𝑖𝑎𝑠

 ∝
𝑁(𝐸𝑓+𝑉𝑏𝑖𝑎𝑠)

𝑑𝑉𝑏𝑖𝑎𝑠

∝ 𝐿𝐷𝑂𝑆𝑠𝑎𝑚𝑝𝑙𝑒 

The significance of this measurement lies in the fact that it is performed over a single 

point in space, so that the electronic spectra acquired by STS can then be mapped in space along 

the sample surface. This method is commonly employed to measure how electronic structure 

varies along some spatial coordinate of the sample, or can be extended to map spatial variations 
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in electronic structure in two dimensions along the plane of the surface. Effectively, this 

technique allows specific electronic states to be mapped with atomic-scale spatial resolution. 

In typical STS measurements, the feedback loop controlling the tip position is turned off, 

freezing the tip in place, although it is sometimes useful to leave the feedback loop on when 

measuring over large voltage ranges.3, 4 Then, the bias voltage is ramped over a range of biases, 

using a predefined increment between individual voltage points. At each voltage point, a 

sinusoidal voltage signal is applied. The tunneling current is passed to a lock-in amplifier, which 

selectively tunes into the frequency of the applied voltage signal and amplifies the component of 

the current with a phase corresponding to the derivative of the applied bias. Effectively, this 

allows a direct measurement of the dI/dV signal, which offers superior precision than could be 

achieved by numerically differentiating the tunneling current with respect to voltage.  

 

2.4. Simulation of Scanning Tunneling Microscopy Images 

The appearance of topography in STM images can at times be difficult to understand, 

particularly at high bias voltages when the tip is further from the surface and the spatial 

resolution is reduced. In these cases, it is often constructive to simulate STM images from DFT 

results, which allows assignment of particular atomic configurations to the STM topography. 

Traditionally, this is done by examining the charge density of a system, where the STM image 

can be simulated by taking a two-dimensional slice of the charge density (containing the 

electrons within the energy range corresponding to the STM bias) in the plane of the surface. 

This is analogous to the ‘constant-height’ mode of STM topography, and has been shown to be 

useful when the STM topography of interest closely resembles the atomic structure. However, at 

high bias voltages, the STM topography can be more closely dependent on the LDOS of the 



31 
 

sample surface, and in these cases it is insufficient to model the STM image by simply slicing the 

charge density. Rather, it is important to consider that the tunneling probability through various 

sample states is dependent on their energy, a detail which is typically absent in the charge 

density files output by DFT codes. 

To model the STM topography of surfaces, we consider the simple case of a square 

potential (see Figure), which follows the Wentzel-Kramers-Brillouin approximation.5  

 
Figure 2.1: Potential energy diagram of an STM/STS measurement, where the sample is biased 
to lower its Fermi energy relative to that of the tip. 

 

We begin by defining the tunneling current (I) in terms of the probability of electrons 

tunneling across the tip-sample junction (𝑇), and the number of sample states accessible for 

tunneling (𝐷𝑂𝑆𝑠𝑎𝑚𝑝𝑙𝑒 ). It is common in STM/STS measurements to assume a constant DOS for 

the tip, which gives the following expression for the tunneling current: 

𝐼(𝐸, 𝑟) ∝ 𝑇(𝐸,𝑟) × 𝐷𝑂𝑆𝑠𝑎𝑚𝑝𝑙𝑒 (𝐸) 

The tunneling probability can be expanded in terms of an arbitrary potential barrier 

(𝑈(𝑟)), the electron mass (𝑚), and the width of the potential (𝑟0 ), as derived by Landau and 

Lifshitz,6 and presented by Chen.5 

𝐼(𝐸, 𝑟) ∝ 𝐷𝑂𝑆𝑠𝑎𝑚𝑝𝑙𝑒 (𝐸) ×  𝑒𝑥𝑝 (
2

ℏ
∫ [2𝑚(𝑈(𝑟) − 𝐸)]

1
2⁄

𝑟0

0

𝑑𝑟) 

To approximate the potential barrier between the tip and sample, we can choose to 

represent each as a plane electrode, in which case the potential varies linearly with the electric 
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field resulting from a bias voltage applied to the sample. This allows us to express the potential 

in terms of the work function (𝜑, which for simplicity can be assumed to be identical between 

the tip and sample) and the bias voltage (𝑉). 

𝑈(𝑟) =  𝜑 − 𝐸 −
𝑉𝑟

𝑟0

 

By substituting this expression for the potential, we can solve the integral which gives the 

following expression of the tunneling current: 

𝐼(𝐸, 𝑟) ∝ 𝐷𝑂𝑆𝑠𝑎𝑚𝑝𝑙𝑒 (𝐸) ×  𝑒𝑥𝑝 (
√32𝑚𝑟𝑖

3ℏ𝑉
[(𝜑 − 𝐸 − 𝑉)3/2 − (𝜑 − 𝐸)3/2]) 

To make this expression compatible with DFT calculations, it is useful to reference the 

energy of tunneling electrons to the Fermi energy of the sample, as in the following: 

𝐼(𝐸, 𝑟) ∝ 𝐷𝑂𝑆𝑠𝑎𝑚𝑝𝑙𝑒 (𝐸) ×  𝑒𝑥𝑝 (
√32𝑚𝑟𝑖

3ℏ𝑉
[(𝜑 − 𝐸 + 𝑉)3/2 − (𝜑 − 𝐸)3/2]) 

Then, to simulate STM images using this expression, the tunneling current is calculated 

over a grid of spatial points, analogous in concept to the ‘constant-height’ method of STM image 

acquisition. At each spatial point, the contributions of each atom on the sample surface are 

summed by using the distance between the sampling point and the atom position (𝑟𝑖) to calculate 

the tunneling probability. The tunneling probability then weights the site projected DOS of each 

atom in the sample surface, which is then integrated from energies of 0 (ie the Fermi energy) to 

the bias voltage (𝑉). This gives the following expression: 

𝐼(𝐸, 𝑟) ∝ ∑ ∑ 𝐷𝑖(𝐸)

𝑉

𝐸𝑖

 ×  𝑒𝑥𝑝 (−
√32𝑚𝑟𝑖

3ℏ𝑉
[(𝜑 − 𝐸 + 𝑉)3/2 − (𝜑 − 𝐸)3/2]) 

 



33 
 

This code is fully parallelizable, and is hosted on Github. It has been utilized to simulate 

STM images in several publications.7-9 

 

2.5. Simulation of Scanning Tunneling Spectroscopy Data 

The above discussion of simulating STM images can be extended to simulate STS results 

also. To simulate the dI/dV measurement, we can, for a given position in space, simulate the 

LDOS weighted by the tunneling probability as a function of energy. In this method, the voltage 

bias is equal to the energy of the tunneling electron, analogously to the method by which STS 

spectra are acquired experimentally. Using this approach, we can simulate the dI/dV 

measurement to acquire a single spectra at a given point in space. By simulating dI/dV 

measurements at many spatial points, we can build progressions of simulated dI/dV data 

analogously to those frequently used in experiment to map the spatial variations of the LDOS.  
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CHAPTER III 

STRUCTURAL BISTABILITY IN RBI MONOLAYERS ON Ag(111) 

 

From McDowell, B.W.; Mills, J.M.; Honda, M.; and Nazin, G.V.; Structural Bistability 

in RbI Monolayers on Ag(111). J. Phys. Chem. Lett. 2023, 14, 3023-3030. 

 

3.1. Introduction 

At the atomically thin limit, surface reconstruction causes many materials to exhibit 

exciting electronic properties that are completely different from those found in their bulk 

counterparts.1-4 Since surface reconstruction can dramatically affect a material’s electronic 

structure, it can be challenging to realize some electronic properties in atomically thin films, like, 

for example, a wide band gap.5 This challenge is consequential in the ability to achieve sufficient 

electronic isolation using atomically thin insulators, which is essential for further miniaturization 

of modern electronic circuits.6, 7 While there are a chemically diverse range of options for 

atomically thin insulating layers, alkali halides have attracted attention due to their wide band 

gap8, 9 and well-defined structure.10-14 Of the alkali halides, NaCl has been the most extensively 

characterized as an atomically thin film, and its preference to form rock-salt-like islands has been 

demonstrated on a variety of substrates using scanning tunneling microscopy/spectroscopy 

(STM/STS).10-15 Recently, NaCl was shown to form hexagonal atomically thin structures on the 

(110) diamond surface,16 where NaCl-substrate interaction is stronger than in the previous 

studies where metallic substrates were used. Similarly, in the case of metal oxides, where the 

cation-anion interaction is weaker than in NaCl, strong adlayer-substrate interactions have been 

shown to result in structurally diverse atomically thin metal oxide phases.17-23 However, to our 
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knowledge, no STM-based study of this kind of structural variability in alkali-halides has been 

reported in the literature. 

 

3.2. Methods 

Experiments were carried out in a home-built ultrahigh vacuum (UHV) cryogenic STM 

system, in which the bias voltage (Vb) is applied to the sample.24 All imaging and spectroscopic 

measurements were carried out at 26 K using electrochemically etched silver tips, at a base 

pressure of  approximately 3.0 × 10-11 torr. A Ag(111) single crystal was prepared in situ by 

sputtering with Ne followed by annealing, which was repeated for multiple cycles. A sub-

monolayer of RbI (obtained from Sigma-Aldrich, 99.9% purity) was deposited onto the Ag 

surface (held at room temperature) via in situ sublimation under UHV conditions. After 

deposition of RbI, the sample was annealed for one hour at approximately 320 K. All reported 

errors correspond to one standard error of the experimental data summed in quadrature with the 

systematic error that arises from drifting of the tip during measurement. 

All computations were performed using DFT25 as implemented by the Vienna Ab Initio 

Simulation Package (VASP)26-28 with a projector-augmented plane wave basis set.29 The 

Ag(111) surface was constructed with data obtained from the Materials Project30 with 

approximately 25 Å of vacuum added to prevent interaction of periodic unit cells perpendicular 

to the surface. The hexagonal RbI structure was optimized on three layers of Ag (with the bottom 

layer frozen to retain the bulk lattice constant) via the PBE functional for solids (PBEsol)31  until 

all forces were less than 0.005 eV Å−1, using a 5 × 5 × 1 k-point mesh centered at the Γ point and 

a 500 eV planewave cutoff. Using the geometrically optimized structure, the HSE0632 functional 

was used to calculate the electronic structure at the Γ point, providing a more robust treatment of 
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ranged interactions than PBEsol. The unit cell size of the square RbI structure (300 Rb,I atoms + 

558 Ag atoms per layer) was prohibitive to performing calculations at the same level of 

accuracy, and was optimized on a single, frozen layer of Ag via the PBEsol functional at the Γ 

point with a 500 eV planewave cutoff until all forces were less than 0.05 eV Å−1. To allow for 

direct quantitative comparisons to be made between the two phase types, electronic structure 

optimizations were also performed via the PBEsol functional for the hexagonal RbI monolayer on 

a single layer of Ag, using previously discussed parameters. All electronic structure calculations 

were optimized until the change in energy between iterative steps was less than 10-8 eV. To 

characterize charge transfer between atoms, we used Bader analysis33-36 with a vacuum cutoff of 

10-3 electrons Å-3, which kept all atomic volumes within 5% of the average for each atomic 

species. Visualizations of all structures were made using the VESTA package.37 Binding 

energies were calculated by subtracting the energies of the isolated surface and adlayer from the 

energy of the surface/adlayer structure. 

To calculate the spatial and energy dependence of individual atomic contributions to the 

tunneling current, LDOS maps were interpolated using the Wentzel-Kramers-Brillouin38 

approximation. In this approximation (which we have provided a more detailed discussion of in 

the Appendix), the reduction in tunneling barrier height induced by the bias voltage is used to 

weight the LDOS of individual atoms as in (1) below, where 𝐼 is the tunneling current, 𝐸 is an 

eigenenergy, 𝑟𝑖 is the distance between the tip and an atom on the surface, 𝑉 is the bias voltage, 

𝐷𝑖 is the a density of states for an atom on the surface, 𝑚 is the mass of an electron, ℏ is the 

reduced Planck’s constant, and 𝜑 is the work function of the surface calculated by DFT. 

𝐼(𝐸, 𝑟) ∝ ∑ ∑ 𝐷𝑖(𝐸)

𝑉

𝐸𝑖

 ×  𝑒𝑥𝑝(−
√32𝑚𝑟𝑖

3ℏ𝑉
[(𝜑 − 𝐸 + 𝑉)3/2 − (𝜑 − 𝐸)3/2]) (1) 
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3.3. Results and Discussion 

An interesting alternative to NaCl allowing exploration of the substrate-induced structural 

variability is RbI, where the alkali-halide interaction is weaker than in NaCl.39 Here, we use RbI 

deposited on Ag(111) as a model system for investigations of such structural variabilities using 

STM. Our results show that on Ag(111), RbI forms monolayers with a long-range order 

persisting over tens of nanometers (Figure 3.1a). We observe two distinct structural phases of 

RbI, which are distinguished by the coordination of topographic features within the monolayer 

(Figure 3.1b). In one of the two phases, STM images show features locally coordinated in a 

“hexagonal planar” fashion (left part of Figure 3.1b), while the other phase shows a “square 

planar” coordination (right part of Figure 3.1b). The coexistence of such distinct structural phase 

types is surprising, since only a single phase type (analogous to the “square planar” phase 

observed here) has been previously reported by STM for other ultra-thin alkali halide 

structures,10-14 and for RbI on metallic surfaces.40   

 

Figure 3.1. a) Large scale STM topography (Vb = 300 mV, I = 10 pA), showing several RbI islands 
and Ag(111) step edges. The smaller, unlabeled clusters are underdeveloped RbI islands. b,c) 

Topography of domain boundary between square and hexagonal RbI monolayers (b: Vb = -200 
mV, I = -200 pA; c: Vb = 2 V, I = 200 pA). 
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To understand the origins of the observed bistability of RbI on Ag(111), we first focus on 

the atomic structure of the “hexagonal planar” phase (hexagonal in the following). STM imaging 

shows that the hexagonal phase is aligned with the Ag(111) surface. The hexagonal monolayer 

can be defined by the propagation of two distinct lattice vectors (Figure 3.2a) with orientations 

that are identical with 〈110〉 directions of the Ag(111) surface. Further, the lengths of these two 

vectors (1.20±0.03 nm and 1.15±0.05 nm, Figure 3.2a) are consistent, within experimental 

accuracy, with four interatomic distances of Ag, as shown in Figure 3.2b, which defines the 

orientational and dimensional registry of the hexagonal phase with respect to Ag(111). Thus, the 

hexagonal RbI structure is commensurate with a 4x4 supercell of the Ag(111) surface, within the 

experimental uncertainty. 

 

Figure 3.2. a) STM topography (Vb = 100 mV, I = 30 pA) of a hexagonal RbI monolayer. b) 
Atomic model of the Ag(111) surface, with the periodicity of the hexagonal RbI monolayer 

overlaid. c) DFT optimized structure of the pristine hexagonal RbI monolayer. 

 

To make further progress in identifying the atomic structure of the hexagonal phase, we 

performed density functional theory (DFT) calculations. We have calculated a wide variety of test 
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RbI structures commensurate with the experimentally found supercell, with one of the most 

common results of these calculations being the fact that the topography maps obtained at voltages 

close to the Fermi level were always dominated by iodine atomic orbitals (see Appendix, Figure 

A.1), suggesting that the brightest protrusions in Figures 3.1b and 3.2a correspond to iodine atoms. 

Our results are in agreement with previous studies of alkali halides, which found that protrusions 

observed in STM topography at low bias voltages correspond to halide atoms.10-15 Further, this 

interpretation is supported by the changes in STM topography observed at high bias voltages, 

where the contrast is inverted (see discussion below), in line with our DFT results which show that 

at these voltages the tunneling current is dominated by unoccupied Rb orbitals. However, we found 

that it was insufficient to only have one iodine atom (and one Rb atom) per unit cell in order to 

obtain regular RbI structures consistent with those observed in experiment. By addition of 

individual RbI molecules to the unit cell, we arrive at structures analogous to that of Figure 3.2c, 

where the Rb-I nearest-neighbor distances are 5.2% longer than those observed in bulk RbI and 

9.8% shorter than for RbI molecules in gas phase.  

Further, our DFT results (Figure 3.3) illustrate the general expectation that the registry of 

the RbI layers with respect to the Ag(111) surface should be defined by the interatomic interactions 

at the RbI-Ag interface involving local charge transfer and polarization. These surface charge 

redistribution effects originate from the ionic character of the adlayer, which interacts with the 

highly polarizable metallic surface. Charge transfer occurs not only within the adlayer, but also 

between the adlayer and the Ag surface, which is evidenced by a downshift of the field emission 

resonance on RbI relative to the bare Ag(111) surface (see Appendix, Figure A.2).10 Due to the 

larger ionic radius of iodine relative to Rb, interaction of iodine with the surface is stronger than 

that of Rb, leading, in particular, to a greater degree of I-Ag electron rearrangement (as compared 
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to that of Rb-Ag). This is made clear by comparing the DFT-calculated net electron counts of the 

RbI/Ag structure to those of an identical RbI structure without Ag: on average, iodine atoms lose 

0.236 electrons and Rb atoms gain 0.067 electrons in the presence of Ag, indicating a net transfer 

of 0.170 electrons (per RbI molecule) from the adlayer to the substrate. This finding can be visually 

illustrated by plotting the spatial electron density distribution (Figure 3a), which shows that there 

is more shared charge density between iodine and Ag atoms than between Rb and Ag atoms. Our 

DFT results indicate that this shared electron density is the result of covalent bonding between the 

adlayer and substrate (see Appendix, Figure A..3), which is manifested by an increased local 

density of states (LDOS) near the Fermi level, in line with previous results for other alkali 

halides.13,14 Furthermore, the intensity of the LDOS near the Fermi level is more sensitive to the 

placement of iodine, rather than Rb. This indicates that interactions due to charge redistribution 

effects are strongest between iodine and the surface, and suggests that the coordination of iodines 

is most significant in determining the energetics of the RbI monolayer.  
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Figure 3.3. DFT calculations of the chemical interaction between a hexagonal RbI monolayer and 
the Ag(111) surface. a) Total electron density sliced along the path shown in (c). The horizontal 

white line shows the average height of the top layer of Ag, from which the individual heights of 
adlayer atoms are measured. b) Change in electron density due to interactions within the adlayer 
and between the surface and adlayer. The difference in electron density is calculated by subtracting 

the electron densities of isolated atoms in the adlayer and the pristine Ag(111) surface from that 
of the interacting RbI/Ag(111) system: 𝛥𝜌𝑒 =  ρ𝑅𝑏𝐼/𝐴𝑔(111) −  ρ𝐴𝑔(111) −  ∑ ρ𝑅𝑏 − ∑ ρ𝐼 , where 

the sums are taken over each atom of the adlayer in isolation. The overlaid contour shows the total 

electron density at 0.135 electrons Å-3. c) Atomic model of hexagonal RbI monolayer, showing 
the path along which the electron density is sliced in (a) and (b).    

 

In order to qualitatively gauge the relative strengths of the RbI-Ag and Rb-I interactions, 

it is instructive to visualize the difference between the electron density of the RbI/Ag system and 

the isolated electron densities of neutral Rb and iodine atoms, as well as the bare Ag surface (Figure 

3.3b). This electron density map shows that the strongest charge transfer is within the RbI layer, 

corresponding to the filling of the iodine p-orbitals, indicated by an increase in iodine electron 

density in the directions of neighboring Rb atoms (the diffuse decrease in electron density 
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surrounding Rb atoms indicates charge transfer out of their s-orbitals). Similarly, the decrease in 

electron density perpendicular to the surface at each iodine atom is mostly due to rehybridization 

of orbitals as a result of bonding with adjacent Rb atoms. However, the charge redistribution at the 

RbI-Ag interface is clearly significant, a consequence of both charge transfer and image charge 

formation. Image charge formation, present both at the I-Ag and Rb-Ag interfaces, leads to a more 

long-range interaction than that caused by charge transfer (between iodine and Ag), which implies 

that the energetics of RbI monolayers are more sensitive to the placement of iodine (rather than 

Rb) atoms on the Ag surface. To quantitatively gauge the sensitivity of RbI-Ag charge transfer to 

the iodine and Rb placement, we calculated the energies of individual iodine and Rb atoms on a 

pristine Ag(111) surface (Appendix, Figure A.4). Our results indicate that iodine atoms strongly 

prefer hollow sites (located in the pocket between three Ag atoms) over top sites (located directly 

on top of an Ag atom), with a difference in energy of 0.44 eV between the two configurations. 

Despite exhibiting the same binding preference, Rb atoms favor hollow sites by only 0.06 eV, 

which supports the view that the energetics of the RbI monolayer are more sensitive to the 

placement of iodine. Guided by these results, we carried out calculations of several different RbI 

monolayers with similar hexagonal structures, but with different registries to the Ag(111) surface 

(Appendix, Figure A.5). The unit cell of the lowest-energy RbI structure found in these 

calculations (Figure 3.2c) contains two iodine atoms at hollow Ag(111) sites, consistent with our 

calculations for individual adatoms. 
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Figure 3.4. a,b) STM topographies (I = 30 pA) showing an inversion of features between bias 

voltages of 0.1 and 4.0 V. Overlaid white outline corresponds to the smallest periodic unit of the 
hexagonal monolayer. c,d) DFT calculated LDOS maps integrated from the Fermi level up to 0.1 

and 1.5 eV with the optimized adlayer structure and unit cell overlaid. At higher energies, we 
expect the bias voltages used in experiment to be larger than the energies used to simulate the 
corresponding LDOS map. This is due both to the well-known tendency of DFT to underestimate 

the band gap and also the presence of d-states in the Ag tip which, at bias voltages above ~1.5 V, 
tunnel into states near the Fermi level of the sample, reducing topographic contrast between the 

low and high energy states. Thus, we found it necessary to increase the bias voltage to around 4 V 
to clearly resolve the higher-energy states via STM topography. 

 

As a final test of the hexagonal RbI monolayer structure, we carried out simulations of the 

STM images associated with different RbI structures. Experimental STM topographies show an 

inversion of contrast as the bias voltage changes from 0.1 V to 4 V (Figures 3.4a and 3.4b). Among 

the different RbI structures simulated, only the one shown in Figure 2c shows the same patterns as 

those in Figures 3.4a and 3.4b, as shown in Figures 3.4c and 3.4d. Analysis of the LDOS 

composition of simulated images allows us to identify the origins of the observed contrast. At 0.1 

V, iodine atoms have more unoccupied states (see Appendix, Figure A.1) and dominate the 

tunneling current, with the topographic contrast originating from variations in the heights of iodine 
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atoms above the surface, in agreement with previous results for other alkali halides where the 

topographic contrast near the Fermi energy originated from halide atoms.10-15 Meanwhile at 4 V, 

the tip is further away from the surface, the spatial resolution is reduced, and the STM images are 

dominated by the RbI LDOS (rather than by the RbI structure). Variations in the heights of iodine 

atoms above the surface (responsible for the contrast in Figure 3.4a) follow directly from their 

distinctly different adsorption sites (Figure 3.3): the iodine directly on top of an Ag atom (I top) has 

the largest height above the surface, while the two iodines at hollow sites (I fcc-hollow and Ihcp-hollow) 

sit deeper in a pocket of three Ag atoms. Further, the proposed hexagonal RbI monolayer structure 

contains two distinctly different hollow-site iodines in each unit cell (Figure 3.3), if one considers 

their second-nearest-neighbor coordination to the second layer of Ag atoms below the surface. 

Specifically, first-layer Ag atoms directly coordinated to one of the hollow-site iodines can either 

be coordinated to a total of six or seven Ag atoms in the second layer. This has observable 

consequences in Figure 3.4a (compare to Figure 3.4c), where the hollow-site iodines coordinated 

to six Ag atoms in the second layer (Ihcp-hollow) appear brighter than the ones coordinated to seven 

atoms (Ifcc-hollow). This behavior is reproduced in the corresponding simulated STM image (Figure 

4c), and is attributable to the fact that higher second layer coordination facilitates iodine to Ag 

electron transfer, as well as formation of an image charge at the Ag surface. Both effects lead to a 

stronger attractive force, which leads to a more deeply seated Ihcp-hollow iodine. Meanwhile, at larger 

biases corresponding to Figure 3.4b, Rb has the most unoccupied states, providing the most 

significant contribution to the tunneling current. However, all Rb atoms in the hexagonal phase 

have the same coordination (Figure 3.2c) and identical LDOS contributions to the tunneling 

current (Figure A..3), which, in combination with the diffuse nature of Rb orbitals at higher 

energies (and reduced spatial resolution at larger tip-sample separations associated with higher 
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bias), lead to a lack of contrast attributable to Rb atoms in Figure 3.4b. On the contrary, the iodine 

atoms do show substantial variations in their LDOS (Figure A..3), and define the contrast in Figure 

3.4b: the two Ihollow iodines each provide similar contributions to the tunneling current, while the 

top-site iodine Itop provides the least. We attribute this observation to local differences in I -Ag 

charge transfer: our DFT calculations show that the I top iodine has a larger net electron count 

(+0.710) than either Ifcc-hollow (+0.634) or Ihcp-hollow (+0.632), and thus has fewer unoccupied states 

contributing to the tunneling current, which produces a depression in STM imaging at high biases 

(Figure 4b).  

We now move on to the structural characterization of the “square planar” (“square” in the 

following) phase type. At low bias voltages (Figure 3.5a), STM topographic scans of this phase 

consist of approximately identical protrusions, which can be described by two orthogonal lattice 

vectors oriented parallel (𝑆11̅0) and perpendicular (𝑆112̅) to the [11̅0] direction of the Ag(111) 

surface.  The magnitude of these lattice vectors is similar to the nearest-neighbor distance in bulk  
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Figure 3.5. a) STM topography (Vb = -10 mV, I = -100 pA) of a domain boundary between 

hexagonal (left) and square (right) RbI monolayers, showing the orientation of topographic 
features in each domain type with respect to the Ag(111) surface. b) STM topography (Vb = 2.0 

V, I = 10 pA) of a square RbI domain, with the unit cell of the moiré pattern overlaid. c,d) DFT-
calculated LDOS map of the square domain integrated up to 0.1 and 1.2 eV above the Fermi level. 

The superstructure matrix (M) of the moiré pattern is (
8 2

−31 62
) for Ag and (5 1

0 30
) for RbI: 

(𝐿𝑠ℎ𝑜𝑟𝑡
𝐿𝑙𝑜𝑛𝑔

) = 𝑀𝐴𝑔(11̅0
101̅

) = 𝑀𝑅𝑏𝐼 (𝑆1 1̅0
𝑆11 2̅

) 
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RbI (5.3 Å), which suggests that these protrusions are individual atoms of the same species. 

Since our calculations of the hexagonal phase consistently show that the tunneling current is 

dominated by unoccupied iodine states at low voltage (see Appendix, Figure A.1), we identify 

these protrusions as individual iodine atoms. This is consistent with STM results of NaCl, which 

show that individual Cl atoms are imaged as protrusions at low bias voltages.11, 13, 14 Importantly, 

while vectors 𝑆11̅0 and 𝑆11 2̅ are parallel to [11̅0] and [112̅] of the Ag(111) surface, they are 80.1% 

and 4.0% longer than the [11̅0] and [112̅] lattice vectors respectively, which highlights the 

incommensurability of the square RbI phase and Ag(111).  This incommensurability manifests 

itself most dramatically in STM images obtained at higher bias voltages (compare Figures 3.1b 

and 3.1c), where we observe a moiré pattern with a unit cell defined by two distinct lattice vectors 

(Lshort and Llong) forming an angle of approximately 79° (Figure 3.5b). 

To further characterize the structure of the moiré pattern formed by the square RbI phase, 

we have used DFT to optimize a variety of structures exhibiting square symmetry and the 

periodicity shown by Lshort and Llong. The resulting structure (Figure 3.5c,d) reproduces the 

magnitudes of all experimental lattice parameters (𝑆11̅0, 𝑆112̅, Lshort, Llong) to within the error of 

our measurements. Using this structure, we have simulated STM images at small and large bias 

voltages to compare to our experimental findings (Figure 3.5c,d). At low bias (Figure 3.5c), the 

topography consists of protrusion features corresponding to individual iodine atoms, which is 

consistent with our experimental findings. When the bias is larger (Figure 3.5d), our simulated 

topography yields elongated depression features similar to those observed in experiment. This 

provides a useful visualization of how the adlayer LDOS varies with registry to the Ag(111) 

surface, because the simulated topography cannot be attributed to the morphology of the RbI 

structure (see Appendix, Figure A.6). The elongated “dark” regions of the topography consist of 
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iodine atoms that are coordinated mostly to just one Ag atom, while the surrounding “bright” 

regions consist of iodine atoms coordinated to two or three Ag atoms. Similarly to our findings for 

the hexagonal phase, our DFT calculations show that for iodine in the square phase, the extent of 

surface/adlayer coordination is inversely related to the net electron count (most coordinated iodine: 

+0.688 electrons; least coordinated iodine: +0.706 electrons). In comparison, the range of net 

electron counts for Rb is much narrower (between -0.819 and -0.811 electrons) and is less closely 

related to the surface/adlayer coordination (see Appendix, Figure A.7). These results show that 

iodine is more significantly involved in charge transfer between the substrate and adlayer. 

Additionally, since more (less) electron transfer from the adlayer to the substrate results in more 

(fewer) unoccupied states, these findings suggest that the coordination of iodine is responsible for 

the contrast observed in STM topography (Figure 3.5d). This conclusion is consistent with our 

results for the hexagonal phase, which highlights the important role that substrate/adlayer 

coordination plays in determining charge transfer and the LDOS in both phase types of the RbI 

monolayer. 

Finally, we discuss the origin of the structural bistability observed in the RbI monolayer. 

We have calculated the binding energy of the square phase to be 0.24 eV per RbI molecule larger 

than for the hexagonal phase, indicating that the hexagonal phase is strongly energetically 

preferable (see Appendix, Table A.1). However, despite being less energetically favorable, the 

square phase boasts a more efficient packing of RbI atoms, with calculated densities ρsquare = 7.18 

atoms nm-2 vs ρhexagonal = 5.01 atoms nm-2. When the density of RbI atoms on the surface is greater 

than the maximum planar density of the hexagonal structure (ρhexagonal), one could expect RbI to 

either: 1) form a second layer on top of the hexagonal monolayer; or 2) adopt a denser 

configuration of the monolayer and reconstruct to the square phase. To test the likelihood of these 
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possibilities, we utilized DFT to optimize a double-layer form of the hexagonal structure (see 

Appendix, Figure A..8), which resulted in a planar density of 10.02 atoms nm-2 and a binding 

energy that is 0.32 eV per RbI molecule larger than for the single-layer hexagonal structure. This 

indicates that it is energetically favorable (by 0.08 eV per RbI molecule) for the monolayer to 

reconstruct to the square phase rather than to grow a second hexagonal layer (Appendix, Figure 

A.9). We emphasize that this discussion of energetic favorability should not be conflated with a 

characterization of thermodynamic or kinetic stability, as this is beyond the scope of our present 

work. Rather, we present this density-dependent picture to understand how the energetic 

preference for monolayer growth contributes to the structural coexistence observed by STM. 

However, the described density-dependent picture of RbI monolayer growth on Ag(111) 

does not take into consideration the effect of Ag step edges, which serve as nucleation sites for 

preferential growth of square phase RbI islands (see Appendix, Figure A.10). This behavior (also 

reported for other alkali halides15) can be explained by considering the local electrostatics of the 

different RbI phases and Ag step edges.  Indeed, due to the Smoluchowski effect,41-43 the top 

(bottom) side of a Ag step edge is positively (negatively) charged and favors binding of the anions 

(cations). Due to this electrostatic environment, one thus expects RbI to nucleate along a Ag step 

in an orientation that would result in a single atom type along the [11̅0] direction (step edge 

orientation) of Ag.  Only the square phase satisfies this requirement (Figure 3.5c,d), while the 

hexagonal phase has equal numbers of Rb and iodine atoms along the [11̅0] direction of Ag (Figure 

3.2b,c) resulting in a less favorable electrostatic Ag-RbI interaction. We thus predominantly 

observe square phase RbI islands in the vicinity of Ag step edges, even though we have also 

observed counter examples of this behavior, with hexagonal RbI existing across Ag step edges in 
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situations where several Ag step edges present competing nucleation sites with incompatible 

orientations (Appendix, Figure A.11).  

 

3.4 Conclusions 

To summarize, we have identified and characterized two distinct single-layer structures of 

RbI, which are structurally different from that of the bulk crystal. We show that the prevalence of 

a particular phase is determined by the local structure of the Ag surface: the square RbI structure 

is better matched to the Ag step edges, whereas the hexagonal RbI structure is commensurate with 

the Ag(111) atomic structure. The Ag-RbI interface is energetically more favorable than an 

interface between RbI layers, which results in the dominance of the (denser) square phase at higher 

RbI surface coverages. Both phases exhibit non-trivial contrast in STM images, with apparent 

heights of individual atoms determined by their local coordination to the Ag surface. We hope that 

the simplicity of the presented physical picture may lend itself to qualitative understanding of other 

heterostructures involving ionic and metallic layers. 

 

3.5 Bridge to Chapter IV 

Thus far we have shown that substrate-adlayer interactions can result in structural 

coupling, where the substrate serves as a template for the growth of the adlayer. Our 

experimental and computational results suggest that this coupling is accompanied by 

corresponding changes in electronic structure, where the strength of substrate-adlayer 

interactions for the two distinct single-layer RbI structures impacts the electronic structure 

differently. In the following section, we explore the differences in electronic structure between 
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the two bi-stable, co-existing single-layer RbI structures, and discuss how these differences are 

induced by coupling between the substrate and adlayer. 
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CHAPTER IV 

PROBING THE ELECTRONIC STRUCTURE OF BI-STABLE SINGLE-LAYER RBI 

STRUCTURES ON Ag(111) 

 

From McDowell, B.W.; Mills, J.M.; Green, A.W.; Honda, M.; and Nazin, G.V.; Probing 

the Electronic Structure of Bi-Stable Single-Layer RbI Structures on Ag(111). (accepted – Phys. 

Rev. B, 2024) 

 

4.1. Introduction 

As materials are reduced in scale to ultra-thin layers, they can exhibit unusual electronic 

properties that are distinct from those found in the bulk material.1-4 One particular example is the 

loss of a well-defined band gap in many ultra-thin dielectrics, which poses problems in the 

continued effort to miniaturize electronic devices where insulating materials are a fundamental 

component.5 The loss of a well-defined band gap can result, in part, from interactions with metal 

substrates. These interactions have been shown to impact ultra-thin dielectric layers through 

changes in structure6-10 and electronic properties, such as spatial modulation of both the work 

function11, 12 and interface electronic states.13-16 An understanding of the relationship between 

ultra-thin dielectrics and the substrates on which they are grown necessitates direct visualization 

of the atomic and electronic structure, making scanning tunneling microscopy/spectroscopy 

(STM/STS) a leading tool for its ability to probe these features with nanoscale resolution.17 

While there are a diverse range of choices for ultra-thin dielectrics, alkali halides are a 

common choice for their wide band gap18, 19 and well defined atomic structure.12, 20-23 Of the 

alkali halides, NaCl has been the most extensively studied and has been demonstrated to be 
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influenced by substrate interactions, which lead to formation of spatially-modulated electronic 

states at the metal-insulator interface13, 14 and a work function that varies spatially with the 

substrate/adlayer registry.12 A promising alternative to NaCl with which to study the effect of 

substrate-adlayer interactions in ultra-thin dielectrics is RbI, which has been shown to have 

stronger interactions with metal substrates due to weaker alkali-halide bonds.6, 15 These stronger 

interactions are evidenced by structural coupling to the metal substrate on Ag(111), where RbI 

was shown to form unexpected structures with hexagonal symmetry (matching that of the face-

centered-cubic surface), in contrast to the square symmetry expected for typical alkali halides 

forming rock-salt-like structures.6 However, it is not well understood how the strong substrate-

adlayer interactions present for ultra-thin RbI layers affects the electronic properties of the 

dielectric. It is important to understand the role of substrate-adlayer interactions in determining 

electronic properties of ultra-thin dielectrics, as these effects have direct implications in the 

behavior of nanoscale electronic devices. In considering this, it is informative to consider how 

substrate-adlayer interactions might vary locally, for example at structural defects like those 

previously shown to impact local electronic structure in alkali halide thin films.13, 24-26 Here, we 

use RbI to study, with STM/STS, how interactions with the substrate affect the electronic 

properties of ultra-thin RbI on Ag(111). 

 

4.2. Methods 

Experiments were carried out in a home-built ultrahigh vacuum (UHV) cryogenic STM 

system, in which the bias voltage (Vb) is applied to the sample.27 All imaging and spectroscopic 

measurements were carried out at 26 K using electrochemically etched silver tips,28 at a base 

pressure of  approximately 3.0 × 10-11 torr. A Ag(111) single crystal was prepared in situ by 
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sputtering with Ne followed by annealing, which was repeated for multiple cycles. A sub-

monolayer of RbI (obtained from Sigma-Aldrich, 99.9% purity) was deposited onto the Ag 

surface (held at room temperature) via in situ sublimation under UHV conditions. After 

deposition of RbI, the sample was annealed for one hour at approximately 320 K. All STS 

spectra were recorded with the feedback left on on during STS acquisition, in line with previous 

studies of IPS.29 

Computations were performed using DFT30 as implemented by the Vienna Ab Initio 

Simulation Package (VASP)31-33 with a projector-augmented plane wave basis set.34 The 

Ag(111) surface was constructed with data obtained from the Materials Project35 with 

approximately 25 Å of vacuum added to prevent interaction of periodic unit cells perpendicular 

to the surface. The hexagonal RbI structure was optimized on three layers of Ag (with the bottom 

layer frozen to retain the bulk lattice constant) via the PBE functional for solids (PBEsol)36  until 

all forces were less than 0.005 eV Å−1, using a 5 × 5 × 1 k-point mesh centered at the Γ point and 

a 500 eV planewave cutoff. The unit cell size of the square RbI structure (300 Rb,I atoms + 558 

Ag atoms per layer) was prohibitive to performing calculations at the same level of accuracy, and 

was optimized on a single, frozen layer of Ag via the PBEsol functional at the Γ point with a 500 

eV planewave cutoff until all forces were less than 0.05 eV Å−1. All electronic structure 

calculations were optimized until the change in energy between iterative steps was less than 10-8 

eV. To characterize charge transfer between atoms, we used Bader analysis37-40 with a vacuum 

cutoff of 10-3 electrons Å-3, which kept all atomic volumes within 5% of the average for each 

atomic species. The change in potential due to RbI-Ag interaction was calculated by subtracting 

the total potential (composed of ionic and Hartree components) of the isolated RbI/Ag structures 
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from the composite system: ∆𝐸(𝑟) = 𝐸(𝑟)𝐴𝑔/𝑅𝑏𝐼 − 𝐸(𝑟)𝐴𝑔 − 𝐸(𝑟)𝑅𝑏𝐼. Visualizations of all 

structures were made using the VESTA package.41 

Simulations of IPS were performed using a Numerov-Cooley algorithm for integrating 

wavefunctions in a one-dimensional potential described elsewhere,29 where we used a spherical-

tip approximation to calculate the electric field between the tip and sample.42 The lattice 

component of the potential was determined by the nearly free electron model which reproduced 

the Ag(111) band gap43 with values of Vg=2.1 V, V0=4.634, and a lattice spacing of 237.0 pm.35 

The thickness of the RbI monolayer was determined from experimental STM data recorded at the 

bias voltage of the STS setpoint: wsquare = 0.24 nm, whexagonal = 0.25 nm. 

 

4.3. Results and Discussion 

After depositing sub-monolayer RbI on Ag(111), we observe the co-existence of two 

distinct RbI structures (Figure 4.1a), in line with previous results.6 The structural distinctions 

between these RbI phases has been reported elsewhere,6 and we describe them briefly here. One 

RbI structure exhibits square-like symmetry (square in the following) and is analogous to the 

(100) plane of bulk RbI. The other RbI structure has hexagonal-like symmetry (hexagonal in the 

following), adopting the symmetry of the Ag(111) surface. To explore the electronic structure of 

each RbI structure we record STS measurements on each RbI phase, focusing on the energy 

range in which we expect to find image potential states (IPS), which have been useful previously 

in characterizing the electronic properties of insulating thin films.12, 29 Our STS spectra show that 

the energies of IPS are distinct between hexagonal and square RbI, both of which are 

significantly different from the spectra recorded on bare Ag(111) (Figure 4.1b). Importantly, the 

distinct IPS spectra for each RbI phase suggests a difference in electronic properties.  
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Figure 4.1: Representative STS of IPS on RbI/Ag(111). a) STM topography (Vb = -50 mV, I = 
-200 pA) of a region of RbI showing co-existence of hexagonal (left side) and square (right side) 

RbI structures. b) Representative STS spectra (I = 10 pA , Vpp = 40 mV) recorded on each RbI 
structure type, where the feedback was left on during STS acquisition, in line with previous 

studies of IPS.29 
 

To understand how differences in electronic properties could result in distinct IPS spectra 

for each RbI structure, we have modeled our STS results using methods previously employed to 

simulate IPS spectra of alkali halides.29 Here, we use a one-dimensional potential to simulate the 
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IPS of bare Ag(111) (see Appendix, Figure B.1 for representative simulated wavefunctions), 

which, by fitting to our experimental results (Figure 4.1b), allows us to calculate the work 

function of the tip (ϕtip), the tip radius (R), and the tip-sample separation (z0) at the low-voltage 

boundary of the spectra shown in Figure 4.1b (the tip-sample separation increases in these 

spectra with voltage while the tunneling current is maintained constant). The values calculated 

for bare Ag(111) serve as input parameters for the simulation of IPS spectra on RbI, which we 

optimize to fit our experimental results by varying the work function of the sample (ϕsample), the 

dielectric constant of single-layer RbI (ε), and the conduction band energy of RbI (Vcbm). Our 

simulated IPS energies agree well with our experimental results, with all simulated energies 

falling within one standard error of experiment (Figure 4.2), and the calculated parameters 

showing consistency between data sets obtained with different STM tips (Table 4.1).  

 
Figure 4.2: Experimental and simulated IPS energies. Comparison of simulated (red) to 
experimental (black) IPS energies. The horizontal bars are the standard error of experimental 

STS data obtained with five different tips summed in quadrature with the measurement’s 
uncertainty resulting from the amplitude of bias oscillation in the STS measurement (40 mV 
peak-to-peak). 
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 Ag  Hexagonal RbI Square RbI 

z0 (nm) 1.55 ± 0.09 ϕsample (eV) 2.42 ± 0.14 3.11 ± 0.07 

ϕtip (eV) 3.70 ± 0.04 ε 2.98 ± 0.01 1.98 ± 0.10 
R (nm) 4.33 ± 0.03 Vcbm (eV) 2.94 ± 0.01 3.04 ± 0.01 

Table 4.1: Optimized parameters used to simulate IPS spectra. The initial tip-sample 

separation (z0), work function of the tip (ϕtip), and tip radius (R) were calculated by fitting 
simulated results to experimental STS measurements obtained with five different tips. Using the 

optimized parameters for each tip, results were then simulated for each RbI structure type, where 
the optimized parameters were the work function of the sample (φsample), the dielectric constant 
of the RbI structure (ε), and the conduction band energy (Vcbm). The reported values are the 

average and standard deviation of results using experimental STS data from five different tips. 

 

Examination of the simulated parameters in Table 1 shows clear distinctions in electronic 

properties between the two RbI structure types. Of the three parameters simulated for RbI, there 

are significant differences in ϕsample and ε between the two RbI structure types, while Vcbm shows 

similar values for each. Our results show that ϕsample is smaller (by 0.69 eV) on hexagonal RbI 

than on square RbI, and both numbers show a reduction in work function from literature values 

for bare Ag(111) (4.59 eV),44, 45 in agreement with previous results for NaCl, which also showed 

reduced values for ϕsample.29 The difference in ϕsample between square and hexagonal RbI is 

consistent with previous DFT calculations, which showed that hexagonal RbI transfers more 

electrons to the surface, resulting in a more significant reduction of ϕsample.6 There is also a 

significant difference between the dielectric constants of hexagonal and square RbI, with the 

value for square RbI being greater by 1.00. Each of these values shows a significant decrease in 

dielectric constant relative to the bulk value (4.83)46 which is in line with previous results for 

ultra-thin NaCl layers.29 The observed difference in dielectric constant between hexagonal and 

square RbI can be explained by the bonding at the metal/dielectric interface: iodine atoms in 

hexagonal RbI interact more strongly with Ag(111) than in the square RbI structure, resulting in 

formation of Ag-I covalent bonds near the Fermi level,6 in line with similar results for NaCl.12, 22, 

23  Consequently, the more significant presence of interfacial covalent bonding in the hexagonal 
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RbI structure leads to a greater polarizability than for the square RbI structure. Finally, our 

simulated results show similar values for the conduction band energies of square and hexagonal 

RbI. This is in agreement with our DFT calculations, which show that this value is affected by 

conflicting factors: the reduced (increased) adlayer coordination and longer (shorter) average Rb-

I bond length of hexagonal (square) RbI suggests a smaller (wider) band gap (see Appendix, 

Figure B.2), but the stronger (weaker) interaction of hexagonal (square) RbI with Ag suggests a 

more (less) significant widening of the band gap due to substrate-adlayer interaction (see 

Appendix, Figure B.3). Overall, we find that our calculation of electronic properties from the IPS 

spectra of RbI is in agreement with our DFT calculations and previous work.6 
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Figure 4.3: STS measurements of spatial modulation of IPS energy in square RbI. a) STM 
topography (Vb = 2 V, I = 10 pA) of a square RbI monolayer, indicating the path along which a 

progression of STS measurements were taken in (b). b) Progression of STS measurements taken 
along the spatial path shown in (a). c) Spatial variation in downshifted first IPS, showing STS 

data from the horizontal dashed line in (b). d) Spatial variation in DFT-calculated net electron 
counts, averaged along the <100> RbI direction orthogonal to the STS path. e) Individual STS 
spectra showing distinctions in energy of the lowest-energy IPS for different regions of the moiré 

supercell. The spectra correspond to the position of the vertical lines in (b). f) Portion of the STS 
spectra from (e), zoomed-in to highlight difference in the first IPS energy. 

 

Thus far, we have discussed the average behavior of the square and hexagonal RbI 

structures. However, we also observe local deviations from the described average behavior for 
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both types of structures, both across the pristine square structure and at defects in the hexagonal 

structure. For the square RbI structure, we observe spatial variations in the IPS spectra that 

match the periodicity of the moiré structure formed between square RbI and Ag(111). This moiré 

pattern is characterized in detail elsewhere,6 and we briefly describe it here: the square RbI 

structure is incommensurate with the hexagonal symmetry of the Ag(111) surface, resulting in a 

moiré supercell defined by lattice vectors with magnitudes of 2.7 and 15.8 nm, which are 

oriented along the [112̅] and [11̅0] directions of the Ag(111) surface (Figure 4.3a). By recording 

a progression of STS spectra along the long axis of the moiré supercell, we observe that the 

energy of the first IPS varies with position (Figure 4.3b), while the energy of all other IPS 

remains constant. (We note that there is no spatially-dependent changes in IPS energy along the 

short moiré axis, see Appendix Figure B.4) The spatial modulation of the first IPS energy is 

periodic with the long axis of the moiré supercell, and it is downshifted by 0.06 V in the regions 

which appear taller in STM topography (dashed curve in Figure 4.3e,f) relative to the regions 

which appear darker and striped (solid curve in Figure 4.3e,f). We find that these distinct IPS 

energies arise from the moiré structure and can be explained by electrostatics, as detailed in the 

following. The spatial variations in the downshifted IPS (Figure 4.3c) align with DFT-calculated 

spatial variations in the net electron counts of iodine atoms (Figure 4.3d), which have previously 

been shown to participate more significantly than Rb atoms in transferring charge to Ag.6 Thus, 

in regions where iodine transfers more electrons to the substrate, the adlayer has a more positive 

charge, resulting in a stabilizing effect on the IPS. Since the stabilizing electrostatic environment 

is localized to the adlayer, it follows that the downshifting of the IPS is only clearly observable 

for the first IPS, since higher order IPS states are further delocalized from the surface. We note 

that the observed spatial variation in the first IPS is also in agreement with previous studies of 
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interface electronic states in the RbI/Ag(111) system, which were spatially-modulated by an 

electrostatic potential commensurate with the moiré supercell.15 

In addition to local variations in the IPS spectra for the pristine square RbI structure, we 

also observe local variations at one-dimensional grain boundary defects (GBDs) in the hexagonal 

RbI structure (Figure 4.4a). To understand how these defects impact the electronic properties of 

hexagonal RbI, we have recorded STS spectra on many different GBDs, with representative 

curves shown in Figure 4b. A consistent result of these STS measurements is that the first IPS is 

downshifted at the defect relative to the pristine hexagonal structure (Figure 4.4b). Further, by 

mapping individual STS data for specific energies in two dimensions, we are able to characterize 

the spatial variations in the energy of the first IPS. At a bias voltage of 2.9 V, we observe high 

LDOS along the GBD (Figure 4.4c), while at higher bias voltages of 3.1 V we observe high 

LDOS in the pristine RbI region away from the GBD (Figure 4.4d), suggesting that the 

downshifted IPS is relatively delocalized along the entirety of the GBD. This finding is in 

agreement with previous results for RbI on Au(111)24 and for NaCl on Ir(111),47 which found 

that the LDOS was, in general, downshifted at GBDs. 
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Figure 4.4: STS results for localized IPS at GBD in hexagonal RbI. a) STM topography (Vb 
= 50 mV, I = 10 pA) of GBD formed between two discontinuous domains of hexagonal RbI, 

where the pristine unit cell is shown in white and the discontinuity is highlighted by the double-
sided arrows. b) Representative STS measurements taken on (dashed curve) and away from 

(solid curve) the GBD shown in (a). The energy ranges used for two-dimensional STS mapping 
are overlaid in red (c) and blue (d). c,d) Two-dimensional STS mapping of the GBD shown in 
(a), where the mapped energies are chosen to show the spatial behavior of the downshifted IPS at 
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the GBD (c) and the IPS of the pristine hexagonal monolayer (d). The horizontal dashed line 
shows the orientation of the GBD as in (a). 

 

To understand why the first IPS is downshifted at GBDs in the hexagonal RbI structure, 

we turn to DFT and, in doing so, must first characterize the atomic structure of the GBD. While 

our STM images do not resolve the atomic structure of the GBD, we are able to identify the 

discontinuity between the two pristine RbI domains, which is one Ag lattice spacing (see Figure 

5a) for the GBD shown in Figure 4.4. Our DFT calculations indicate that it is energetically 

unfavorable to leave the polar edges of each RbI domain uncompensated, suggesting that the 

GBD region is not bare Ag(111). Instead, the two adjacent RbI domains can be bridged by the 

addition of individual RbI molecules, which our DFT calculations show is best accomplished by 

a specific atomic structure (shown in Figure 4.5a), in line with previous structural results for 

GBDs in RbI on Au(111)24 and NaCl on Ir(111).47  

 
Figure 4.5: DFT-calculated potential for GBD in hexagonal RbI. a) DFT-optimized structure 

of the GBD shown in Figure 4. The solid horizontal arrows show the lattice vector of the pristine 
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hexagonal RbI structure, the dashed arrow shows how the pristine lattice vector propagates 
across the GBD, and the double-sided arrow shows the discontinuity between the structures on 

either side of the GBD. The segmented solid arrow shows the path along which the change in 
potential is sliced in (b). b) Change in potential energy of electrons due to adsorption of RbI 
(∆𝐸(𝑟) = 𝐸(𝑟)𝐴𝑔/𝑅𝑏𝐼 − 𝐸(𝑟)𝐴𝑔 − 𝐸(𝑟)𝑅𝑏𝐼), is shown in the direction orthogonal to the surface. 

c) Vertical slices of the potential from (b) are shown for several iodine atoms with distinct 

adsorption geometry, as indicated by the vertical lines shown in (b). 

 

In order to understand how the GBD might affect the IPS locally, it is instructive to 

visualize the DFT-calculated change in potential energy of electrons due to adsorption of RbI, as 

shown in Figure 4.5b. From this, we observe that, in general, iodine (Rb) atoms induce a local 

decrease (increase) in potential energy, which is a result of the metal surface screening the polar 

adlayer atoms. Screening of the adlayer atoms by the Ag surface leads to electron depletion 

(accumulation) near the negatively (positively) charged iodine (Rb) atoms, resulting in local 

decreases (increases) in potential energy. However, the effect of adsorption on the potential 

energy is not consistent for each adlayer atom, as is most clearly evidenced by iodine atoms, 

which have previously been shown to be more sensitive to adsorption site placement than Rb 

atoms.6 The effect of distinct adsorption sites can be seen by comparing the change in potential 

energy for the three distinct adsorption sites in the pristine hexagonal RbI structure: iodine atoms 

coordinated to a single Ag atom (I top) have a less stabilizing effect than those coordinated to 

three Ag atoms (Ihcp-hollow and Ifcc-hollow) (Figure 4.5c). Our DFT results suggest that this 

difference in electrostatic behavior between distinct adsorption sites is the result of differences in 

I-Ag charge transfer, where iodine atoms coordinated to three Ag atoms have lower net electron 

counts (+0.60 electrons) than those coordinated to a single Ag atom (+0.67 electrons) on 

average, in agreement with previous studies of hexagonal RbI on Ag(111) which showed that 

higher coordination of iodine to Ag leads to increased electron transfer to the substrate.6 The 



66 
 

distinct changes in potential for each adsorption site are thus a result of electrostatics, where the 

less (more) negatively charged iodine atoms yield a more (less) stabilizing potential.  

Importantly, our results show that the effect of reduced coordination within the adlayer is 

consequential at the GBD, where the electrostatic environment is more stabilizing than in the 

pristine RbI structure (compare Idefect to Ihcp/fcc-hollow in Figure 4.5c). At the GBD, there is 

significantly less coordination within the adlayer, as highlighted by a longer than average Rb-I 

bond length (4.50 Å at the defect vs 3.97 ± 0.12 Å in the pristine hexagonal structure). This 

distinction in adsorption site is accompanied by a significant increase in I-Ag electron transfer, 

resulting in a smaller net electron count for iodine atoms at the GBD (+0.50 electrons) relative to 

those in the pristine hexagonal RbI structure (+0.62 electrons, on average). In contrast, despite a 

similarly increased Rb-I bond length, Rb atoms at the defect show similar net electron counts 

when compared to the pristine hexagonal RbI structure (-0.83 vs -0.84 electrons), in agreement 

with previous studies of RbI on Ag(111), which found that Rb atoms are less sensitive to 

adsorption site placement than iodine atoms. Thus, the smaller net electron counts for iodine 

atoms at the GBD leads to a stabilizing potential, which lowers the energy of the first IPS. This 

effect is only observed for the first IPS, since higher-order IPS are less confined to the surface 

and less sensitive to changes in the potential at the adlayer. Furthermore, while we have 

presented data on only a single GBD structure here, our STS results show that other RbI GBDs 

behave similarly on Ag(111), which our interpretation suggests is due to local stabilizing 

electrostatic potentials arising from increased substrate-adlayer interaction at the defect. The 

physical picture offered here may be similar for GBDs in other ultra-thin dielectrics where 

substrate adlayer interactions are locally stronger at the defect. 
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4.4 Conclusions 

To summarize, we have used STM/STS to study image potential states associated with 

two structurally different phases of single-layer RbI on Ag(111). By comparing experimental 

STS data to simulations, we have quantitatively evaluated the electronic properties of these two 

RbI structures, revealing notable disparities in the electrostatic behavior of the two distinct 

structural phases. In line with these results, we find that variations in the local electrostatic 

environment are, to a large extent, responsible for local variations in the image potential state 

behavior, arising from the moiré pattern of the square RbI structure and defects in the hexagonal 

RbI structure. The comparison of electrostatic behavior between the two RbI structure types and 

characterization of local variations in each structure type offers insight on how substrate-adlayer 

interactions can impact the adlayer electronic properties. 

 

4.5 Bridge to Chapter V 

In this chapter we have shown that distinct strengths of coupling between the substrate 

and adlayer leads to different electronic properties. Furthermore, local electrostatic 

environments, which form due to coupling between the adlayer and substrate, result in local 

electronic structure features, namely spatial variations in the behavior of image potential states. 

In the following chapter, we expand this discussion of local electrostatic environments to two-

dimensional electronic states confined to the substrate-adlayer interface. We discuss how this 

electrostatic environment arises from coupling between the substrate and adlayer, and the effect 

this environment has on the electronic structure of the substrate-adlayer interface. 
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CHAPTER V 

SPATIALLY-MODULATED INTERFACE STATES IN A TWO-DIMENSIONAL 

POTENTIAL: SINGLE-LAYER RBI ON Ag(111) 

 

From McDowell, B.W.; Mills, J.M.; Honda, M.; and Nazin, G.V.; Spatially-Modulated 

Interface States in a Two-Dimensional Potential: Single-layer RbI on Ag(111). J. Chem. Phys. 

2023, 159 (22). 224705. 

 

5.1. Introduction 

Surfaces and interfaces play an essential role in the electronic properties of 

nanomaterials. In particular, metal-insulator interfaces are fundamental components of nanoscale 

devices, and the ability to tune their electronic properties remains an exciting prospect.1, 2 At the 

nanoscale, metal-insulator interfaces can exhibit interface electronic states (IES), which are 

distinct from the surface states (SS) of the metal-vacuum interface, as reported for a variety of 

metal-insulator interfaces including organic thin films,3-5 noble gas thin films,6-9 and alkali halide 

thin films.10-16 IES show behavior that is different from that of the bulk metal including doping 

effects from adsorbates,17-19 spatial modulation by moiré superlattices,1, 10, 20-23 and unique 

electronic structures, such as Dirac cones22-24 or topological states,25, 26 emphasizing the 

importance of understanding the electronic structure of metal-insulator interfaces.  

While a wide range of metal-insulator interfaces have been studied, alkali halides have 

attracted attention due to their wide band gap27, 28 and well-defined atomic structure.29-33 Of the 

alkali-halides, NaCl has been the most well-studied, and has been shown to result in an IES on a 

variety of metallic substrates, such as Ag(111),10-12 Cu(111),13, 14 and Au(111).15, 16 These IES 
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exhibit electronic structures that are distinctly different from the SS present at metal-vacuum 

interfaces, and it has been shown that their electronic structure can be tuned by modifying the 

interface by, for example, varying the size of adlayer domains11, 15 or changing the adlayer 

thickness.16 While it is possible that these states might be modified further by using an alkali-

halide with stronger substrate-adlayer interactions, it is not well-known how strong substrate-

adlayer interactions impact the IES at metal/alkali-halide interfaces, although it has been shown 

that metal oxides, which have a stronger substrate-adlayer interaction than NaCl, result in IES 

that exhibit increased onset energy, a larger band gap, and flatter bands.34  

An interesting alternative to NaCl is RbI, where the alkali-halide interaction is weaker 

and there is a stronger interaction between the adlayer and substrate, as indicated by the 

adsorption energies reported for RbI (0.30-0.54 eV per alkali-halide pair)35 being, in general, 

larger than those for NaCl (0.25-0.41 eV per alkali-halide pair).32, 33 This strong interaction 

between RbI and metal surfaces has been shown to result in spatially inhomogeneous charge 

redistribution effects (transfer, polarization, etc.) that are significantly larger in magnitude than 

for NaCl monolayers32, 33, 35 leading to a more profound effect on the IES in this system.10, 13 An 

important tool for studying the spatially-dependent electronic structure of IES is scanning 

tunneling microscopy/spectroscopy (STM/STS), which can directly probe electronic structure 

with atomic-scale precision.1 However, to our knowledge, no STM/STS-based study of IES in 

RbI systems, where the IES modulation is expected to be more pronounced, has been reported in 

the literature.  
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5.2. Methods 

Experiments were carried out in a home-built ultrahigh vacuum (UHV) cryogenic STM 

system, in which the bias voltage (Vb) is applied to the sample.36 All imaging and spectroscopic 

measurements were carried out at 26 K using electrochemically etched silver tips, at a base 

pressure of  approximately 3.0 × 10-11 torr. A Ag(111) single crystal was prepared in situ by 

sputtering with Ne followed by annealing, which was repeated for multiple cycles. A sub-

monolayer of RbI (obtained from Sigma-Aldrich, 99.9% purity) was deposited onto the Ag 

surface (held at room temperature) via in situ sublimation under UHV conditions. After 

deposition of RbI, the sample was annealed for one hour at approximately 320 K. The STM 

feedback is turned off during all STS measurements, and where multiple spectra are shown the 

feedback is turned on for ~100 ms between spectra.  

All computations were performed using density functional theory (DFT)37 as 

implemented by the Vienna Ab Initio Simulation Package (VASP)38-40 with a projector-

augmented plane wave basis set.41 The Ag(111) surface was constructed with data obtained from 

the Materials Project42 with approximately 25 Å of vacuum added to prevent interaction of 

periodic unit cells perpendicular to the surface. The square RbI structure was optimized on one 

layer of Ag (frozen to retain the bulk lattice constant) via the PBE functional for solids (PBEsol)43 

at the Γ point and with a 500 eV planewave cutoff until all forces were less than 0.05 eV Å−1. All 

electronic structure calculations were optimized until the change in energy between iterative 

steps was less than 10-6 eV. For the atomic vacancy structures, a ‘ribbon’ of the square RbI 

structure was used, which was composed of 5 atomic spacings (Rb-Rb/I-I) along the Mshort axis 

and 4 atomic spacings along the Mlong axis, which resulted in a structure that was continuous 

along the Mshort axis and discontinuous along the Mlong axis with adjacent periodic unit cells 
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separated by ~1 nm of bare Ag. We found this ‘ribbon’ structure to be large enough to 

approximate complete monolayer coverage at the vacancy defect (placed in the middle of the 

ribbon), while keeping the computational cost low enough so that two additional layers of Ag 

could be added underneath to accurately model charge transfer interactions at the defect. The 

change in potential due to RbI-Ag interaction was calculated by subtracting the total potential 

(composed of ionic and Hartree components) of the isolated RbI/Ag structures from the 

composite system. Visualizations of all structures were made using the VESTA package.44  

Simulated STM images were computed using methods described elsewhere.35 In these 

simulations, the work function is used to calculate the energy-dependent probability of an 

electron tunneling between the tip and sample, and is computed as the difference between the 

average electrostatic potential far from the surface and the Fermi level of the sample. We find 

that in order to model vacancy-type defects in the RbI monolayer, it is important to consider the 

local changes in work function due to the presence of the defect, and so the work function of the 

pristine RbI structure is corrected by the difference in electrostatic potential between the pristine 

and defect structures such that: 𝜙(𝑥, 𝑦)𝑠𝑎𝑚𝑝𝑙𝑒 = 𝐸𝑣𝑎𝑐𝑢𝑢𝑚  𝑙𝑒𝑣𝑒𝑙 − 𝐸𝐹𝑒𝑟𝑚𝑖 +

𝐸(𝑥,𝑦)𝑑𝑒𝑓𝑒𝑐𝑡 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 − 𝐸(𝑥,𝑦)𝑝𝑟𝑖𝑠𝑡𝑖𝑛𝑒  𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 . 
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5.3. Results and Discussion 

 

Figure 5.1: STM/STS of square RbI monolayer. a) STM topography (Vb = -200 mV, I = -100 
pA) showing atomic resolution on a square RbI monolayer. b) STM topography (Vb = 2 V, I = 

10 pA) showing the moiré supercell formed by square RbI/Ag(111). The colored circles indicate 
the position of representative STS spectra shown in (c). c) STS measurements (Vb = 500  mV, I 

= 50 pA, Vpp = 40 mV) recorded on bare Ag (i) and square RbI (ii – iv), with the vertical lines 
indicating the band onset energy of the SS/IES. 

 

Here, we use STM/STS to explore the impact of strong metal-insulator interactions on the 

IES of the RbI/Ag(111) system. STM imaging shows that RbI forms a single-layer structure at 

sub-monolayer surface coverage (Figure 5.1a,b). This structure has been characterized in detail 

elsewhere,35 and we describe it briefly here. In STM topography recorded at low bias voltage 

(Figure 5.1a) we observe, with atomic resolution, a RbI structure analogous to the (100) plane of 

the bulk RbI structure. Here, the protrusions in STM topography, which correspond to individual 

iodine atoms,35 are coordinated in a ‘square – planar’ manner (‘square’ in the following). The 

square symmetry of this structure is in contrast with the hexagonal symmetry of the Ag(111) 

surface, and this incommensurability is evident in STM topography recorded at high bias voltage 

(Figure 5.1b), which shows a moiré pattern with lattice vectors Mlong and Mshort. By recording 

STS spectra on both bare Ag(111) and a square RbI monolayer, we observe that the local density 

of electronic states (LDOS) near the Fermi level is distinct for different regions in the moiré 
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supercell (Figure 5.1c). On bare Ag(111), STS spectra are consistent with the expected 

appearance of the Shockley SS showing a step-like feature with a band onset at approximately -

70 mV (curve i in Figure 5.1c). Meanwhile, STS spectra recorded on a square RbI monolayer 

show an up-shifted band onset (curves ii-iv in Figure 5.1c). The upshift of the LDOS onset 

energy (relative to the SS) is consistent with previous results for other alkali halides and 

adsorbate layers, where the upshifted band was associated  with IES.10-16 [Also note that in 

contrast with previous studies of other alkali halides, the IES band onset energy in the present 

system varies across the moiré supercell (compare curves ii-iv in Figure 5.1c).] 

 

Figure 5.2: Interaction of IES with point defects in RbI monolayer. a-c) STM topography (a: 
Vb = -10 mV, I = -100 pA; b-c: Vb = -200 mV, I = -100 pA) of pristine RbI monolayer (a) and 

two common point defects (b,c). The registry of the atomic lattice is overlaid, showing that the 
protrusion-type defect (b) is centered on an iodine atom and the depression-type defect (c) is 
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centered on a Rb atom. d,e) STS measurements (e) recorded along a line (shown in (d)) between 
a protrusion-type defect (Dprotrusion) and a depression-type defect (Ddepression). The curved dotted 

lines serves as guides to the eye to highlight the interference pattern formed by scattering of the 
IES. STS parameters are: Vb = 0.5 V, I = 100 pA, Vpp = 40 mV. f) Individual STS spectra from 

(e), to highlight the difference in electronic structure at each defect relative to the pristine 
structure.  
 

To determine whether the observed upshifted band is indeed an IES, we examine its 

behavior near point defects, which can be expected to scatter IES, and lead to formation of 

interference patterns in LDOS. Our STM results show two common kinds of point defects visible 

as either depressions or protrusions in topographies recorded at low bias voltage. These defects 

show distinct registry with respect to the atomic lattice (Figures 5.2a-c): the protrusion-type 

defect (Dprotrusion) is centered on an iodine atom (Figure 5.2b) while the depression-type defect 

(Ddepression) is centered on an Rb atom (Figure 5.2c). To characterize the spatial behavior of the 

LDOS at these defects, we have recorded progressions of STS spectra across each defect, with a 

representative pair of defects shown in Figure 5.2d, for which spectra were measured along a 

path connecting these two defects. The resulting spectra show interference patterns (Figure 2e), 

which are the result of constructive/destructive interference of an incident and scattered IES. 

This finding is in line with previous observations of similar effects for vacancy-type defects in 

other alkali halides,10, 12, 14 suggesting that the observed state is indeed an IES and is delocalized 

in the plane of the surface.  

To make further progress in understanding our STS results, we must first identify the two 

defect types observed here, which we expect to be atomic-vacancy defects due to the distinct 

alignment of topographic features to the atomic lattice (Figure 5.2b,c) and the presence of similar 

such defects in previous studies of both monolayer45 and bilayer14 NaCl. We begin by simulating 

STM topographies for several vacancy defects, and find that we can only reproduce the presence 

of both depression- and protrusion-type defects when the effect of the atomic vacancy on the 
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local work function is considered (see Appendix, Figures C.1 and C.2 for STM images simulated 

with/without a spatially-dependent work function). Indeed, in STM topography recorded at low 

bias voltage, our results suggest that the Rb vacancy appears as a depression due to the absence 

of an Rb atom and a local increase in work function at the defect, while the iodine vacancy 

appears as a protrusion due to a local reduction in work function (resulting in increased tunneling 

current), in agreement with our DFT calculations (see Appendix, Figure C.3). This result is in 

contrast to previous STM results of halide vacancies, where Cl atomic vacancies resulted in 

depression-type topographic features in both monolayer45 and bilayer14 NaCl, which we interpret 

as follows: substrate/adlayer interactions are stronger for RbI than for NaCl,35 resulting in a more 

significant impact on the local potential for atomic vacancies and necessitating consideration of 

the local work function in simulation of STM topography. Additionally, Figure 5.2e shows that 

the IES onset is downshifted at the Dprotrusion defect, and slightly upshifted at the Ddepression defect 

(Figure 5.2f). To understand the origin of these changes in the IES onset energy, we have used 

DFT to calculate several vacancy structures, which consistently show that the potential 

associated with these defects is repulsive (attractive) for Rb (iodine) vacancies (Figure 5.3), 

irrespective of the substrate/adlayer registry (see Appendix, Figure C.3). The resulting potential 

can be explained by electrostatics: the absence of a positively (negatively) charged Rb (iodine) 

atom yields a net negatively (positively) charged local electrostatic environment, in line with 

previous results for both monolayer45 and bilayer14 NaCl that found that Cl vacancies resulted in 

attractive electron potentials. An important insight offered by Figure 5.2 is the apparent 

sensitivity of the IES to the local electrostatic modulation associated with the RbI layer,35 which 

suggests that the moiré pattern in Figure 5.1b may potentially, at least in part, be a consequence 

of such electrostatic modulation. 
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Figure 5.3: DFT-calculated differential electron potentials of vacancy defects in the RbI 

monolayer. The difference in potential for the defect structure relative to the pristine structure is 

shown for Rb (a,c) and iodine (b,d) vacancy defects: ∆𝐸(𝑟) = 𝐸(𝑟)𝑑𝑒𝑓𝑒𝑐𝑡 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 −

𝐸(𝑟)𝑝𝑟𝑖𝑠𝑡𝑖𝑛𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 . a,b) The difference in potential is shown in the plane of the adlayer, where 

the effect of the vacancy is most significant, as indicated by the difference in potential in the plane 
orthogonal to the surface (c,d). 

 

To understand the origin of the moiré pattern in the present system, we recorded STS 

spectra characterizing the overall distribution of IES across the surface (Figure 5.4). Our STS 

results show that the onset of the IES varies differently along Mshort and Mlong axes (compare 

Figure 5.4b and 5.4d).  Specifically, the IES onsets along the Mshort axis do not vary significantly 

across the moiré supercell (see, for example, Figure 5.4b where the LDOS onset is at ~100 mV). 

In contrast, the IES onsets along Mlong, when measured at a specific location along Mshort, vary 

between 50 and 100 mV (Figure 5.4d). In addition to spatial variations in the IES onset, we also 

observe sets of peaks above the IES onset energy, which are periodic with the moiré lattice 

vectors. Along the Mshort axis, we observe sets of peaks at bias voltages of ~300 and ~700 mV. 

These peaks show contrasting spatial behavior (see difference between i and ii in Figure 5.4c), 
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and are separated by half of the Mshort period. Along the Mlong axis, we observe a set of peaks at 

biases of ~150 mV that align spatially with the maxima of the IES onset (see cross section iii in 

Figure 5.4e). Importantly, all LDOS features observed by STS are periodic with the moiré 

supercell. 

 

Figure 5.4: Spatial behavior of the Ag(111)/RbI interface state. a) STM topography (Vb = 2 
V, I = 10 pA) of a square RbI monolayer, showing the paths along which STS spectra were taken 

in b,d. b,d) STS spectra taken along the Mshort (b) and Mlong (d) axes, corresponding to the paths 
shown in a. STS parameters are, in b: Vb = 0.8 V, I = 150 pA, Vpp = 80 mV, and in d: Vb = 0.5 V, 
I = 200 pA, Vpp = 20 mV. c,e) Comparison of individual STS spectra from b (i,ii) and d (iii,iv) 

 

To understand why the IES varies spatially across the moiré supercell, we first consider 

the structure of the RbI/Ag(111) interface, which has been described in detail elsewhere.35 The 
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〈100〉 directions of the square RbI lattice are oriented along the [11̅0] and [112̅] directions of the 

Ag(111) surface. However there is a mismatch in the lattice spacings for RbI and Ag(111), 

which results in a moiré supercell defined by the lattice vectors Mlong and Mshort, having lengths 

of 2.7 and 15.8 nm, respectively. Due to this incommensurability between square RbI and 

Ag(111), the coordination of Rb/I atoms to Ag varies across each of the moiré lattice vectors. 

Previous DFT calculations have shown that the strength of RbI-Ag interaction is determined by 

the substrate-adlayer registry, which in turn, affects the extent of electron transfer from the 

adlayer to the substrate.35 Here, due to the large size of the moire supercell (558 Ag atoms per 

layer + 300 adlayer atoms), our DFT model is limited to a single layer of Ag, which prevents us 

from being able to model this system quantitatively. However, on the qualitative level, our 

calculations for this model suggest that spatial variations in the extent of substrate-adlayer charge 

transfer lead to the emergence of an effective periodic potential (see Appendix, Figure C.4). 

Because the parameters of this potential cannot be accurately determined by DFT, we turn to a 

simpler single-electron model used previously for the NaCl system.10, 13 In this model, we retain 

only the long range harmonics of the periodic potential matching the periodicity of the moire 

pattern, which enables us to construct the IES wavefunctions from the well-known, analytical 

solutions to the Mathieu equation, where the two-dimensional potential is represented by a sum 

of two cosine functions (see Appendix).46, 47 
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Figure 5.5: LDOS and band structure calculated from Mathieu equation. a,c) LDOS of 2D 

Mathieu eigenstates along the Mshort (a) and Mlong  (c) axes, with the cosine potential (100 mV 
peak-to-peak along each axis) used to calculate the LDOS overlaid. At each position, the LDOS is 

normalized to the sum of the LDOS, analogous to the constant-current method by which our STS 
measurements were acquired. Gaussian smearing is applied to model the effect of a finitely sized 
tip (horizontal axis) and energy broadening (vertical axis). b,d) Band structure for the Mshort (b) 

and Mlong (d) moiré axis, with the band gap between the first two bands indicated. 

 

To qualitatively model the IES wavefunctions, we solve the Mathieu equation for each 

moiré axis independently, with the spatial periodicity of the potential determined from the moiré 

lattice vectors, and the potential amplitude determined by fitting to the LDOS found in 

experiment (Figure 5.4). We find that the calculated LDOS distributions (Figure 5.5) give the 

best fit to the experimental data when the potential amplitude along each axis is ~50 mV. (One 

notable discrepancy is that in our calculations, the peaks along Mlong appear symmetric with 

respect to a mirror plane orthogonal to Mlong, whereas in experiment the moiré pattern is 

asymmetric due to the underlying structural asymmetry of the RbI/Ag(111) interface.) The 

results shown in Figure 5.5 allow us to identify the origin of STS features in Figure 5.4. 
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Specifically, for the Mshort axis, the set of peaks at ~300 mV are located within potential wells, 

whereas peaks at ~700 mV are centered above maxima in the potential (Figure 5.5a), between 

which lies a band gap of 50 mV (Figure 5.5b). This suggests that the 300 mV and 700 mV LDOS 

peaks observed along the Mshort axis are of different origin: states with energy less than the 

potential maxima are confined within the potential well, whereas states with energies above the 

potential maxima are delocalized states that ‘slow down’ (in the quasi-classical sense) and have a 

high probability density near the potential maxima. A similar picture is observed along the Mlong 

axis (Figure 5.5d), where the energy scale is compressed in the vertical direction due to the 

smaller quantization energy resulting from a longer localization length of the wavefunction. Our 

results agree with previous interpretations of similar STS measurements for bilayer NaCl moiré 

patterns, where the LDOS of bands below (above) the first band gap were found to be out-of-

phase (in-phase) with the periodic potential.10, 13 Furthermore, the formation of an anisotropic 

band gap is consistent with previous work on bilayer NaCl/Cu(111), which showed the IES band 

gap was related to the spatial periodicity of the moiré pattern.13 An interesting distinction 

between this work and that reported previously for NaCl lies in the dimensionality of the 

potential. Work on the NaCl/Ag(111) system has shown that the spatial behavior of the LDOS 

can be explained by considering a 2D electron gas in a 1D potential, where limited spatial phase 

coherence leads to the observed LDOS contrast for bands above/below the first band gap, and a 

constant band onset is observed.10 Here, we show that LDOS contrast arises in a 2D potential, 

which can be modeled via its linearly independent components, and results in significantly 

stronger spatial modulation of the LDOS onset, as well as LDOS well above the band gap. 

Another notable distinction between the two systems is that the potential amplitude for 

RbI/Ag(111) is larger than that for bilayer NaCl/Ag(111) [50 mV vs 30 mV] resulting in an 
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increased band gap.10 This finding is consistent with our expectation [based on DFT results for 

adsorption of RbI and NaCl molecules on Ag(111)35] that the substrate-adlayer interaction in 

RbI/Ag(111) is stronger than that in NaCl/Ag(111), although we also expect that the presence of 

additional overlayers in the bilayer NaCl study10 would reduce the impact of substrate-adlayer 

interactions relative to the single-layer case observed here. Further support for this view is 

provided by the fact that NaCl islands adopted several different substrate/adlayer registries in 

previous work,10, 13 whereas the strong interactions of RbI favor only a single registry in our 

experiment.  

An interesting consequence of the anisotropy in the found model potential is the 

pronounced anisotropy in the 2D band structure of the IES (Figures 5.5b and 5.5d). This 

anisotropy can be quantified by focusing on the effective electron mass along the Mlong and Mshort 

axes, which, for the lowest energy states in Figure 5.5b and 5.5d (see Appendix, Figure C.5) are 

1.06 and 0.41 me respectively, larger than that of the SS for bare Ag(111) [0.4 me].48 Since the 

amplitudes of the potential along each moiré axis are the same in our model (100 mV peak-to-

peak), this anisotropy of the effective electron mass arises from the relative magnitudes of the 

lattice vectors, where the longer (shorter) length of Mlong (Mshort) leads to a smaller (larger) zero-

point energy and, consequently,  a larger (smaller) effective potential barrier between individual 

wells, leading, in turn, to a flatter (steeper) band structure (compare Figures 5.5b and 5.5d). The 

significance of this result is apparent in the context of previous results for NaCl on Ag(111), 

where a single, isotropic effective electron mass was reported.10, 11 While the effective electron 

mass reported for a bilayer of NaCl on Ag(111) is heavier than that for the SS of bare Ag(111),10, 

11 in line with our results, the average increase in effective mass for RbI is more pronounced, a 

consequence of the larger strength of interaction between the adlayer and substrate leading to a 
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more strongly corrugated potential.10 We find that this more corrugated potential for RbI makes 

it difficult to calculate the effective electron mass from experimental data, possibly due to more 

rapid dephasing of the scattered IES, in contrast to previous work on NaCl where the IES 

momentum could be calculated from two-dimensional fast Fourier transforms of STS images. 

 

5.4 Conclusions 

To summarize, we have identified and characterized two distinct single-layer structures of 

RbI, which are structurally different from that of the bulk crystal. We show that the prevalence of 

a particular phase is determined by the local structure of the Ag surface: the square RbI structure 

is better matched to the Ag step edges, whereas the hexagonal RbI structure is commensurate with 

the Ag(111) atomic structure. The Ag-RbI interface is energetically more favorable than an 

interface between RbI layers, which results in the dominance of the (denser) square phase at higher 

RbI surface coverages. Both phases exhibit non-trivial contrast in STM images, with apparent 

heights of individual atoms determined by their local coordination to the Ag surface. We hope that 

the simplicity of the presented physical picture may lend itself to qualitative understanding of other 

heterostructures involving ionic and metallic layers. 

 

5.5 Bridge to Chapter VI 

We have thus far shown that coupling between a substrate and dielectric layer can impact 

the electronic structure of the adlayer. In the following chapter, we extend this discussion to 

include the effect of coupling on carbon nanotube adsorbates. We explore how carbon nanotubes 

interact with the electrostatic environment that arises due to substrate-adlayer coupling. As a 
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promising alternative to Si as a transistor channel material, this study offers insight on the 

coupling between carbon nanotubes and the electrostatic environments within which they reside.  
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CHAPTER VI 

IMPACT OF EXTERNAL ELECTRONIC PERTURBATIONS ON SINGLE-WALLED 

CARBON NANOTUBE ELECTRONIC STRUCTURE: SCANNING TUNNELING 

SPECTROSCOPY AND DENSITY FUNCTIONAL THEORY 

 

From Taber, B. N.; McDowell, B. W.; Mills, J. M.; Gervasi, C. F.; Nazin, G. V. Impact 

of External Electronic Perturbations on Single-Walled Carbon Nanotube Electronic Structure: 

Scanning Tunneling Spectroscopy and Density Functional Theory. J. Phys. Chem. 

C 2023, 127 (9), 4651– 4659, 

  

6.1. Introduction 

Single-walled carbon nanotubes (CNTs) exhibit many remarkable properties1-4 and can be 

used in a myriad of applications.5 CNTs have demonstrated a high degree of tensile strength,6 high 

thermal conductivity,7 and ballistic charge carrier transport.8 CNTs can be used as gas,9, 10 

biological,11 and chemical12 sensors. CNTs can also be used in microelectronics13-15 and 

optoelectronics,16 are a promising post-Si transistor channel material,17, 18 and have applications in 

energy storage and release.5, 19-22 The local electronic structure of CNTs and therefore device 

performance, however, is highly sensitive to environmental inhomogeneities.4, 10, 23 While this 

sensitivity can be advantageous, as the electronic structure of CNTs can be readily altered by 

electrostatic doping,24, 25 many devices incorporating defect-free CNTs perform over an order-of-

magnitude worse than their theoretical capability due to interactions between the CNTs and defects 

in both the gate dielectrics and metal contacts.26-28 Charged defects in the gate oxide of a CNT-

channel transistor can cause random-telegraph-signal noise,26, 27 and contact with a metal surface 
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can generate localized states.29, 30 In this study we hope to gain a better understanding of the role 

of environmental factors in device performance by investigating the effect of a disordered 

electrostatic environment on the electronic structure of CNTs. 

While charged defects or dipoles in the dielectric of a CNT-based transistor can 

significantly reduce device performance,26, 27 the nanoscale impact of these defects on CNT local 

density of states (LDOS) is poorly understood, however, understanding modifications of CNT 

LDOS by electrostatic perturbations is essential for future applications. Though bulk experimental 

techniques are unable to spatially resolve these nanoscale interactions, scanning tunneling 

microscopy (STM) can measure both the physical structure and LDOS of nanomaterials with 

atomic resolution.31 Here, we use STM and scanning tunneling spectroscopy (STS) to investigate 

the local electronic structure of CNTs subject to a range of electrostatic interactions arising from 

charged defects or dipoles adjacent to the CNT. In these STS studies, modulation in the Au(111) 

reconstructed surface serves as a model for strong electrostatic interactions, and monolayer RbI 

serves as a model for weaker electrostatic interactions, due to the higher polarizability of the 

dielectric. 

 

6.2. Methods 

Experiments were carried out in a home-built ultrahigh vacuum (UHV) cryogenic STM 

system.32 All imaging and spectroscopic measurements were carried out at ~26 K using 

electrochemically etched silver tips. A 200 nm of Au(111) on mica substrate was prepared in situ 

by using multiple neon sputter/anneal cycles. A ~half-monolayer of RbI was deposited on to the 

Au surface (held at room temperature) via in situ sublimation in UHV conditions. CNTs (obtained 
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from Sigma-Aldrich, >95% carbon as CNTs) were deposited onto the RbI/Au(111) substrate using 

the in-vacuum dry contact transfer method.33  

Approximately 10 nm-long, hydrogen-terminated, (6,5) and (7,6) CNTs were constructed 

using Avogadro,34 then geometry-optimized with B3LYP35 or CAM-B3LYP36 and STO-3G37 in 

Gaussian (g09E01).38 A charge pair (dipole) was then added (inter-charge distance of 3.67 Å, 

chosen to be representative of the RbI interatomic distance), and the electronic structure was 

assessed with the same functional and basis set as was used for the geometry optimization. 

Unconstrained optimization in the presence of a dipole offered poor convergence and was 

successfully mitigated by fully constraining all atoms within 1 Å of the plane perpendicular to 

the dipole charge pair. LDOS results were then analyzed with MultiWfn.39 For LDOS plots, a 

FWHM of 100 meV in energy and 3 Å in space was applied to the DFT results, the same FWHM 

that replicated experimental STS mapping of oligothiophenes in one40 and two41 spatial 

dimensions. 

 

6.3. Results and Discussion 

CNT LDOS modulation by Au(111) 22√3 surface reconstruction 

The Au(111) surface serves as a model for strong electrostatic interactions, as well as a 

model (such as the source/drain for a CNT channel transistor) electrode for CNT-based devices. 

We prepared an atomically clean Au(111) substrate in ultra-high vacuum, and deposited CNTs 

using the in-vacuum dry contact transfer method.33 We then used a home-built STM32 [See 

Methods for further details] to image CNTs on the Au(111) reconstructed surface. In vacuum, the 

Au(111) surface adopts the 22√3 surface reconstruction,42-44 generating a corrugated surface with 

"ridges" parallel to the <112> direction that separate face-centered-cubic (fcc) and hexagonal-
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close-packed (hcp) structures. The CNTs adsorbed along several Au(111) lattice directions, and 

STS of CNTs adsorbed along the <110> direction (perpendicular to the surface reconstruction 

ridges) revealed periodic modulation of the LDOS, as previously observed by Kawai and 

coworkers.28 

Figure 1a shows a representative example of a CNT adsorbed roughly perpendicular to the 

Au(111) surface reconstruction ridges. The ridges along the <112> direction in Figure 6.1a 

continue under the CNT, suggesting that the CNT is adsorbed across multiple fcc and hcp regions 

of the Au(111) surface, and therefore experiences periodic changes in CNT-surface separation.28 

Indeed, one (spatial) dimensional LDOS mapping along the CNT (Figure 6.1b) showed 

modulations in both the occupied (valence) and unoccupied (conduction) LDOS of the CNT 

correlated with the underlying Au(111) surface reconstruction ridges, indicated by the white 

dashed lines in Figure 6.1b. We assign regions of the CNT that adsorbed on fcc and hcp regions 

in Figure 6.1b based on the observed Au(111) surface reconstruction below the CNT in Figure 

6.1a. Figure 6.1b also reveals a pair of spatially co-localized mid-gap states, likely caused by a 

Stone-Wales-like carbon coordination defect3, 45, 46 (indicated by an x in Figure 6.1a). Though 

carbon coordination defects are not the focus of this work, states DH and DE in Figure 6.1b are 

asymmetrically located about the Fermi level at ~-200 mV and ~400 mV, respectively, as 

Shigekawa and coworkers previously observed on Stone-Wales-like defects in CNTs adsorbed on 

Au(111).47 



88 
 

 
Figure 6.1. Modulation of CNT LDOS correlated with the Au(111) 22√3 surface 

reconstruction. (a) STM image of a semiconducting CNT on Au(111), with surface 
reconstruction ridges highlighted by dashed lines and the location of a Stone-Wales-like defect 
indicated by an “x”. Note that there is carbon detritus decorating the Au(111) step edge. (b) 
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dI/dV line scan of the CNT along the black dashed line in (a) with dashed white lines separating 
fcc and hcp regions of the surface reconstruction. (c) Vertical slices of positions along the CNT 

indicated by corresponding colored dots (the endpoints of the LDOS cross-section) and labels 
(I,II,III). (d) Cross-section of constant STM bias (0.489 V) indicated by the horizontal dashed 

line in 2b showing spatial extent of state Hd. Set points (a) 1 V, 5 pA and (b,c,d) 1.2 V, 25 pA, 10 
mV oscillation amplitude. 

 

While the lowest unoccupied molecular orbital (LUMO) states are further from the Fermi 

level (assumed to be 0 V) than the highest occupied molecular orbital (HOMO) states, as 

previously observed with STM in CNTs on Au(111),48 there are some slight energetic differences 

among the localized states, such as Ee, adsorbed on the fcc region, which is ~50 meV higher than 

Ef, adsorbed on the hcp region. This difference could be due to the differing surface reactivity of 

the fcc versus hcp regions,49 which leads to the fcc region being the preferred adsorption site for 

small molecules.50-52 Differing surface reactivities are unlikely to be the main source of energetic 

differences between LUMO states, however, as while Ea and Eb are both in the fcc region, their 

LUMOs are separated by ~100 mV, suggesting that slight energetic differences may be due to 

modulations in charge transfer between the CNT and Au(111), as Kawai and colleagues found in 

the case of a CNT adsorbed along a Au(111) step edge.28 

High-intensity regions in the CNT LDOS alternate in spatial extent between the occupied 

(Ha, Hb, Hc, and He) and unoccupied sides (Ea, Eb, Ec, Ee, and Ef). Maxima in Hb, Hc, and He dI/dV 

intensity are localized on the Au(111) surface reconstruction ridges separating the fcc and hcp 

regions, and Ha and Hd are located in the center of the fcc regions. The high-intensity areas of Ec 

and Ef, however, are localized between the ridges in the center of the hcp Au(111) surfaces, and 

Ea, Eb, and Ee are localized within fcc regions. Localization of Eb and Ec in the fcc and hcp regions 

respectively are shown in Figure 6.1c. That the highest HOMO states and lowest LUMO states are 

not co-localized is indicative of band bending by periodic doping, as was observed by STM in 
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CNTs on Ag(100),53 and a previous STM investigation suggested that CNT occupied state 

localization on the Au(111) surface reconstruction ridges is a result of modified charge transfer at 

this interface, likely due to closer proximity of the Au surface to the CNT in these locations.28 

The band bending observed in Figure 6.1b can be attributed to charge transfer between the 

Au(111) surface and the CNT, which is due to the mismatch in the effective work-functions (WFs) 

between the two.48 The WF of CNTs, as measured by photoemission, is 𝑊𝐹𝐶𝑁𝑇 = 4.8 eV.54 This 

is smaller than that of a pristine Au(111) surface (𝑊𝐹𝐴𝑢 = 5.33 eV),55 though the effective WF of 

the Au(111) surface is likely reduced by the nearby Au step edge and its associated WF-lowering 

charge redistribution caused by the Smoluchowski effect.56 The adsorption-induced charge 

transfer between the CNT and Au(111) due to WF mismatch rearranges the electron distribution, 

resulting in an interface dipole layer that shifts the vacuum level and causes localized band 

bending.57 

The raised surface reconstruction ridges reduce the CNT-substrate distance, leading to 

higher electron injection from the CNT to the Au. This lowers the interface dipoles58 at the 

ridge/CNT interface, inducing the observed periodic LDOS oscillations.28 In addition to charge-

transfer, the interface dipole can also include short-range interactions resulting from the overlap 

of the wave functions of the CNT and metal.58, 59 Strong electrostatic interactions arising from 

variations in charge transfer between a CNT and metal surface lead to the localized states, as 

observed in Figure 6.1b, which can act as charge trap sites. The CNT local electronic structure, 

however, is not only impacted by electrostatic interactions resulting from varied charge-transfer 

with metal surfaces. 
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CNT density of states modulation by dielectric defects 

Environmental electrostatic defects, including dipoles, can also exist within insulators, 

such as the gate dielectric of a CNT-channel transistor, thereby degrading CNT-based device 

performance.26, 60 To study the impact of electrostatic interactions arising from dielectrics on the 

CNT LDOS, we deposited CNTs on Au(111) covered by approximately a half-monolayer of 

RbI, which has previously been used as a dielectric in STM studies on Cu(111).61 On the 

Au(111) surface, the RbI formed crystal islands of varied sizes (from a few nm to tens of nm) 

with an apparent band gap of ~6.2 eV, slightly larger than that of bulk RbI.62 The apparent 

bandgap measured with STS is typically greater than actual due to coulombic effects, suggesting 

that there may be a possible band gap decrease due to the monolayer nature of the RbI, resulting 

in an apparent band gap similar to the bulk. We investigated several CNTs adsorbed on both RbI 

and Au(111) (such as in Figure 6.1), but here we focus on a CNT adsorbed across both the 

middle and edge of a monolayer RbI crystal (Figure 6.2). 
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Figure 6.2. STS of a CNT on monolayer RbI. (a) STM topography of a CNT adsorbed on a RbI 

monoalyer on a Au(111) substrate (1 V, 2 pA set point), with region “L” corresponding to where 
the CNT is at the edge of the RbI island, and region “R” corresponding to where the CNT is 

adsorbed in the middle of a RbI island. (b) STS line scan along the dashed line in Figure 2a. (c) 
STS single-point spectra at the points indicated by the letters in 2a and vertical dashed lines in 
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2b. Curve B’s occupied states are magnified for clarity in the inset. Labled peaks correspond to 
those labled in 2b. STS spectra 1.2 V, 10 pA set point, 20 mV oscillation amplitude. (d) Cross-

section of constant STM bias (0.44 V) indicated by the horizontal dashed line in 2b showing 
spatial extent of state EB. 

 

The left side of Figure 2a shows a CNT adsorbed along a boundary between bare 

Au(111) and a monolayer of RbI, while the right side of Figure 6.2a reveals that the CNT is 

adsorbed on top of the RbI layer. Because there are no significant changes in height of the CNT 

in Figure 6.2a throughout the STM image, the CNT is likely adsorbed on top of the same RbI 

monolayer on both sides of Figure 6.2a, thereby allowing comparison of the CNT when adsorbed 

near a RbI crystal edge (labeled “L” in Figure 6.2a) and on a larger part of the RbI crystal 

(labeled “R” in Figure 6.2a). 

As in Figure 6.1b, in Figure 6.2b we used a one (spatial) dimensional STS line scan along 

the CNT to probe the CNT LDOS along the dashed line in Figure 6.2a. The CNT band gap 

appears fairly consistent throughout the line scan, though there is some band-bending. There is a 

downshift of greater than 100 mV in the conduction band in part of section “L”, labeled EB in 

Figure 6.2b, as compared to EA and EC, with a similar downshift in HB in the valence band, as 

compared to HA and HC. To further elucidate this localized band-bending, we examine single-

point STS spectra in the middle and on either side of this feature (Figure 6.2c). 

In Figure 6.2c, spectra A corresponds to a point in section “L” of the CNT and has a 

HOMO at -.96 V and a LUMO at 0.56 V, for an apparent band gap of 1.52 V. Spectra C, located 

in section “R” of the CNT, has similar frontier orbital energies as A and a slightly smaller 

apparent band gap (1.46 V), likely due to the higher polarizability of the underlying RbI in 

section “R” resulting from the greater amount of dielectric material as opposed to section “L.” 
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The energetic differences of ~60 mV between spectra A and C likely result from a difference in 

the bias voltage drops,30 suggesting similar (defect-free) CNT adsorption environments.  

Interestingly, Figure 6.2b reveals a new state, EB, that is localized over ~5 nm in section 

“L” of the CNT (Figure 6.2d). While the apparent band gap measured in location B matched that 

in location A, likely because EB is localized entirely on part “L” of the CNT, both the HOMO (-

1.08 V) and LUMO (0.44 V) were 120 mV lower in spectra B than in A, corresponding to being 

more than 150 mV lower than in spectra C. There are also no mid-gap states in Figure 6.2b, nor 

are there protuberances in the CNT topography in Figure 6.2a, suggesting that the spectrum 

observed in location B is not due to carbon coordination defects, as was the case for the mid -gap 

states in Figure 6.1b.  

In Figure 6.1a and in Figure 6.2b, changing electrostatic potentials along the CNTs are 

likely bending both the conduction and valence bands and creating new, localized states. 

Previous STM studies of CNTs on metal surfaces found band bending due to electrostatic 

interactions,28-30, 48 and electrostatic interactions from neighboring dielectrics are also expected to 

impact CNT electronic structure.18, 24, 27, 63 In order to qualitatively compare our STS results to a 

range of electrostatic interactions, we use density functional theory (DFT) to investigate a model 

system of a CNT in the presence of an external dipole. 

It is noteworthy here that the electronic band gap in Figure 6.2b is nearly constant along 

the nanotube even though one could expect a bandgap modulation due to the dissimilar screening 

(Au vs RbI) of the electron-electron interaction effects that have the potential to modulate CNT 

band gaps. 63 We attribute the observed lack of band gap variation to the relatively high 

polarizability and small thickness of RbI in this experiment, which results in screening that is 

relatively similar to that of the Au substrate. In the following, we thus assume a homogenous 
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dielectric environment for simulated CNTs, and focus on the impact of external electrostatic 

potential on the CNT band structure. 

 

Density functional theory of CNTs 

For our DFT calculations, we chose semiconducting CNTs with chiralities of (6,5) and 

(7,6), which have chiral angles of 27.0° and 27.5° and diameters of 0.76 and 0.90 nm, 

respectively.66 These chiralities have relatively large unit cells of ~4 nm in the axial direction, and 

while there are edge effects in calculations of finite-length CNTs, our CNTs have sufficiently large 

aspect ratios (> 11) to be representative of longer CNTs.67-70 Prior calculations of CNT band gaps 

found better agreement with experiment using B3LYP than LDA and PBE,71 and B3LYP and its 

derivatives are common functionals used in calculations of organic systems.72-75 B3LYP,35 

however, excessively delocalizes wavefunctions due to its small fraction of orbital exchange,76 

though this is corrected by CAM-B3LYP,36 which at short range behaves like B3LYP (20% of 

orbital exchange), while at long range has more orbital exchange (65%). Though STO-3G is a 

minimal basis set,77 CNT calculations with STO-3G can be in good agreement with experiment78, 

79 and save computational cost in large DFT calculations such as the ones in this paper (~1000 

atoms).  

 Therefore, we optimized the CNT geometry using both B3LYP/STO-3G and CAM-

B3LYP/STO-3G (hereafter “B3LYP” and “CAM”, respectively) for both (6,5) and (7,6). The 

calculated (6,5) CNT HOMO energy at the CAM (B3LYP) level of theory with was -3.473 eV (-

2.855 eV), with a LUMO of -0.513 eV (-1.180 eV), and the calculated (7,6) CNT HOMO energy 

at the CAM (B3LYP) level of theory with was -3.322 eV (-2.774 eV), with a LUMO of -0.730 eV 

(-1.318 eV). This results in larger band gaps than the ~1.3 eV expected from optical measurements 
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on longer semiconducting CNTs80 due to the optical transition band gap being reduced by the value 

of the exciton binding energy,64,81 but matches previous DFT calculations of the same CNT 

chiralities and lengths at the same level of theory.69 In all cases present in the main text, geometry 

optimization was performed in the absence of a dipole as optimization in the presence of a dipole 

yielded minor changes to the frontier molecular orbitals (MOs) and LDOS. The most significant 

changes were in the calculated LDOS of localized states, which predicted less localization for 

structures optimized in the presence of a dipole. A comparison of electronic structure results for 

CNT structures optimized with and without the presence of a dipole is in the Appendix (Figures 

D.1-D.2). 

 

CNT frontier molecular orbitals in the presences of an external charge pair 

After optimizing the CNT geometry, we added a pair of charges localized at points (either 

+/- or -/+, maintaining global charge neutrality) perpendicular to the CNT along the y-axis as 

shown in Figure 6.3a and b, generating a dipole. We varied the distance from the CNT edge to the 

nearest charge from 1 to 10 Å, while maintaining a constant inter-charge distance of 3.67 Å (the 

bulk RbI interatomic distance82), covering a range of electric potentials. This allows us to compare 

the spatial extent and energies of the localized states in our experimental results of CNTs adsorbed 

in strongly (on Au(111), Figure 6.1) and weakly (on RbI, Figure 6.2) interacting environments to 

the simplified case of a CNT subject to an electric potential due to an external dipole.  
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Figure 6.3. Schematics of CNTs with charge pairs reflective of the arrangements explored in this 
work. Red and black circles refer to either positive or negative charges (one of each per pair) 

3.67 Å apart. (a) Top view of a 10 nm-long (6,5) CNT with a single charge pair located in line 
with the middle of the CNT. (b) Side view of a CNT with a single charge pair located in line 

with the middle of the CNT. Frontier molecular orbitals of a (6,5) CNT with (c) no external 
charges, (d) an external charge pair as shown in 1b with the negative charge 1 Å from the CNT 
edge, and (e) an external charge pair as shown in 1b with the positive charge 1 Å from the CNT 

edge. DFT geometries optimized with CAM-B3LYP/STO-3G. 

 

With no external dipole (Figure 6.3c), the LUMO was localized near the center of the CNT, 

while the HOMO was delocalized across the nanotube. The LUMO+1 and HOMO-1 are nearly 

degenerate (within 10 meV) with the LUMO and HOMO, respectively, and show the same 
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localization (see Appendix, Figure D.3), and the frontier molecular orbitals (MOs) in the center of 

the CNT have a similar structure to that calculated for graphene.83 In the presence of an external 

charge pair, the localization of the frontier MOs changes. In the case of the negative charge being 

closest to the CNT (Figure 6.3d), the LUMO delocalizes across the entire CNT, while the HOMO 

localizes in the central part of the nanotube. This stands in contrast to the case when the positive 

charge is closest to the CNT (Figure 6.3e), where the LUMO localized in the center of the CNT 

with more localization than in the case with no external charges (Figure 6.3c). This is similar to 

the HOMO in Figure 6.3e, where the MO is more localized on either end of the CNT than in Figure 

6.3c. This modification of frontier MO localization holds true across both CNT chiralities and DFT 

functionals investigated in this article (see Appendix, Figures D.4-D.6). 

 

Dependence of CNT LDOS on dipole distance 

In order to further compare the impact of the charge pairs on the CNT electronic structure 

to our STS studies, we examine the LDOS along the central axis of a (6,5) CNT (see Figure 6.4a) 

for both dipole orientations as a function of dipole-CNT distance. In the absence of external 

charges (Figures 6.4b and S10), the conduction and valence bands are both delocalized across the 

central ~6 nm of the CNT. When the negative (positive) charge of the external dipole is 4 Å from 

the CNT edge (Figure 6.4c,e), the LDOS corresponding to the conduction and valence bands both 

locally bend upwards (downwards) near 0 nm (the axial coordinate of CNT). When the positive 

(negative) charge pair is 1 Å from the CNT edge (Figure 6.4d,f) there is a significant upshift 

(downshift) in both the valence and conduction bands near 0 nm as well as the appearance of new, 

localized HOMO (LUMO) states. We observed a similar pattern of localized band bending in the 

LDOS calculated using the B3LYP functional (Appendix, Figure D.12), as well as in the (7,6) 
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CNT (Appendix, Figures D.13 and D.14), and is similar to LDOS modification due to localized 

charge transfer in semiconducting CNTs observed with scanning tunneling spectropy.30 

 
Figure 6.4. LDOS along the center of a 10 nm-long (6,5) CNT with external dipoles of varying 
distances, as described in Figure 1. The band gap is in the middle of each plot around -2 eV. (a) 

LDOS of states through the central axis of the CNT as indicated by the dashed line. (b) LDOS of 
CNT with no external charges. (c,d) LDOS maps with the negative charge pair nearest to the 
CNT, at the distance (indicated on plots) of (c) 4 Å, and (e) 1 Å from the CNT edge, along with 

the electric potential energy (white line, offset by -2 eV) of an electron along the central axis of 
the CNT due to the external dipole. (e-f) same as (c-d) but with the positive charge nearest the 

CNT. LDOS calculated using CAM-B3LYP/STO-3G, with FWHM of 100 meV and 3 Å. 

 

The LDOS localization is spatially correlated with the electric potential due to the dipole, 

indicated by the white overlaid curves in Figures 6.4c-f and D.11-14. The potential of an electric 

dipole is the superposition of the point charge potentials of the negative and positive charges, 
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𝑉𝑑𝑖𝑝 = 𝑘𝑞[
1

𝑟+
−

1

𝑟−
], where k is Coulomb’s constant and q is the elementary charge, and thus 

decreases with approximately the inverse of the distance from the dipole, leading to the observed 

localization. As expected for a semiconductor in the presence of a varying potential, an increase 

(decrease) of the potential corresponds to local downwards (upwards) band-bending. 

The localized band-bending observed in Figure 6.4f is very similar to the case of a CNT in 

Figure 6.2. As in Figure 6.2b, Figure 4f shows a local decrease in the conduction and valence 

bands of more than 100 meV. In addition, Figure 6.2b shows local decrease in intensity of the 

valence band, as evidenced by the lower peak height of HB in Figure 6.2c. This local decrease in 

the valence band is also captured in Figure 6.4f, suggesting that the origin of this LDOS feature in 

Figure 6.2b is due to an electrostatic field, as generated by the external dipole in our DFT 

calculations. 

 

Perturbation of frontier orbital energies by a dipole 

Figure 6.5 displays the impact of dipole distance on the molecular orbital energy, where 

having the negative charge closest to the CNT increases the HOMO energy and a positive charge 

decreases the HOMO—with the effects diminishing as the charges move away from the CNT—as 

expected based for a semiconductor in the presence of a static electric potential. Interestingly, for 

both (6,5) and (7,6) CNTs (Figures 6.5 and S7), when the dipole is close to the CNT the negative 

charge has a greater impact on HOMO energy than the positive charge, a result that was repeated 

when using the B3LYP functional for both chiralities (Appendix, Figures D.8 and D.9). The 

LUMO energy (Figures 6.5 and D.7-D.9), however, is affected more when the positive charge is 

closer than the case of the negative charge, though as with the HOMO the negative (positive) 

charge increases (decreases) the LUMO energy. The frontier orbital changes are not symmetric 
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between the two dipole orientations, as CNTs with the negative charge nearest had higher band 

gaps (Figure 6.5) than the corresponding positive charge's, a result consistent across both CNT 

chiralities and DFT functionals explored here. 

 
Figure 6.5. Calculated molecular orbital energies for the five highest occupied and five lowest 

unoccupied MOs of a 10 nm-long (6,5) CNT in the presence and absence of an external dipole. 
DFT electronic structure calculated using CAM-B3LYP/STO-3G. Letter pairs couple 
corresponding molecular orbitals, while the preceding signs indicate the sign of the charge 

closest to the CNT surface. 

 

The interface dipoles discussed above for the case of the CNT adsorbed on Au(111) (Figure 

6.1) exist at the CNT/Au interface, comparable to the close (1 Å) dipole/CNT distance in Figure 

6.4d,f. On the Au(111) reconstruction ridges, the CNT HOMO states are upshifted by ~0.5 V 

(Figure 6.1b), similar in magnitude to the calculated upshifting for the negative charge nearest in 

Figure 6.5. This significant upshift of the HOMO states suggests that the charge-transfer-induced 

interface dipole at the Au(111) reconstruction ridge/CNT interface is similar to the effect of an 
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adjacent dipole with the negative charge closest to the CNT, consistent with the enhanced electron 

transfer from the CNT to the Au on the surface reconstruction ridges relative to the troughs (fcc or 

hcp regions). 

 

Frontier orbital localization due to a dipole 

To estimate the localization of the lowest excited state in our 10 nm-long CNTs, we can 

use a simple particle-in-a-box model, 𝐿 = √ ℎ2

8𝑚𝐸
, where ℎ is Plank’s constant, 𝐸 is the 

“quantization energy”, and 𝑚 is an approximate effective mass (for a (6,5) CNT) of 𝑚 =
𝐸𝐺

7.3 𝑒𝑉
𝑚𝑒 

(𝐸𝐺  is the optical band gap and 𝑚𝑒 is the electron mass).84, 85 To visualize the degree of CNT 

LDOS localization due to external charges, in Figure 6.6 we compare cross-sections of the (6,5) 

CNT LDOS corresponding to the LUMO and HOMO for various dipole distances from the CNT. 

The CNT LUMO delocalizes when the negative charge is closest to the CNT (Figure 6.6a), while 

the HOMO localizes in the CNT center (Figure 6.6c). We have the opposite situation when the 

positive charge is closer to the CNT, where the LUMO becomes more localized in the center 

(Figure 6.6b), while the HOMO becomes more localized on the edges of the CNT (Figure 6.6d). 

The same pattern was observed in the both CNT chiralities and DFT functionals explored in this 

paper.  
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Figure 6.6. LDOS cross-sections of frontier orbitals of a 10-nm long (6,5) CNT with distances as 

indicated on the bottom. (a) LUMO and (b) HOMO in the case of the negative charge being 
nearest the CNT. (c) LUMO and (d) HOMO in the case of the positive charge being nearest the 

CNT. Edge effects begin to dominate outside of the central ~4-6 nm. LDOS calculated with 
CAM-B3LYP/STO-3G, with a FWHM of 1 meV. Curves shifted for clarity. 

 

Comparing spectra A and B in Figure 6.2c, we find a difference in LUMO energies of 120 

meV (multiplying the STM bias by the electron charge. Here we choose to focus on the LUMO 

due to the greater intensity of EB versus HB in Figure 6.2b). According to our equation for 

localization, 120 meV results in a length of 4.2 nm, a value consistent with the observed 

localization of state EB in Figure 6.2d. We expect that the interaction between the CNT and RbI 

leading to the observed LDOS Figure 6.2b is electrostatic in nature, as both the presented 

experimental and theoretical results are consistent with electrostatic theory, and there is good 

correspondence between the apparent LDOS localizations. 

 

6.4 Conclusions 

In this paper, we used STM/STS and DFT to explore the impact of external electronic 

perturbations on the electronic structure of CNTs, in the case of both strong and weak electrostatic 
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interactions. STS one-dimensional mapping of CNTs adsorbed on both Au(111) and RbI revealed 

that modulations in the CNT LDOS can be attributed to modulations in the corresponding 

substrate. Our results show that Au(111) 22√3 surface reconstruction ridges correspond to regions 

of lower hole injection from the Au to the CNT, generating local higher-energy occupied states in 

the CNT LDOS. We used DFT to examine the creation of localized electronic states induced by 

an external dipole near CNTs with selected chiralities, finding that close CNT/dipole distances 

resulted in significant, localized effects on the LDOS, similar to the case of CNT adsorbed on the 

Au(111) reconstructed surface in Figure 6.1. The DFT LDOS results also qualitatively agree with 

the local downward band-bending in the LDOS of a CNT on RbI, suggesting that in Figure 6.2 

there is a localized, external electric field similar to a positively-charged part of a dipole 

influencing the CNT LDOS. These results provide qualitative insights on the localized CNT 

electronic states induced by electrostatic interactions with nearby charged defects. The adsorption 

environment of CNTs in devices are complex systems that can significantly influence the CNT 

electronic structure. Thus, the local impact of external dipoles on CNT LDOS merits further 

investigation. 

 

6.5 Bridge to Chapter VII 

We have thus far shown that coupling between a substrate and dielectric layer can impact 

the electronic structure of the adlayer. In the following chapter, we extend this discussion to 

include the effect of coupling on carbon nanotube adsorbates. We explore how carbon nanotubes 

interact with the electrostatic environment that arises due to substrate-adlayer coupling. As a 

promising alternative to Si as a transistor channel material, this study offers insight on the 

coupling between carbon nanotubes and the electrostatic environments within which they reside. 
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CHAPTER VII 

MODULATION OF CARBON NANOTUBE ELECTRONIC STRUCTURE BY GRAIN 

BOUNDARY DEFECTS IN RBI ON Au(111) 

 

From McDowell, B.W.; Taber, B.N.; Mills, J.M.; Gervasi, C.F.; Honda, M.; and Nazin, 

G.V.; Modulation of Carbon Nanotube Electronic Structure by Grain Boundary Defects in RbI 

on Au(111). J. Phys. Chem. Lett. 2024, 15. 439. 

 

7.1. Introduction 

As electronic devices continue to shrink, silicon's limitations as a transistor channel 

material become increasingly difficult to overcome. Due to their one-dimensional nature, small 

size, well-defined structure, and ballistic charge transport properties, single-walled carbon 

nanotubes (SWCNTs) have myriad applications and are a leading replacement channel 

material.1-7 However, many SWCNT-based devices currently underperform by more than an 

order of magnitude compared to their theoretical capabilities. This underperformance can be 

attributed to the presence of charge trapping defects in the gate dielectric in the vicinity of 

SWCNTs,8, 9 resulting in deteriorated charge transport properties due to scattering and charge 

trapping, as investigated previously by scanning gate spectroscopy.10-13 Advancing our 

understanding of these effects is challenging without direct knowledge of the changes induced in 

the SWCNT local electronic structure by the surrounding environment, which makes scanning 

tunneling microscopy/spectroscopy (STM/STS) a technique of choice in this endeavor due to its 

ability to probe electronic structure at the nanoscale.14 However, previous STM/STS work has 

primarily focused on SWCNTs on metal substrates,15-18 while STM/STS studies of interactions 
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between SWCNTs and dielectrics have been less common, and focused mainly on SWCNT band 

bending at the metal/dielectric interface.19, 20 This, in part, is a consequence of the difficulty in 

preparing SWCNT/dielectric structures with dielectric defects whose location and properties 

could be independently ascertained simultaneously with STM/STS measurements of SWCNT 

properties. One possible approach that addresses this challenge is based on employing dielectric 

thin films (grown on metal substrates for compatibility with STM) with spatially extended linear 

defects with well-defined structures that could be investigated with STM/STS.  

While a number of thin film dielectrics grown on metal surfaces could serve this purpose, 

alkali halide films19, 20 are particularly appealing primarily due to the relatively well-defined 

nature21-25 and wide band gaps26, 27 of such films. Among alkali halides, NaCl has been the most 

extensively studied, and has been used as a dielectric to investigate adsorbates such as isolated 

organic molecules,28-32 molecular assemblies,33-36 carbon nanotubes,19 and individual atoms.29 An 

interesting alternative to NaCl is RbI, which has been shown to induce less energy broadening in 

STS measurements, allowing observation of finer electronic structure details in 

naphthalocyanine37 and oligothiophene38 molecules. More importantly, unlike NaCl, which 

grows in a rock-salt like structure with a low density of defects on a variety of metal surfaces, 

RbI exhibits a higher density of defects and significantly more variability in its structure on 

Au(111) and Ag(111), a consequence of a stronger RbI-metal interaction enabled by a weaker 

Rb-I bond strength.39, 40   

Here, we use STM/STS to investigate the electronic properties of SWCNTs deposited on 

RbI monolayer films grown on Au(111). We find that grain boundary defects (GBDs) in RbI 

monolayers cause appearance of SWCNT states localized at different GBDs. We use density 

functional theory (DFT) calculations to investigate the GBD structures, and show that grain 
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boundary defects in RbI/Au(111) produce a stabilizing electrostatic potential caused by reduced 

coordination of iodine atoms at the RbI grain boundary. We thus develop a picture where 

localized SWCNT states are produced by external electrostatic disorder associated with the 

presence of GBDs in the SWCNT vicinity.  

 

7.2. Methods 

Experiments were carried out in a home-built ultrahigh vacuum (UHV) cryogenic STM 

system, where the bias voltage (Vb) is applied to the sample.41 All imaging and spectroscopic 

measurements were carried out at 26 K using electrochemically etched silver tips.42 A 

Au(111)/mica substrate was prepared in situ by using multiple neon sputter/anneal cycles. A sub-

monolayer of RbI (obtained from Sigma-Aldrich, 99.9% purity) was deposited on to the Au 

surface (held at room temperature) via in situ sublimation under UHV conditions. SWCNTs 

(obtained from Sigma-Aldrich, >95% (carbon as (6,5) SWCNTs)) were deposited onto the 

RbI/Au(111)/mica substrate using the in-vacuum dry contact transfer method.43  

All computations were performed using DFT44 as implemented by the Vienna Ab Initio 

Simulation Package (VASP)45-47 with a projector-augmented plane wave basis set.48 The 

Au(111) surface was constructed with data obtained from the Materials Project49 with 

approximately 25 Å of vacuum added to prevent interaction of periodic unit cells perpendicular 

to the surface. The hexagonal RbI structure was optimized on three layers of fcc Au (with the 

bottom layer frozen to retain the bulk lattice constant) via the PBE functional for solids 

(PBEsol)50 until all forces were less than 0.005 eV Å−1, using a 5 × 5 × 1 k-point mesh centered at 

the Γ point and a 500 eV planewave cutoff. The grain boundary defect structures were 

constructed from the DFT-optimized structure of pristine RbI on Au(111) and, using a 2 × 1 × 1 
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gamma-centered k-point mesh (where the non-unity direction of the k-point mesh extends along 

the defect), were subsequently optimized until all forces were less than 0.05 eV Å−1. All 

electronic structure calculations were optimized until the change in energy between iterative 

steps was less than 10-8 eV. To evaluate whether RbI should be modeled on fcc or reconstructred 

Au(111), we compared the binding energy on each substrate by building commensurate 

supercells of each substrate type, equivalent in periodicity to 4 × 44 interatomic Au distances, 

where the substrate was comprised of two Au layers. The total energy of each substrate type was 

compared by summing the DFT-calculated binding energy (∆𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔 = 𝐸𝑅𝑏𝐼/𝐴𝑢 − 𝐸𝑅𝑏𝐼 − 𝐸𝐴𝑢 ) 

with the energy gained from reconstruction of the top layer of Au,51 indicating that adsorption of 

RbI to Au(111) favors (by 0.15 eV nm-2) the purely fcc substrate structure rather than the 

reconstructed Au surface (see Appendix Table E.1), in agreement with our STM results where 

we do not observe reconstruction features under RbI. The change in potential due to RbI-Au 

interaction was calculated by subtracting the total potential (composed of ionic and Hartree 

components) of the isolated RbI/Au structures from the composite system: ∆𝐸(𝑟)𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 =

𝐸(𝑟)𝑅𝑏𝐼/𝐴𝑢 − 𝐸(𝑟)𝑅𝑏𝐼 − 𝐸(𝑟)𝐴𝑢. To characterize charge transfer between atoms, we used Bader 

analysis52-55 with a vacuum cutoff of 10-3 electrons Å-3, which kept all atomic volumes within 5% 

of the average for each atomic species. Visualizations of all structures were made using the 

VESTA package.56 Simulations of STS were performed using the Wentzel-Kramers-Brillouin57 

approximation, using methods described elsewhere.39 

 

7.3. Results and Discussion 

After deposition of SWCNT’s on a single-crystal Au(111) surface with sub-monolayer 

RbI coverage, STM imaging shows SWCNTs adsorbed across RbI monolayer islands (Figure 
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7.1a). To explore the electronic behavior of adsorbed SWCNTs, we have recorded a progression 

of STS measurements along each SWCNT (Figure 7.1c). Our STS results show the presence of a 

band gap and peaks similar to van-Hove singularities at the band edge, which is consistent with 

the LDOS observed for semiconducting SWCNTs on a variety of single-crystal surfaces.58-60 The 

band gap observed here is ~1.45 V, which is in agreement with reported optical measurements of 

1.27 V for (6,5) SWCNTs,61, 62 where we expect STS to overestimate the band gap by ~14% due 

to the presence of a double-barrier potential at the tip-sample interface.63 However, in contrast to 

these previous findings, Figure 7.1c shows significant variations of the band edge voltages along 

the axis of the SWCNT. The most striking observation is the appearance of localized electronic 

states C1-C5 in Figure 7.1c. These localized states are, in general, downshifted in energy and 

exhibit distinct STS spectra (see Appendix, Figure E.1 for more detailed spectra). These LDOS 

variations are different from those expected for SWCNT point defects, which we also observe 

(Figure E.2).  
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Figure 7.1: STS measurements of LDOS variation along SWCNT. a) STM topography (Vb = 
1 V, I = 2 pA) of a SWCNT on RbI/Au(111). The white dashed lines indicate the position of 

linear defects in the RbI monolayer. The vertical dashed lines show the path of STS 
measurements. b-d) STS measurements along SWCNT, recorded to the left of (b), on top of (c), 

and to the right of (d) the SWCNT. The horizontal white dashed lines show the position of linear 
defects in each STS measurement. 

 

By examining one of the SWCNT regions with localized electronic states, we observe a 

progression of states exhibiting particle-in-a-box-like behavior (Figure 7.2). By mapping our 

STS measurement in two dimensions at specific energies, we can directly visualize zero- (Figure 

7.2d) and single-node localized states (Figure 7.2e). Importantly, we also observe a localized RbI 

state (Figure 7.2c) which runs underneath the SWCNT at approximately a 45° angle, and is 

directly aligned with the position of the SWCNT localized states in Figures 7.2d,e. To 
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investigate whether other localized states in the SWCNT exhibit similar spatial alignment to RbI 

LDOS features, we have recorded progressions of STS measurements across RbI on either side 

of the SWCNT, in the direction along the axis of the SWCNT (Figures 7.1b,d). Figures 7.1b,d 

show that RbI contains several linear defects crossing beneath the SWCNT, which can be 

identified by raised, linear regions in the STM topography (Figure 7.1a, with a high contrast 

version shown in Appendix, Figure E.3) and local LDOS features (Figure 7.1b,d). In these linear 

defect regions, the RbI LDOS is downshifted in energy, similarly to the downshifted LDOS of 

the SWCNT.  

 
Figure 7.2: STS measurements of a localized particle-in-a-box-like SWCNT state. a) STM 

topography (Vb = 1 V, I = 2 pA) of a SWCNT adsorbed across a monolayer of RbI. b) STS 
measurements performed along the axis of the SWCNT, along the path shown in (a), showing 

localized states with particle-in-a-box-like behavior. c-e) 2D maps of STS intensity at energies 
corresponding to a state localized to the linear RbI defect (c: 0.25 V), and the zero (d: 0.55 V) 
and one (e: 0.675 V) node quantum confined SWCNT states. These 2D maps correspond to the 

energies of the color-coded vertical slices shown in (b) and the spatial range shown in (a). The 
vertical white lines show the approximate edge of the SWCNT and the diagonal white dashed 

line shows the position of an RbI defect, corresponding to the one intersecting B3-D3 in Figure 1. 

 

While both the RbI and SWCNT LDOS show similar downshifts in energy in the defect 

vicinity, we also observe the same downshift in RbI defect areas that are spatially removed from 

the SWCNT, which suggests that states C1-C5 originate from some interaction with the RbI. To 
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better understand the nature of this interaction, we focus on the RbI defect areas in the following. 

Our STM topography suggests that the linear defect regions correspond to GBDs in the RbI 

monolayer, which arise from discontinuous growth between adjacent RbI islands (Figure 7.3a,h). 

While we observe many different examples of these GBDs, they consistently grow along the 

<100> directions of the Au(111) surface and exist at the boundary formed between two 

monolayer islands of RbI. In addition to the linear defects of the type observed in Figure 7.1a, we 

also observe wider defects that have an additional unit cell of space between the RbI monolayer 

islands (Figure 7.3h). Because both types of defects are related, we will discuss them both, and 

refer to them as ‘narrow’ and ‘wide’ in the following. To understand the structure of these 

defects, we employ STS, and extend the energy range of our STS measurements to image-

potential states (found at high voltages), which has been useful in understanding alkali halides on 

metals in previous studies.21, 64  

 
Figure 7.3: STS measurements of GBD in RbI. a) STM topography (Vb = 1 V, I = 10 pA) of 
an RbI island containing a GBD, which has both ‘narrow’ and ‘wide’ regions. b,d,f) Progression 
of STS measurements recorded at low (b) and at high bias voltage across ‘narrow’ (d) and ‘wide’ 
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(f) portions of the defect. These measurements show states that are localized to the GBD, with 
the positions showing the clearest localization represented by the individual STS measurements 

(B1-B2, D1-D2, F1-F3) shown in (c,e,g). h) STM topography showing a discontinuity in the 
lattices of adjacent RbI monolayers. The white outline shows the pristine lattice of each RbI 

domain, and the dashed outlines show the discontinuity. i-k) STS measurements recorded over 
the same spatial range as (h) at specific energies to show the 2D localization of states at the 
defect.  

 

By recording many STS measurements across a linear RbI defect (as shown in Figure 

7.3a) we observe that the LDOS is downshifted at defect locations at both low (Figure 7.3b) and 

high (image potential state) (Figure 7.3d,f) voltage ranges (intermediate voltage range does not 

show discernible peaks). At low bias voltages, like those shown in Figure 7.1b,d, we observe 

spatially localized peaks at the linear defect near bias voltages of 0.5 V (B1 in Figure 7.3c); there 

is no peak in the pristine RbI LDOS (B2 in Figure 7.3c). Meanwhile, at larger bias voltages, we 

observe LDOS peaks attributable to image potential states,21, 64 which at the linear defects (D1 in 

Figure 7.3e and F1,F2 in Figure 7.3g) are lower in energy than the peaks in the pristine RbI 

structure (D2,F3 in Figures 7.3e,g). The fact that RbI states at both low and high voltage as well 

as the SWCNT states are similarly downshifted suggests that the GBDs may have a stabilizing 

electrostatic potential.  

Figure 7.3 allows us to make another set of observations that will be important for our 

analysis. While the ‘narrow’ GBD shows a single localized state (D1 in Figures 7.3d,e) that is 

downshifted from the first image potential state of pristine RbI (D2 in Figures 7.3d,e), the ‘wide’ 

GBD shows a two different types of downshifted states:  F2 in Figures 7.3f,g (localized at the 

edges of the defect) and another further downshifted state F1 in Figures 7.3f,g (localized at the 

center of the defect). Two-dimensional spatial STS mapping shows that LDOS at 3.35 V (middle 

peak in Figure 7.3g) is found throughout the entirety of the ‘narrow’ GBD region and at the 

edges of the ‘wide’ GBD region (Figure 7.3j). In contrast, the lowest downshifted state at 3.15 V 
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(Figure 7.3i) is only found in the middle of the ‘wide’ GBD region. In the following, we use the 

electronic landscape of RbI defects portrayed by Figure 7.3 as a reference for density functional 

theory (DFT) simulations of this system, which are necessary to obtain an atomic-level 

understanding of RbI defects in the present case due to the lack of full atomic resolution in 

experimentally obtained STM topographies.  

While the GBD atomic structure is not clear from STM topography, the latter does allow 

us to constrain the types of possible GBD structures. Specifically, STM topography shows that 

RbI monolayers have a hexagonal structure rather than the typical square alkali-halide structure 

observed for NaCl, a consequence of the weaker alkali-halide interaction, analogous to previous 

findings for RbI on Ag(111).39 Further, analysis of STM topography of the GBD from Figure 7.3 

shows that the GBD arises at the interface of two RbI monolayers displaced with respect to each 

other by one Au atomic spacing along the <100> direction parallel to the GBD (see Figure 7.4a 

and Appendix, Figure E.4, S5a). As a result of this displacement, adlayer atoms at the 

discontinuity are undercoordinated as compared to the atoms in the pristine RbI monolayer. 

However, our DFT calculations show that the geometries shown in Figures 7.4a and S5a would 

not be energetically favorable, due to the polar nature of RbI edges, which suggests that the GBD 

structure is more complex. To optimize the GBD structure, we added individual RbI molecules 

to the region between the pristine RbI phases. This approach follows that of previous 

calculations for GBDs in NaCl on Ir(111), where NaCl molecules bridge the region between 

discontinuous pristine domains.65 In the case of the ‘narrow’ defect region, addition of a single 

RbI molecule ensures that each Rb (iodine) atom is adjacent to three iodine (Rb) atoms (Figure 

7.4b). For the case of the ‘wide’ defect region, addition of three RbI molecules with alternating 

orientation accomplishes the same result (Figure S5b). Importantly, while this results in a 



115 
 

structure where each Rb (iodine) atom is coordinated to three iodine (Rb) atoms, the atoms in the 

defect area have significantly longer Rb-I bond lengths, on average, than atoms in the pristine 

RbI structure. 

 
Figure 7.4: DFT-calculated electronic potential changes at ‘narrow’ RbI GBD. a,b) DFT-
optimized atomic models of ‘narrow’ GBD in an RbI monolayer. The structural discontinuity 
between two adjacent RbI phases is highlighted in (a), with the dashed arrow showing the 

propagation of the pristine lattice vector from the left-side domain and the discontinuity shown 
as the vertical double-arrow. In (b), one RbI molecule per unit cell is added to bridge the empty 

region between discontinuous phases. The path along which potential energy (c) and simulated 
STS (e) are taken is indicated by the arrow. c) DFT-calculated change in electronic potential due 
to RbI-Au interaction is shown in the direction orthogonal to the surface, and is sliced along the 

path shown in b. d) Change in electronic potential due to RbI-Au interaction sliced at the 
position of specific iodine atoms, indicated by the circles in b and the vertical lines in c. The 

horizontal lines show the average position of Au (gold), iodine (purple), and the height at which 
the STS measurement is simulated (e). e) Simulated STS measurement at a height of 0.5 nm 
above the surface, taken along the path shown in (b). f) Individual simulated STS spectra, taken 

from the position of the vertical lines shown in (e). 
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As a result, in the defect area, adlayer atoms have less interaction with other adlayer 

atoms due to a less dense packing (vs the pristine structure), leading to a more significant 

interaction with the Au(111) substrate. The strength of this interaction can be gauged by the net 

electron count of adatoms, which, for example, for iodine atoms in the pristine RbI structure 

ranges from +0.20 (for the most Au-coordinated) to +0.61 (for the least Au-coordinated iodine 

atoms). This suggests that the high Au-I coordination facilitates electron transfer from the 

adlayer to the substrate, in line with previous results for RbI on Ag(111).39 The net electron 

counts of iodine atoms in the GBD, which fall in the range of +0.20 to +0.14 electrons, are lower 

than for iodine atoms in the pristine RbI structure, on average (+0.45 electrons). In contrast, 

while Rb atoms at the GBD show a similar trend, the effect of coordination on electron transfer 

is less pronounced, with net electron counts for Rb atoms at the GBD falling in the range of -0.84 

to -0.85 electrons, which is larger than for Rb atoms in the pristine structure (-0.83 electrons).  

The net electron counts of iodine atoms in the GBD have a profound impact on the local 

electrostatic potential. This can be most conveniently visualized as the change in potential energy 

of electrons due to RbI adsorption, as shown in Figures 7.4c and S5c, which demonstrate that 

adsorption of Rb (iodine) atoms increase (decrease) the potential energy of electrons at and 

above the top layer of the Au surface. This difference in behavior between atom types can be 

explained by charge screening in the metal surface, where adsorption of the positively charged 

Rb (negatively charged iodine) atoms results in electron accumulation (depletion). 

For the ‘narrow’ GBD, the lower net electron count of iodine atoms in the defect area 

(+0.16 electrons) relative to iodine atoms in the pristine structure (+0.45 electron) leads to a 

deeper, more stable potential (compare dashed to solid lines in Figure 7.4d). Similarly, for the 

‘wide’ defect, iodine atoms at the middle of the GBD have lower net electrons counts (+0.14 
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electrons) than for iodine atoms at the edge of the GBD (+0.20 electrons) and in the pristine 

structure. This leads to a potential that is more stable in the middle of the defect than at the edges 

or in the pristine structure (compare dashed to solid lines in Figure S5d). In summary, iodine 

atoms at the GBD experience substantial electron transfer to Au, resulting in a less negative 

electrostatic environment at the defect where lower (higher) net electron counts result in a more 

(less) stabilizing potential.  

 
Figure 7.5: Simulated STS measurements for ‘narrow’ and ‘wide’ RbI GBD’s. Progression 
of simulated STS spectra recorded across ‘narrow’ (a) and ‘wide’ (b) GBD’s, taken along paths 

analogous to those recorded in experiment (see Figure 3). Localized states are highlighted by 
individual STS spectra, as shown in c,d for ‘narrow’ and ‘wide’ GBD’s respectively. 

 

To understand how the stabilizing electrostatic environment at the GBD could result in 

the localized states observed by STS, we have simulated STS spectra along paths that spatially 

intersect various symmetrically distinct adlayer atoms in the GBD structure (Figures 7.4e and 

S5e). Our results show localized states analogous to the image potential states observed in 

experiment, where the energies are slightly lower due to the well-known tendency of DFT to 

underestimate band gaps. These states are mostly centered on Rb atoms, which is in-line with 

previous results on the atomic contributions for states in this energy range for RbI.39 Despite 

being mostly centered on Rb atoms, the effect of the stabilizing potential at iodine atoms is 



118 
 

clearly important, with the Rb atoms nearest to (furthest from) the most (least) stabilizing 

potentials showing the lowest (highest) energy peaks. To allow direct comparison to experiment, 

following a similar approach, we have simulated progressions of STS spectra along the spatial 

coordinate orthogonal to both ‘narrow’ (Figure 7.5a) and ‘wide’ (Figure 7.5b) GBD’s, which 

show spatial behaviors similar to those found in experimental data shown in Figures 3d and 3f 

respectively. For the ‘narrow’ GBD, these results show a single localized state at the defect (A1 

in Figure 7.5c) that is downshifted by 0.3 V relative to the pristine state (A2 in Figure 7.5c), in 

agreement with our experimental STS results where we observe a 0.2 V energy difference. For 

the ‘wide’ GBD, our results show a pair of states (localized at the edges of the defect, A2 in 

Figure 5d) that are 0.4 V lower in energy than for the pristine state (in agreement with the energy 

difference of 0.2 V in experimental STS), and a state localized to the center of the defect (A1 in 

Figure 7.5d) which is 0.6 V lower in energy than for the pristine state (in agreement with the 

energy difference of 0.4 V in experimental STS). Overall, the theoretically calculated LDOS at 

the GBD is in agreement with previous results for similar defects in NaCl on Ir(111), where 

atoms at the defect were shown to have, in general, downshifted LDOS.65 The quantitative 

agreement of results shown in Figure 5 with experimental data (Figure 7.3) thus suggest that the 

electronic states observed in experiment are downshifted due to the stabilizing electrostatic 

potential of the GBD. 

Finally, we return to the impact of these GBDs on the electronic structure of the adsorbed 

SWCNT. While we have presented one specific example of a GBD, our explanation may be 

applied to other RbI GBDs, which may be expected to incorporate less densely packed Rb and 

iodine atoms in the defect area leading to increased Rb-I bond lengths and, consequently, the 

type of stabilizing electrostatic potential discussed above. Since the stabilizing electrostatic 
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potential present at the GBD extends well above the surface, it also affects the SWCNTs, which 

should result in a LDOS that is perturbed and downshifted near each of the GBDs (Figure 7.1c). 

Indeed, the downshifting observed in the SWCNT LDOS near GBDs is similar in magnitude to 

the shifts calculated for image potential states in Figure 7.5. The localization we observe 

(approximately 10 nm for unoccupied states in Figure 7.1c) is larger than the GBD width (1 nm 

for ‘narrow’ and 2 nm for ‘wide’ structure in Figure 7.4,S5), in agreement with previous studies 

of SWCNT LDOS confinement by external electrostatic interactions, where localization on the 

order of 4-8 nm was observed for a dipole-like external potential.20 The exact SWCNTs LDOS 

pattern at each GBD appears slightly different, which agrees with the expectation that distinct 

structures of different GBDs may lead to somewhat different electrostatic potentials. While there 

are other various LDOS effects present in the SWCNT studied here, which could be attributed to 

interactions with point defects or domain edges in RbI, we find that interaction with GBDs lead 

to significant perturbations of the SWCNT LDOS. 

 

7.4 Conclusions 

To summarize, we have characterized the local density of states of SWCNTs adsorbed 

across monolayer islands of RbI. The SWCNT local density of states exhibits many localized 

states, each associated with a RbI grain boundary defect in its vicinity. Our DFT calculations 

show that strong Au-I interactions lead to a stabilizing electrostatic environment at the RbI 

defects, as experimentally evidenced by the downshifting of image potential states at the grain 

boundary defects. The adsorbed SWCNT is coupled to this electrostatic environment, resulting in 

downshifted and localized states near the grain boundary defects. More broadly, since the 

presence of an electrostatic disturbance at the grain boundary defects is not tied to a particular 
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atomic configuration, we expect that the physical picture described here may be relevant for 

adsorbates on other ultra-thin films containing grain boundary defects. Finally, our results 

provide an electronic state-resolved visualization of the impact of external electrostatic disorder 

on the SWCNT electronic landscape, a question of relevance for SWCNT-based devices affected 

by the presence of individual charge traps in the vicinity of SWCNTs.  

 

7.5 Bridge to Conclusion 

In this work, we have shown an example of a system in which coupling in a single-layer material 

leads to impactful interactions in a nanoscale electronic device setting. The physical picture we 

present shows a mechanism by which an ultra-thin dielectric is affected by coupling to the 

substrate it is grown on, and in turn significantly affects the electronic structure of an adsorbed 

SWCNT. This observation is important, in that it identifies a previously unreported effect that 

could be present in SWCNT-based devices, which is impactful in the ongoing effort to improve 

the performance of SWCNT-based devices. For example, the abundance of GBDs in single-layer 

RbI could be affected by the experimental conditions under which the sample is annealed. By 

annealing the sample for longer or at higher temperatures, the RbI atoms are given more energy 

to find the most stable structure, which we expect to be a pristine monolayer without GBDs. 

More broadly, this work serves as further motivation to better understand the coupling in other 

nanoscale materials, as we have shown that coupling can be impactful in the setting of nanoscale 

electronic devices. 
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CHAPTER VIII 

CONCLUSION AND FUTURE WORK 

 

In this work, we examined the role of strong chemical interactions in nanoscale materials 

that lead to structural and electronic coupling. Using RbI as a model dielectric, we began by 

showing that single-layer RbI can exhibit structural coupling to the surface it is grown on. Our 

scanning tunneling microscopy/spectroscopy (STM/STS) results show that RbI forms two 

distinct, bistable structures on Ag(111), in contrast to the expected behavior for other alkali 

halides which showed only one structure type. These distinct, bistable structure types are the 

direct result of coupling to the Ag(111) surface; one structure corresponds to a single layer of the 

bulk structure, while the other is template by the Ag(111) surface and adopts its symmetry. This 

work shows that strong interactions between an ultra-thin dielectric and metal surface can lead to 

structural coupling, and in this case resulting in a previously unreported RbI structure.  

Next, we showed that these distinct single-layer RbI structures have important electronic 

differences – a result of differences in the strength of interaction between each RbI structure and 

the Ag(111) surface. By using a combination of STS and first-principles numerical simulation, 

we show that these differences are manifested by dramatically different electronic properties, 

where the work function and dielectric constant are distinct for each single-layer RbI structure. 

Our STM/STS results also show that there are local variations in the electronic properties of each 

single-layer RbI structure, which are manifested in a moiré pattern and grain boundary defects 

(GBDs). These results extend the physical picture offered in the previous section to show how 

strong chemical interactions can lead to distinct electronic properties in the pristine and defect 

structures of single-layer RbI. 
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Again using RbI as a model dielectric system, we then examined how coupling between 

the Ag(111) surface and single-layer RbI leads to spatial modulation of electronic states confined 

to the substrate/adlayer interface (IES). Here, we find that the spatial modulation of IES is 

stronger for RbI than has been reported for other alkali halides, which is a direct result of RbI 

having stronger substrate/adlayer interactions than other alkali halides. An interesting result of 

RbI having stronger/substrate adlayer interaction is seen in the electron mass, which is 

anisotropic (by a factor of roughly 3x) for different directions along the surface, in surprising 

contrast to previous results for other alkali halides which report a single, isotropic mass. This 

comparison to existing results for other alkali halides develops a notion of how the behavior of 

IES should change for materials with different strengths of substrate/adlayer coupling.  

Next, we examined how our understanding of RbI as a model dielectric could be used to 

interpret interactions with a single walled carbon nanotube (SWCNT). We used STM/STS to 

show that single-layer RbI can impact the electronic structure of an adsorbed SWCNT by 

inducing band-bending, and that this interaction can be modeled through electrostatic interaction 

with a simple dipole. 

From this, we extended our characterization of this system to consider localized 

interactions at GBDs in the RbI. Our STM/STS results show that GBDs in single-layer RbI lead 

to localized electronic states in an adsorbed SWCNT, as well as significant band-bending. By 

modeling these GBDs with density functional theory (DFT), we show that these GBDs transfer 

more electrons to the substrate (relative to the pristine structure), resulting in locally stabilizing 

electron potentials. These stabilizing electron potentials are relatively diffuse away from the 

surface, and thus trap electronic states in the adsorbed SWCNT. Importantly, these conclusions 

are a general observation of GBDs, and may be broadly applicable to similar defects in other 
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dielectric materials. This work is thus an important observation of a specific mechanism by 

which SWCNT-based devices might underperform relative to theory, as a result of electron 

trapping and scattering by local electrostatic potentials in the substrate. 

In summary, we have explored the role of coupling in nanoscale materials, which leads to 

both structural and electronic effects. The work described here identifies the role of 

substrate/adlayer interactions in instilling this coupling, and we identify how the strength of these 

interactions might scale with expected chemical trends. Furthermore, we show how this coupling 

can be significant in the setting of a nanoscale electronic device, where a single-layer dielectric 

was shown to significantly affect the behavior of a transistor material. The insight offered here 

serves as further motivation to better understand the electronic behavior of materials in nanoscale 

devices. 
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APPENDIX A 

SUPPORTING MATERIAL FOR CHAPTER III 

 

LDOS of RbI monolayer structure types 

Our density functional theory (DFT) optimized structures provide insight on the local 

density of states (LDOS) of the RbI monolayer (Figure A.1). These results show that the 

occupied states are primarily contributed by iodine. Unoccupied states up to around 0.5-1 eV 

above the Fermi level are also dominated by iodine orbitals, while the unoccupied states at 

higher energies are dominated by Rb orbitals. This finding is consistent for both structure types 

observed in experiment, as well as other test structures. Additionally, there is significant mixing 

with Ag states, resulting in the loss of a well-defined band gap, as is present for the case of an 

adlayer isolated from the substrate. 

 
Figure A.1. Normalized DFT-calculated LDOS for both structure types of the RbI monolayer. The 
spectra are averaged across each atom in the unit cell. 
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Scanning tunneling spectroscopy of field emission resonances on RbI and Ag(111) 

To qualitatively characterize how electrons are transferred between the adlayer and 

substrate, we have performed scanning tunneling spectroscopy (STS) in the bias voltage range 

that corresponds to field emission resonance states (Figure A.2). These results show that the first 

field emission resonance state is lower on both RbI structures relative to the bare Ag(111) 

surface. This indicates that the work function is reduced by adsorption of RbI, which is 

associated with a net electron transfer from the adlayer to the substrate.1, 2 

 
Figure A.2. Representative STS measurements (Vb = 2 V, I = 10 pA, Vpp = 40 mV) recorded on 
both RbI structures and the bare Ag(111) surface. The STM feedback was left on for each of these 

measurements. 

 

Dependence of LDOS on adsorption site 

Our DFT results suggest that charge redistribution interactions result in shared electron 

density between the adlayer and substrate. Previous studies of other alkali halides have 

characterized this shared charge density by comparing the LDOS of adlayer atoms in distinct 

adsorption sites.3, 4 In following this approach, we consider the how the LDOS near the Fermi 

level is affected by the adsorption geometry of the RbI hexagonal structure (Figure A.3). The 

variation in LDOS near the Fermi level for different adsorption sites is much more signif icant for 
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iodine (Figure A.3c) than Rb (Figure A.3b). This suggests that the formation of covalent bonding 

between the adlayer and substrate is more sensitive to the placement of iodine than Rb, in 

agreement with previous results for other alkali halides.3, 4 Further, both Rb and iodine show a 

significant difference in LDOS for atoms in the first vs second layer. Atoms in the first layer 

show a manifold of states around the Fermi level, whereas there is a pronounced band gap for 

atoms in the second layer. This indicates that the states near the Fermi level arise from 

interaction with the Ag substrate. 

 
Figure A.3. Varation of adlayer LDOS with adsorption site for the hexagonal RbI monolayer. a) 
the different distinct adlayer positions considered in b,c. b,c) the average DFT-calculated LDOS 
for Rb (b) and iodine (c) for different distinct adsorption sites, as indicated by the color of the 

spectra. The black, dashed curve corresponds to the average LDOS for an atom in the second layer 
of the hexagonal RbI structure. 
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Calculation of preferred Ag(111) binding sites for Rb and iodine 

To characterize the binding interaction of Rb and iodine adlayer atoms on the Ag(111) 

surface, we performed a series of DFT calculations in which a single adlayer atom was placed at 

a position on the surface and allowed to relax in the direction perpendicular to the surface. The 

results of these calculations are shown in Figure A.4, were we have mapped the relative height of 

the adlayer atom and relative binding energy for each adlayer atom type. 

These results show that both adlayer atom types prefer to bind in a hollow between three 

Ag atoms, as opposed to on top of an Ag atom. Both the hcp and fcc hollow sites show a similar 

binding preference. However, iodine favors binding in a hollow site by approximately 7.5 times 

more than Rb. This indicates that iodine is more influential in determining the adlayer structure, 

since it has a stronger preference to bind in a hollow site. In both cases, the adlayer atoms sit 

closer to the surface in a hollow site than when placed on top of an Ag atom. 
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Figure A.4. Mapping binding parameters for a single adlayer atom on the Ag(111) unit cell. The 
adlayer atom is translated to each position in the unit cell and allowed to relax in the direction 

perpendicular to the surface. a) the unit cell of Ag(111) over which an ad layer atom is translated 
in b,c. b) map of relative binding energy for Rb (left) and iodine (right) atoms. c) map of the 

optimized height from surface for Rb (left) and iodine (right) atoms. 

 

Calculation of possible hexagonal RbI structures 

In our characterization of the hexagonal RbI monolayer, we determined several high-

symmetry structures that show the periodicity observed in experiment. These structures (shown 

in Figure S5) differ by translation of the RbI monolayer relative to the Ag(111) surface, which 

changes the coordination of individual adlayer atoms to the surface.  

 
Figure A.5. Possible structures with unit cells commensurate with our experimental results are 
shown, with their relative DFT-optimized energy.  

 

These results indicate that the most stable structure is the I top site, since it shows the 

smallest relative energy. In experiment, we have observed these structures to span hundreds of 

unit cells, indicating that a difference of 0.063 eV per unit cell is significant and likely dictates 

the selective formation of the I top site structure.  

 

Morphology of the square RbI structure 

While scanning tunneling microscopy (STM) topography at low bias is dominated 

primarily by the morphology of the surface, at higher bias voltages the topography is affected by 
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both the morphology and the LDOS of the surface due to a larger tip-sample distance. In STM 

topographies of the square RbI monolayer at high bias voltages, we observe features that are 

commensurate with the moiré pattern formed with the Ag(111) surface. To understand whether 

these features originate primarily from the morphology or LDOS of the surface, we compare the 

adlayer morphology to simulated STM topographies in Figure A.6. 

 
Figure A.6. Comparison of RbI structure morphology to simulated STM topography. The color 

of adlayer atoms represents their height above the top layer of Ag, as indicated by the colorbar on 
the right. For clarity, only one adlayer atom type is shown in each panel: Rb in (a) and iodine in 

(b). A LDOS map (identical to that shown in the main text, Figure 3.5d; integrated from 0.0 to 1.2 
eV above the Fermi level and sampled at a height of 12 Å above the surface) is shown for each 
panel.  

 

Here, we compare the height of adlayer atoms to a simulated STM topography. In 

general, the relative height of adlayer atoms is the opposite of what one would expect from the 

STM topography. Areas that appear high (low) in STM topography align with regions of the 

adlayer that are closer to (further from) the surface. Additionally, the overall height variation of 

adlayer atoms (Rb: 8 pm; I: 13 pm) is roughly 10x smaller than the height variation observed in 

STM topography (~100 pm, see main text, Figure 3.5b). As a result, the features observed in 
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STM topography at high bias voltages do not originate from the morphology of the RbI square 

structure. 

 

Relation of coordination and charge transfer in the square RbI monolayer 

Due the large size of the unit cell for the square RbI monolayer (300 adlayer atoms per 

unit cell), it is insufficient to describe the coordination of atoms categorically, as we have done 

for the smaller hexagonal RbI monolayer. As a result, it is necessary to visualize the spatial 

dependence of net electron counts in the adlayer, from which a qualitative understanding of the 

surface/adlayer coordination follows intuitively. These visualizations are shown below, and 

depict the net electron counts for Rb (Figure A.7a) and iodine (Figure A.7b). 

 
Figure A.7. Visual depictions of the dependence of adlayer (a: Rb; b: I) net electron counts on the 

extent of surface/adlayer coordination. The color of adlayer atoms represents their net electron 
counts, as indicated by the colorbar on the right. For clarity, only one adlayer atom type is shown 
in each panel. A LDOS map (identical to that shown in the main text, Figure 3.5d; integrated from 

0.0 to 1.2 eV above the Fermi level and sampled at a height of 12 Å above the surface) is also 
shown for each panel.  
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From this visualization, several relationships are qualitatively apparent. First, the net 

electron counts of iodine have a wider range (+0.688 to +0.706 net electrons) than for Rb (-0.819 

to -0.811 net electrons). This is a consistent finding for many different kinds of RbI monolayer 

structures that we have calculated, and we attribute it to iodine (Rb) forming stronger (weaker) 

bonds with Ag (see main text Figure 3.3). Second, the net electron counts of iodine are more 

closely related to surface/adlayer coordination than for Rb. Iodine atoms that are coordinated to 

more (less) Ag atoms have a lower (higher) net electron count, which is not necessarily true for 

all Rb’s. This follows from the previous point, which suggests that we expect iodine (Rb) to 

experience more (less) charge transfer with Ag. As a result, the net electron count of iodine is 

mostly dictated by its own coordination to Ag. Conversely, the net electron count of Rb is related 

to its coordination to Ag, but also experiences a significant contribution that depends on the 

surface/adlayer coordination of the iodines to which it is bound. Third, the LDOS intensity is 

most closely related to the net electron count of iodine, not Rb. For example, the sections of the 

unit cell with high LDOS contain Rb’s with both the highest and lowest net electron counts, 

while the sections of the unit cell with low LDOS contain Rb’s with mostly average net electron 

counts. On the contrary, the sections of the unit cell with high (low) LDOS contain iodines with 

the lowest (highest) net electron counts. This result for iodine is consistent with our results for 

the hexagonal phase, which showed that smaller (larger) net electron counts yield more (less) 

unoccupied states. Since we observe a wider range of net electron counts for iodine than for Rb, 

it follows that the contrast in our STM topography aligns most closely with the surface/adlayer 

coordination of iodine. 
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Calculation of binding energies for RbI structures on Ag(111) 

In calculating the strength of binding between Ag(111) and the various RbI structures 

considered, we address the effects of Van der Waals (VDW) corrections below. We find that, 

while inclusion of VDW corrections leads to a larger overall binding energy for each RbI 

structure, the relative differences in binding energies between structures changes less 

significantly (see Table A.1). For example, including VDW corrections for the square structure 

only changes the binding energy by ~20 meV per RbI molecule relative to the hexagonal single-

layer structure, which could be within the error of the calculation. The change associated with 

including VDW corrections for the hexagonal double-layer structure is more pronounced, and 

the binding energy increases by ~120 meV per RbI molecule relative to the hexagonal single-

layer structure. This difference is likely due to the fact that the VDW forces are largest when the 

surface/adlayer interfacial area is maximized, as in the case for the single-layer structures. In 

conclusion, we find that, while the inclusion of VDW corrections leads to stronger binding 

energies, the relative differences between the different RbI structures remains qualitatively 

similar. Therefore, for ease of reproducibility, we have chosen to include the relative binding 

energies without VDW corrections in the main text. 

 Hexagonal 

(single layer) 
Square Hexagonal (double layer) 

Binding 
energy 

 (eV per RbI 
molecule) 

Actual Actual 
Relative to 
hexagonal 

(single-layer) 

Actual 
Relative to 
hexagonal 

(single-layer) 

No VDW 

correction 
-0.53564 -0.2989 0.236741 -0.21366 0.321977 

DFT-D2 -1.1469 -0.94239 0.204509 -0.63885 0.508053 

DFT-D3 -0.99438 -0.76609 0.228291 -0.49966 0.494717 

Average   0.223180  0.441582 

Table A.1. DFT-calculated binding energies for the different RbI structures considered. Binding 
energies were calculated by subtracting the energy of the isolated substrate and adlayer from the 

energy of the substrate/adlayer structure. All reported values are in eV per RbI molecule. The 
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binding energies are calculated as: ∆𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔 =
𝐸𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 +𝑎𝑑𝑙𝑎𝑦𝑒𝑟 −𝐸𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒−𝐸𝑎𝑑𝑙𝑎𝑦𝑒𝑟

# 𝑜𝑓  𝑅𝑏𝐼 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠  𝑖𝑛 𝑢𝑛𝑖𝑡  𝑐𝑒𝑙𝑙
, using the 

geometry of the structure optimized without VDW corrections.  

 

Double-layer hexagonal RbI structure 

To understand the growth preference of ultra-thin RbI, it is helpful to consider the 

energetics of adding additional RbI layers to the monolayer structure. We have optimized a 

double-layer hexagonal RbI structure, in which each adlayer atom in the first layer is coordinated 

to one of the opposite species in the second layer. This structure is shown below in Figure S8. 

 
Figure A.8. Atomic model of a double-layer hexagonal RbI structure optimized via DFT, viewed 

orthogonally to the surface (a) and along the surface (b). 

 

RbI monolayer structure at high surface coverage 

Our DFT calculations suggest that the square RbI structure becomes energetically 

preferable when the density of deposited atoms exceeds the packing density of the hexagonal 

single-layer structure. This notion is supported by our STM topography of a sample with a high 

surface coverage of RbI (Figure A.9). Here, we observe a strong preference to form the square 

structure over the single-layer hexagonal structure. 
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Figure A.9. Characterization of RbI monolayer structure at high adlayer coverage. STM 
topography (Vb = 2 V, I = 5 pA) showing high surface coverage with a strong preference to form 

the square phase (everywhere not outlined in green) over the hexagonal phase (outlined in green).  

 

RbI monolayer structure in the presence of Ag step edges 

The presence of Ag step edges has a profound impact on the prevalence of hexagonal vs 

square RbI structures in our STM images. Typically, only the square RbI phase is observed at 

step edges (Figure A.10). Furthermore, we observe only a single orientation of the square 

structure, in which the 𝑆11̅0 direction is oriented along the step edge (Figure A.10b). When an 

RbI island is adjacent to two Ag step edges (as in the left side of Figure A.10b), the 𝑆11̅0 

direction is oriented along the step edge which has the longest shared interface with RbI. 

Interestingly, the positioning of the moiré pattern relative to the step edge is also consistent 

between RbI islands. To characterize the position of the moiré pattern, we consider two types of 

regions in the supercell that are distinguished by their topographic appearance along the Lshort 

axis: 1) the topography alternates between light and dark; 2) the topography is consistently 

bright. This topographic difference originates from the surface-adlayer registry (see main text, 
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Figure 3.5d), where regions with higher Ag-Rb/I coordination show consistently bright 

topography along the Lshort axis. There are two regions in the moiré supercell which show this 

topographic pattern, and thus could correspond to the preferred positioning of the square RbI 

structure at Ag step edges where entire rows of iodine or Rb can be situated in the pockets 

between Ag atoms (Figure A.10c,d).  As discussed previously (see discussion of Figure 3.4 in 

main text, for example), this kind of coordination leads to the strongest substrate-adlayer 

interactions, resulting in the most favorable binding with the electrostatic environment of the Ag 

step edge. Thus, the charged environment at step edges leads to a preference for RbI to form the 

square structure, which is positioned and oriented to maximize favorable electrostatic 

interactions with the substrate. 
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Figure A.10. Characterization of RbI monolayer structure at low adlayer coverage. a) 
Representative STM topography (Vb = 2 V, I = 5 pA) showing RbI nucleation along Ag step edges. 

b) STM topography (Vb = 2 V, I = 5 pA) of a square RbI island from (a). c,d) Atomic model of 
possible adlayer structure at Ag step edges, matching the topography shown in (b). The LDOS 
map overlaid is identical to that shown in the main text, Figure 3.5d and is integrated from 0.0 to 

1.2 eV above the Fermi level and sampled at a height of 12 Å above the surface. 
 

Next, we consider the significance of these findings in discussing the nucleation site of 

RbI. Importantly, the consistency in the orientation and position of the moiré pattern with respect 

to Ag step edges suggests that RbI nucleates at the step edge. For example, if the nucleation site 

were somewhere other than the step edge, we would expect to see variations in the RbI 

topography at step edges for different RbI islands. Since we observe the same RbI topography at 

many Ag step edges, the position of the nucleation site relative to the step edge must be 

consistent. This suggests that RbI preferentially nucleates at Ag step edges. 
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Interestingly, when the RbI coverage is closer to a full monolayer in coverage, we 

observe both hexagonal and square structures grown at Ag step edges (Figure A.11). The 

orientation of the square structure is the same for both sub (Figure A.10) and near-monolayer 

(Figure A.11) coverage, with the 𝑆11̅0 axis oriented along the step edge.  

 
Figure A.11. STM topography (Vb = -200 mV, I = -100 pA) showing coexistence of hexagonal 
and square RbI structures at Ag step edges. The dashed black line shows the approximate location 

of the Ag step. 

 

Interpolation of LDOS maps 

The tunneling current (I) is proportional to the tip-sample tunneling probability and the 

number of tip/sample states available to participate in tunneling. Assuming a constant density of 

states for the tip gives: 

𝐼(𝐸, 𝑟) ∝ 𝑇(𝐸, 𝑟) × 𝐷𝑂𝑆𝑠𝑎𝑚𝑝𝑙𝑒 (𝐸)        (1) 

Using the tunneling probability for a general potential barrier, derived by Landau and 

Lifshitz5 and presented by Chen6, gives the tunneling current in terms of the potential shape 

(𝑈(𝑟)), the electron mass (m), and the width of the potential barrier (𝑟0 ): 
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𝐼(𝐸, 𝑟) ∝ 𝐷𝑂𝑆𝑠𝑎𝑚𝑝𝑙𝑒 (𝐸) ×  𝑒𝑥𝑝(
2

ℏ
∫ [2𝑚(𝑈(𝑟) − 𝐸)]

1
2⁄𝑟0

0
𝑑𝑟)        (2) 

We consider the case in which the potential decays linearly between the tip and sample 

and is related to the bias voltage (V) and the work function (𝜑): 

𝑈(𝑟) =  𝜑 − 𝐸 −
𝑉𝑟

𝑟0
         (3) 

Substituting (3) into (2) and solving the integral gives: 

𝐼(𝐸, 𝑟) ∝ 𝐷𝑂𝑆𝑠𝑎𝑚𝑝𝑙𝑒 (𝐸)  ×  𝑒𝑥𝑝 (
√32𝑚 𝑟𝑖

3ℏ𝑉
[(𝜑 − 𝐸 − 𝑉)3/2 − (𝜑 − 𝐸)3/2])        (4) 

For compatibility with DFT calculations, it is useful to reference the transmitted 

eigenenergy to the Fermi energy of the sample, which is done by subtracting V from E. A sum is 

taken over individual atoms (i) for each spatial point over which the LDOS is mapped. Similarly, 

a sum is also taken over energies from 0 to V, in order to account for all eigenstates contributing 

to the tunneling current. This gives Equation 1 from the main text: 

𝐼(𝐸, 𝑟) ∝ ∑ ∑ 𝐷𝑖(𝐸)𝑉
𝐸𝑖  ×  𝑒𝑥𝑝 (−

√32𝑚 𝑟𝑖

3ℏ𝑉
[(𝜑 − 𝐸 + 𝑉)3/2 − (𝜑 − 𝐸)3/2])        (5) 
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APPENDIX B 

SUPPORTING MATERIALS FOR CHAPTER IV 

 
Figure B.1: Representative potential/wavefunction for numerical integration of image 

potentials states. Potentials (black) and lowest-energy wavefunctions (red) are shown for the 

bare Ag(111) (a) and hexagonal RbI (b) for the spectra shown in Figure 4.1a. The parameters of 
the model are overlaid, where Ef indicates the Fermi energy of the tip and sample respectively, 
Vb is the voltage bias between the tip and sample, z0 is the tip-sample distance at the initial bias 

voltage of the scanning tunneling spectroscopy (STS) measurement, Δz is the change in tip-
sample distance as the voltage bias is changed during the STS measurement, ϕ is the work 

function of the tip and sample respectively, R is the radius of the tip in the spherical-tip 
approximation, w is the width of the RbI monolayer, zil, adjusts the position of the mirror plane 
relative to the surface, CBM is the conduction band minima of the RbI monolayer, V0 is the 

position of the Ag(111) lattice potential relative to the Fermi level of the sample, and Vg 
determines the amplitude of the lattice potential. The model shown here is similar to that used 

elsewhere to model image potential states (IPS).1 
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Figure B.2: Comparison of local density of states (LDOS) between isolated square and 

hexagonal RbI structures. The average LDOS is plotted for a square (top) and hexagonal 

(bottom) RbI structure, where there is no substrate present. The Rb-I bond length is the average 
value found in each structure type on Ag(111). 

 

 
Figure B.3: Effect of substrate interaction on adlayer LDOS. The average LDOS of a 
hexagonal RbI monolayer is shown for a range of substrate-adlayer distances as calculated by 

density functional theory (DFT), where the RbI structure is isolated from the substrate at large 
distances. The DFT-optimized substrate-adlayer height is indicated by the horizontal dashed line. 
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Figure B.4: STS measurements of image potential state (IPS) energy along short moiré axis 

of square RbI. a) STM topography (Vb = 2 V, I = 5 pA) of square RbI, with path along which 

STS measurements were taken in (b). b) Progression of STS spectra (Vb = 3.4 V, I = 50 pA, Vpp 
= 40 mV), showing there is not significant modulation of the first IPS energy along the short 

moiré axis of the square RbI structure. 
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APPENDIX C 

SUPPORTING MATERIALS FOR CHAPTER V 

 

Simulated STM topographies of various RbI vacancy defects 

To aid in identifying the point defects observed in the RbI monolayer, we have simulated 

STM topographies for various RbI vacancy defects using methods described elsewhere.1 Our 

results show that the Rb vacancy appears as a depression in STM topography recorded at low 

bias voltages (see Figure C.1), in agreement with previous findings for other atomic vacancies.2-4 

In contrast, our results show that the iodine vacancy appears as a protrusion in low bias STM 

topographies (see Figure C.1), which is different than previous results for NaCl, where Cl 

vacancies appeared as a depression.2-4  
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Figure C.1: Simulated STM topographies of RbI vacancy defects using a spatially-

dependent local work function. STM topographies are simulated for several different 

configurations of the Rb and iodine vacancy defects, calculated at a height from the surface of 
0.2 nm and integrated from 200 mV below the Fermi level up to the Fermi level, in line with 

biases used in experimental STM images (Figure 5.2b,c). The registry of different vacancies 
correspond to: top-site (a,b), fcc-hollow-site (c,d), and hcp-hollow-site (e,f) following the 
convention for adsorption configurations used previously.1 The local work function is calculated 

by modifying the nominal work function of the pristine RbI monolayer structure by the change in 

potential energy due to the presence of the defect: ϕ(𝑟) = ϕ𝑝𝑟𝑖𝑠𝑡𝑖𝑛𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 +

(𝐸(𝑟)𝑑𝑒𝑓𝑒𝑐𝑡 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 − 𝐸(𝑟)𝑝𝑟𝑖𝑠𝑡𝑖𝑛𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 ). 

 

To understand the origin of this difference in appearance for Cl vs iodine atomic 

vacancies in STM topography, we have also simulated STM topographies using the average, 

spatially-independent work function of the pristine RbI structure (Figure C.2). This ignores any 
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local effects the vacancy-type defects might have on the work function, and thus is a measure of 

only the morphology and LDOS of the RbI structure. In this version of the simulated 

topographies, all vacancy-type defects appear as depressions, and we do not observe the presence 

of both protrusion and depression-type defects as in experiment. Our results suggest that, in order 

to observe both protrusion-type and depression-type defects as in experiment, it is necessary to 

account for changes in the local work function at the defect. This distinction in behavior between 

the NaCl and RbI structures is likely due to differences in the impact of the vacancy defect on the 

local electrostatic potential, where the RbI structure interacts more significantly with the 

substrate and thus exhibits a more significant change in potential at the defect than for NaCl.1 
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Figure C.2: Simulated STM topographies of RbI vacancy defects using a spatially-

independent local work function. STM topographies are simulated for several different 

configurations of the Rb and iodine vacancy defects, calculated at a height from the surface of 
0.2 nm and integrated from 200 mV below the Fermi level up to the Fermi level, in line with 

biases used in experimental STM images (Figure 5.2b,c). The registry of different vacancies 
correspond to: top-site (a,b), fcc-hollow-site (c,d), and hcp-hollow-site (e,f) following the 
convention for adsorption configurations used previously.1 The work function is the average 

value of the pristine RbI monolayer structure: 𝜙 = 𝐸𝑣𝑎𝑐𝑢𝑢𝑚 𝑙𝑒𝑣𝑒𝑙 − 𝐸𝐹𝑒𝑟𝑚𝑖 .  
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Impact of substrate-adlayer registry on defect potential 

 
Figure C.3: DFT-calculated differential electron potentials of vacancy defects in the RbI 

monolayer. The difference in potential due to the presence of a vacancy defect is calculated for 

various configurations of Rb (a,c,e) and iodine (b,d,f). The registry of different vacancies 
correspond to: top-site (a,b), fcc-hollow-site (c,d), and hcp-hollow-site (e,f) following the 
convention for adsorption configurations used previously.1 The change in potential is calculated 

as in the main text, Figure 5.5: ∆𝐸(𝑟) = 𝐸(𝑟)𝑑𝑒𝑓𝑒𝑐𝑡 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 − 𝐸(𝑟)𝑝𝑟𝑖𝑠𝑡𝑖𝑛𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 . 
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Spatial electrostatic variations in RbI monolayer 

 
Figure C.4: Spatial variation of DFT-calculated potential for square RbI on Ag(111). a) 
Change in potential energy of an electron (∆𝐸) along the top layer of Ag due to adsorption of 

RbI: ∆𝐸(𝑟) = 𝐸(𝑟)𝐴𝑔/𝑅𝑏𝐼 − 𝐸(𝑟)𝐴𝑔 − 𝐸(𝑟)𝑅𝑏𝐼 b,c) 2D fast Fourier transform of the potential 

shown in (a). The different momentum ranges show the fast (b) and slow (c) spatial oscillations. 
d,f) Slices of potential in (a) taken along Mshort and Mlong respectively. Each slice shows fast 

(atomic) and slow (moiré) spatial oscillations, which have been fit to cosine functions. The 
cosine fit corresponding to the moiré supercell has been overlaid in red. e) Optimized fit 
parameters for the atomic and moiré oscillations. 
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Defining a potential using the Mathieu equation 

Starting from Schrodinger’s equation, we set the potential equal to a cosine with amplitude 

(𝐴) and spatial frequency (𝑘), where 𝑥 is our spatial coordinate: 

 

We rearrange to get: 

 

Next we convert our spatial units from 𝑥 to 𝑟, where 𝑟 = 𝜋𝑘𝑥: 

 

Simplifying gives the following: 

 

From this we can rewrite in the traditional form of the Mathieu differential equation:5, 6 

 

Where: 

 

and 

 

 

 

 

(
−ℏ2

2𝑚
)

𝑑𝛹2

𝑑𝑥 2
+ 𝐴𝑐𝑜𝑠(2𝜋𝑘𝑥)𝛹 = 𝐸𝛹 

𝑑𝛹2

𝑑𝑥 2
− (

2𝑚

ℏ2
) 𝐴𝑐𝑜𝑠(2𝜋𝑘𝑥)𝛹 + (
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ℏ2
) 𝐸𝛹 = 0 

(
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𝑑𝑥
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2𝑚
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2𝑚

ℏ2
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𝜋𝑘ℏ
)

2
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√2𝑚

𝜋𝑘ℏ
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2

𝐸𝛹 = 0 

(
𝑑2

𝑑𝑟2
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1

𝜋𝑘ℏ
)

2

 

𝑎 = 2𝐸𝑚 (
1

𝜋𝑘ℏ
)
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149 
 

Estimation of effective electron mass for bands calculated from the Mathieu equation 

 
Figure C.5: Dispersion relation of the Mathieu model. The calculated dispersion relation of 
the onset band is shown for the short (a) and long (b) moiré axis as the red circles. The curvature 

of each band is determined by a parabolic fit, from which the effective mass is calculated. 
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APPENDIX D 

SUPPORTING MATERIALS FOR CHAPTER VI 

 

 
Figure D.1: For dipole interactions resulting in a localization of states (homo-n when the 
negative charge is closest (b) and lumo+n when the positive charge is closest (a)), a Gaussian fit 

was applied the LDOS. The FWHM of the fit functions are compared for (6,5) CNT optimized 
with and without the presence of a dipole charge pair. This comparison was performed with 

B3LYP/STO-3G for a (6,5) CNT. 
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Figure D.2: The difference in energies for frontier molecular orbitals between structures 
optimized with and without the presence of a dipole is shown. Differences are shown for: a) the 

five lowest energy unoccupied states with the negative charge adjacent to the CNT b) the five 
lowest energy unoccupied states with the positive charge adjacent to the CNT c) the five highest 

energy occupied states with the negative charge adjacent to the CNT d) the five highest energy 
occupied states with the positive charge adjacent to the CNT. Shown differences correspond to 
calculations performed with B3LYP/STO-3G for a (6,5) CNT. 
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Figure D.3. LUMO+1, LUMO, HOMO, and HOMO-1 of a (6,5) CNT with (a) no external 

charges, (b) an external dipole as shown in Figure 6.1b with the negative charge 1 Å from the CNT 
edge, and (c) an external dipole as shown in Figure 6.1b with the positive charge 1 Å from the 

CNT edge. DFT electronic structure calculated using CAM-B3LYP/STO-3G. 
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Figure D.4. Frontier molecular orbitals of a (6,5) CNT with (a) no external charges, (b) an external 

dipole as shown in Figure 6,1b with the negative charge 1 Å from the CNT edge, and (c) an external 
dipole as shown in Figure 6.1b with the positive charge 1 Å from the CNT edge. DFT electronic 

structure calculated using B3LYP/STO-3G. 

 
Figure D.5. Frontier molecular orbitals of a (7,6) CNT with (a) no external charges, (b) an external 

dipole as shown in Figure 6.1b with the negative charge 1 Å from the CNT edge, and (c) an external 
dipole as shown in Figure 6.1b with the positive charge 1 Å from the CNT edge. DFT electronic 

structure calculated using CAM-B3LYP/STO-3G. 
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Figure D.6. Frontier molecular orbitals of a (7,6) CNT with (a) no external charges, (b) an external 

dipole as shown in Figure 6.1b with the negative charge 1 Å from the CNT edge, and (c) an external 
dipole as shown in Figure 6.1b with the positive charge 1 Å from the CNT edge. DFT electronic 

structure calculated using B3LYP/STO-3G. 
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Figure D.7. Calculated molecular orbital energies for the five highest occupied and five lowest 
unoccupied MOs of a 10 nm-long (7,6) CNT in the presence and absence of an external dipole. 

DFT electronic structure calculated using CAM-B3LYP/STO-3G. 
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Figure D.8. Calculated molecular orbital energies for the five highest occupied and five lowest 
unoccupied MOs of a 10 nm-long (6,5) CNT in the presence and absence of an external dipole. 

DFT electronic structure calculated using B3LYP/STO-3G. 

 
Figure D.9. Calculated molecular orbital energies for the five highest occupied and five lowest 
unoccupied MOs of a 10 nm-long (7,6) CNT in the presence and absence of an external dipole. 

DFT electronic structure calculated using B3LYP/STO-3G. 
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Figure D.10. Plots of LDOS along the center of 10 nm-long CNTs (no external charges). (a, b) 
(6,5) CNTs and (c, d) (7,6) CNTs with DFT geometries optimized using (a, c) CAM-B3LYP/STO-

3G and (b, d) B3LYP/STO-3G, with a LDOS FWHM of 100 meV. 
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Figure D.11. Extended version of Figure 6.4. 
Plots of LDOS along the center of a 10 nm-

long (6,5) CNT with external dipoles of 
varying distances, as described in Figure 6.1 of 

the main text, showing the spatial and 
energetic impact of the external charges. (a-f) 
LDOS maps and the electric potential energy 

(white line, offset by -2 eV) of an electron 
along the central axis of the CNT due to the 

external dipole, with the negative charge pair 
nearest to the CNT at the distance (indicated 
on each plot) of (a) 10 Å, (b) 8 Å, (c) 6 Å, (d) 

4 Å, (e) 2 Å, and (f) 1 Å from the CNT edge. 
(g-l) same as (a-f) but with the positive charge 

nearest the CNT. For convenience, CNTs 
reflecting their spatial extent in the LDOS 
plots are located above (a) and (g). LDOS 

calculated using CAM-B3LYP/STO-3G, with 
a FWHM of 100 meV and 3 Å. 
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Figure D.12. Plots of LDOS along the center 
of a 10 nm-long (6,5) CNT with external 

dipoles of varying distances, as described in 
Figure 6.1 of the main text, showing the spatial 

and energetic impact of the external charges. 
(a-f) LDOS maps and the electric potential 
energy (white line, offset by -2 eV) of an 

electron along the central axis of the CNT due 
to the external dipole, with the negative charge 

pair nearest to the CNT at the distance 
(indicated on each plot) of (a) 10 Å, (b) 8 Å, 
(c) 6 Å, (d) 4 Å, (e) 2 Å, and (f) 1 Å from the 

CNT edge. (g-l) same as (a-f) but with the 
positive charge nearest the CNT. For 

convenience, CNTs reflecting their spatial 
extent in the LDOS plots are located above (a) 
and (g). LDOS calculated using B3LYP/STO-

3G, with a FWHM of 100 meV and 3 Å. 
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Figure D.13. Plots of LDOS along the center 
of a 10 nm-long (7,6) CNT with external 

dipoles of varying distances, as described in 
Figure 6.1 of the main text, showing the spatial 

and energetic impact of the external charges. 
(a-f) LDOS maps and the electric potential 
energy (white line, offset by -2 eV) of an 

electron along the central axis of the CNT due 
to the external dipole, with the negative charge 

pair nearest to the CNT at the distance 
(indicated on each plot) of (a) 10 Å, (b) 8 Å, 
(c) 6 Å, (d) 4 Å, (e) 2 Å, and (f) 1 Å from the 

CNT edge. (g-l) same as (a-f) but with the 
positive charge nearest the CNT. For 

convenience, CNTs reflecting their spatial 
extent in the LDOS plots are located above (a) 
and (g). LDOS calculated using CAM-

B3LYP/STO-3G, with a FWHM of 100 meV 
and 3 Å. 
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Figure D.14. Plots of LDOS along the center 
of a 10 nm-long (7,6) CNT with external 

dipoles of varying distances, as described in 
Figure 6.1 of the main text, showing the spatial 

and energetic impact of the external charges. 
(a-f) LDOS maps and the electric potential 
energy (white line, offset by 2 eV) of an 

electron along the central axis of the CNT due 
to the external dipole, with the negative charge 

pair nearest to the CNT at the distance 
(indicated on each plot) of (a) 10 Å, (b) 8 Å, 
(c) 6 Å, (d) 4 Å, (e) 2 Å, and (f) 1 Å from the 

CNT edge. (g-l) same as (a-f) but with the 
positive charge nearest the CNT. For 

convenience, CNTs reflecting their spatial 
extent in the LDOS plots are located above (a) 
and (g). LDOS calculated using B3LYP/STO-

3G, with a FWHM of 100 meV and 3 Å. 
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APPENDIX E 

SUPPORTING MATERIALS FOR CHAPTER VII 

 
Figure E.1: STS measurements of LDOS variation along SWCNT. a) STM topography (Vb = 
1 V, I = 2 pA) of an SWCNT on RbI/Au(111). The white dashed lines indicate the position of 
linear defects (D1 – D5) in the RbI monolayer. The black dashed lines show the path of STS 

measurements. b-d) STS measurements along SWCNT, recorded to the left of (b), on top of (c), 
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and to the right of (d). The horizontal white dashed lines show the position of linear defects in 
each STS measurement. e,f,g) Individual STS spectra from significant spatial locations in the 

progressions of STS spectra shown in b-d. 

 

SWCNT Point Defects 

In addition to the substrate-induced localized states in the SWCNT, we also observe 

SWCNT states that can be attributed to point defects in the nanotube. One such example is a 

Stone-Wales (SW) defect, which we identify by the presence of two localized mid-gap states 

centered around the Fermi level (Figure S2b).1 Furthermore, we are able to confirm the presence 

of this SW defect by healing it via a voltage pulse (~3 V) from the STM tip, which can be 

visualized as the difference in STS spectra between Figure S2b and Figure S2c, and is in 

agreement with reports of SW defect manipulation by STM in other studies.2, 3 By identifying 

this SW defect, it is clear that the LDOS features we discuss in the main text cannot be attributed 

to an SW defect due to their distinctly different LDOS behavior. Similarly, the LDOS variations 

discussed in the main text cannot be attributed to other point defects, like SWCNT atomic 

vacancy defects, which previous studies have shown would exhibit sharp LDOS features near the 

Fermi level,1, 4 in contrast to what we observe in experiment. 

 
Figure E.2: STS measurements of LDOS variation along SWCNT. a) STM topography (Vb = 
1 V, I = 2 pA) of an SWCNT on RbI/Au(111). The black dashed line shows the path of STS 
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measurements in b,c. b,c) STS measurements taken along the top of a SWCNT, recorded before 
(b) and after (c) the healing of a Stone-Wales defect in the SWCNT. 

 

High contrast version of STM topography of linear RbI defects 

 
Figure E.3: High contrast STM topography of SWCNT adsorbed across RbI linear defects. 

a) STM topography (Vb = 1 V, I = 2 pA) of an SWCNT on RbI/Au(111). b) High-contrast 
version of (a), which highlights the linear RbI defects. 

 

Alignment of DFT-calculated structures to experimental STM image 

To characterize the atomic structure of the grain boundary defects (GBDs) in RbI, we 

begin by finding the structural discontinuity between the two adjacent phases of RbI which, in 

Figure S4 corresponds to one Au lattice spacing. This discontinuity is identical for both narrow 
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and wide regions of the defect, with the difference between the two being one additional unit cell 

of space between adjacent domains. We find that our DFT-calculated structure (see Figure S4) 

aligns well with the STM topography on either side of the defect, and the STM topography at the 

defect (bright, raised regions in Figure S4) follows from the electrostatic behavior of the defect  

(see main text, Figure 4 and Supporting Information, Figure S4), where higher LDOS leads to 

more tunneling current at the defect. 

 
Figure E.4: Alignment of DFT-calculated RbI structure to experiment. The DFT-calculated 

structure of pristine RbI is overlaid on an experimental STM topography (Vb = 1 V, I = 5 pA), 
showing the structural discontinuity between adjacent RbI phases for both narrow and wide 
regions of a grain boundary defect in RbI. 
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Calculation of structure and electronic potential for ‘wide’ RbI grain boundary defect 

 
Figure E.5: DFT-calculated electronic potential changes at ‘wide’ RbI GBD. a,b) DFT-
optimized atomic models of ‘wide’ GBD in an RbI monolayer. The structural discontinuity 

between two adjacent RbI phases is highlighted in (a), with the dashed arrow showing the 
propagation of the pristine lattice vector from the left-side domain and the discontinuity shown 
as the vertical double-arrow. In (b), three RbI molecules per unit cell are added to bridge the 

empty region between discontinuous phases. The path along which potential energy (c) and 
simulated STS (e) are taken is indicated by the arrow. c) DFT-calculated change in potential due 

to RbI-Au interaction is shown in the direction orthogonal to the surface, and is sliced along the 
path shown in b. d) Change in electronic potential due to RbI-Au interaction sliced at the 
position of specific iodine atoms, indicated by the circles in b and the vertical lines in c. The 

horizontal lines show the average position of Au (gold), iodine (purple), and the height at which 
the STS measurement is simulated (e). e) Simulated STS measurement at a height of 0.5 nm 

above the surface, taken along the path shown in (b). f) Individual simulated STS spectra, taken 
from the position of the vertical lines shown in (e). 

 

Calculation of RbI binding preference on fcc vs reconstructed Au 

It is well known that it is energetically favorable for the nominally fcc Au(111) surface to 

reconstruct, resulting in a structure that varies spatially between fcc and hcp character.5 To 

understand how the presence of RbI affects this energetic preference, we have performed DFT 

calculations for monolayer RbI on both pristine fcc and reconstructed Au(111) surfaces. This 
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was done by building a reconstructed Au surface5 with dimensions of 4 x 44 Au interatomic 

spacings, which is commensurate with the hexagonal RbI structure observed here. The pristine 

fcc Au surface had dimensions of 4 x 4 Au interatomic spacings, and we used a 1 x 11 k-point 

grid to model the electronic structure at a similar level as for the reconstructed surface. We found 

that one layer of Au was insufficient to describe charge transfer interactions at the Au/RbI 

interface, and so two layers of Au atoms were used in each structure.  

 

The results for the DFT-calculated binding preference of RbI on both pristine fcc and 

reconstructed Au(111) surfaces is shown below in Table E.1. Our results show that the 

preference of RbI to bind to fcc Au is stronger than the energy gained by allowing Au to 

reconstruct, indicating that it is energetically preferable (by 0.15 eV nm-2) for monolayer RbI to 

grow on pristine fcc Au surfaces. This finding is in agreement with our STM images, where we 

do not observe reconstruction effects underneath RbI. 

 
reconstructed 

Au 

fcc Au calculation 

energy of substrate + 

adlayer / eV 
-1379.128 -121.645 from DFT 

energy of substrate / 

eV 
-1196.278 -104.509 from DFT 

energy of adlayer / eV -161.690 -14.622 from DFT 

unit cell area / nm2 13.687 1.244 from DFT 

binding energy / eV 

nm-2 

-1.545 -2.019 𝐸𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒/𝑎𝑑𝑙𝑎𝑦𝑒𝑟 − 𝐸𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 − 𝐸𝑎𝑑𝑙𝑎𝑦𝑒𝑟  
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planar density of Au 

in top layer / atoms 

nm-2 

13.442 12.858 from DFT 

energy of 

reconstruction / eV 

per Au atom 

-0.024 0 from literature5 

Reconstruction 

energy / eV nm-2 

-0.322 0 
𝑒𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑟𝑒𝑐𝑜𝑛𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 𝑝𝑒𝑟 𝐴𝑢 𝑎𝑡𝑜𝑚

𝑝𝑙𝑎𝑛𝑎𝑟 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝐴𝑢 𝑎𝑡𝑜𝑚𝑠
 

Binding + 

reconstruction energy 

/ eV nm-2 

-1.868 -2.019 𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔 + 𝐸𝑟𝑒𝑐𝑜𝑛𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛  

Table E.1: DFT-calculated results for RbI adsorption. Various raw and calculated values are 
shown which were used to calculate the binding preference of RbI on reconstructed vs fcc Au 

surfaces. For calculated values, the equations used are indicated in the right-most column.  
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