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High efficiency thin film solar cells have the potential for being a world energy solution because of their cost-effectiveness. Looking to the future of solar energy, there is the opportunity and challenge for thin film solar cells.

The main theme of this research is to develop a detailed understanding of electronically active defect states and their role in limiting device performance in copper indium gallium diselenide (CIGS) solar cells. Metastability in the CIGS is a good tool to manipulate electronic defect density and thus identify its effect on the device performance. Especially, this approach keeps many device parameters constant, including the chemical composition, grain size, and interface layers. Understanding metastability is likely to lead to the improvement of CIGS solar cells.

We observed systematic changes in CIGS device properties as a result of the metastable changes, such as increases in sub-bandgap defect densities and decreases in
hole carrier mobilities. Metastable changes were characterized using high frequency admittance spectroscopy, drive-level capacitance profiling (DLCP), and current-voltage measurements. We found two distinctive capacitance steps in the high frequency admittance spectra that correspond to (1) the thermal activation of hole carriers into/out of acceptor defect and (2) a temperature-independent dielectric relaxation freeze-out process and an equivalent circuit analysis was employed to deduce the dielectric relaxation time. Finally, hole carrier mobility was deduced once hole carrier density was determined by DLCP method.

We found that metastable defect creation in CIGS films can be made either by light-soaking or with forward bias current injection. The deep acceptor density and the hole carrier density were observed to increase in a 1:1 ratio, which seems to be consistent with the theoretical model of $V_{Cu}-V_{Se}$ defect complex suggested by Lany and Zunger. Metastable defect creation kinetics follows a sub-linear power law in time and intensity.

Numerical simulation using SCAPS-1D strongly supports a compensated donor-acceptor conversion model for the experimentally observed metastable changes in CIGS. This detailed numerical modeling yielded qualitative and quantitative agreement even for a specially fabricated bifacial CIGS solar cell. Finally, the influence of reduced hole carrier mobility and its role in limiting device performance was investigated.
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CHAPTER I

MOTIVATION

No new [energy] under the sun [in this world]

- Ecclesiastes 1.9

1.1 Why renewable energy is important

Solar energy is the only nearly limitless renewable energy source in the strict sense. Every hour earth receives enough solar energy for one year of worldwide energy consumption - about four orders of magnitude more than the current total annual energy needs for the entire planet [1, 2]. If we can learn to convert this solar energy to a useable form, then there would be no energy shortage in our world any more. However, if solar energy is going to become a practical alternative to fossil fuels, we need to develop efficient ways to convert sunlight into a convenient form of energy.

Planet earth has provided us with a very useful form of energy source for the last centuries: oil, which is predominantly used as a combustible fuel. Although today’s
primary sources of consumer energy – oil, coal, and gas – are relatively cheap and abundant, they are not only limited in availability but are also being criticized as a possible source of climate change (e.g. global warming), and are questionably viable for longer term use in the near future [3]. The increasing rate of population growth makes this situation worse. If two billion people in China and India start to want a better standard of living, it simply means that more energy is required. The so-called “Chindia factor” would be a disaster for the rest of the world unless their well-being is guaranteed by a more secure energy source [4]. Although it is impossible to accurately predict when the peak production in oil would occur (in other words, when demand for cheap oil would surpasses its supply) or when global warming would become a direct threat to the ecosystem, if we do not prepare for an alternate future with renewable energy sources, a real catastrophe seems inevitable given the current level of world energy consumption. At the current rate, world energy consumption can not be sustained unless a cooperative transition to alternative renewable energy sources takes place in the very near future.

When one considers the different forms of alternative energy sources, hydroelectricity is the most common form of renewable energy; however, the most cost effective sites have already been exploited. Wind energy cannot provide more than a small fraction of the world energy since its cost-effectiveness is proportional to the cubic power of the average wind speed, so potential windmill sites are limited to the off-shore areas with a high wind speed. Economically and technologically practical biomass energy is in the distant future considering the already consequential disruptions in the food market if used on a large scale. Hydrogen technology requires basic research
breakthroughs in hydrogen generation and fuel cell efficiency to compete with current technologies. Furthermore, hydrogen is not a direct source of energy but just a carrier at most [5]. Solar (or photovoltaic) cells convert sunlight directly into electricity. Only solar energy has a potential to replace the current level of fossil fuel. The U.S. is lucky to be endowed with a vast solar energy potential; converting only a small fraction of solar radiation into electricity in the Nevada desert area would provide enough energy for its entire national energy consumption [6].

Due to the growing need for renewable energy, the solar cell industry has expanded dramatically in recent years. Just mimicking Moore’s law in the microelectronics industry, overall solar cell production has been doubling every two years, increasing by an average of 35% each year since 2002, making it the world’s fastest-growing technology sector [7]. Among the available solar technologies, thin film solar cell technologies mostly fabricated from a-Si:H and CdTe achieved a 62% production growth in 2007. With the increasing manufacturing volume of solar cells, the industry is learning how to handle large scale production more efficiently and cheaply with a cost reduction over a cumulated learning curve, following rather general economic laws. Economies of scale and continued long term research experience will help to lower the manufacturing costs further [5].

For the large-scale solar cell deployment of electricity at a rate of 6 cents per kWh by 2020, Ken Zweibel, one of the most renowned renewable energy analysts in the field has recently proposed so called a “solar grand plan”. In his article, $420 billion in subsidies from 2011 to 2050 would be required to fund the infrastructure to make solar
economy cost-competitive [8]. This analysis assumes the readily-available average conversion efficiency of 14 percent with cost of system installation at $1.20 per watt [8]. Current thin film solar modules have 10 percent efficiency and an installed system cost of about $4 per watt.

Developing renewable energy means more than just a large chunk of investment. It requires public acceptance of a new way of living, a new culture at the same time. In fact, we need to figure out the right renewable solution right now. Imposing CO₂ emissions caps is not working fast enough to motivate people to conserve better or switch to the renewable energy. Simplifying our way of living and focusing on conservation is probably not be a sufficient solution in a world in which energy demands are ever growing faster than supply.

1.2 Why the thin film solar cell is important

The demand for solar cells, although small compared with the overall energy supply (less than 0.1% of total electricity consumption), has been growing rapidly (e.g., 62% in 2007) for the last several years. One reason for the growth in the thin film solar cell industry has been due to the polycrystalline Si shortage for Si solar cells. Since the material used to manufacture Si solar cells needs to be about one hundred times thicker than the typical thin-film technologies to capture the same amount of sunlight, small material usage is one of the most promising cost-effective strategies for thin film solar cell technology. Also, there are well-developed thin film deposition technologies in the
liquid crystal display (LCD) industry on the inexpensive large-area substrates like window glass. Currently, thin film solar cells can be manufactured at half the cost of crystalline Si, but have only roughly half the efficiency, so there is no net gain.

It is ironic that the technologies based on crystalline Si faces a real material shortage and consequent price increases because of scarcity in the polycrystalline Si feedstock. Furthermore, Si solar cells are already approaching a theoretical upper limit for energy conversion efficiency around 25 %, thus leaving little room for cost reduction largely because of silicon's 1.1 eV indirect bandgap. To date, the most efficient PV cell is a concentrated GaAs tandem cell, which boosts the conversion efficiency above 40 % [9]. This approach, however, is very expensive and new technologies such as dye cells, organic photovoltaics, and third-generation concepts have just begun and have a long research and development path ahead. For example, a unique quantum effect was found in silicon nanocrystal quantum dot materials by NREL researchers [10]. Although this quantum dot with the multiple exciton generation (MEG) could have a potential to reach a theoretical maximum efficiency as high as 85% in the thermodynamic limit, more lab-scale research to learn how to make a proper pn junction on the quantum dots for large area applications is an unsolved problem.

High efficiency thin film solar cells such as amorphous silicon (a-Si:H), copper indium-gallium diselenide (CIGS), and CdTe are gaining ground in part due to their cost-effectiveness. Steady progress in energy conversion efficiency has been made both in the laboratory and industry scale for these thin film solar cells [11-13]. An alternative for high efficiency thin film solar cells is to develop moderate-efficiency devices at
extremely reduced costs. Keeping in mind that price reduction in Si technology has been made by continuous improvement in the manufacturing process, thinning wafer thickness and manufacturing capacity expansion, we can expect the thin film solar cell to follow the same track of crystalline Si solar cells. Indeed, CIGS thin film solar cells have already attained a 19.9% in the laboratories. It may remain to learn how to maintain this performance level under a large scale manufacturing process.

As we look to the future of solar energy, it is clear that there are great opportunities and challenges for the material sciences. Once again, no new renewable energy exists under the sun in this world. It only comes from the sun.

1.3 Organization of the thesis

This thesis is organized as follows: Chapter 2 introduces the basic concepts of polycrystalline CIGS thin film solar cells. Ch. 3 describes the experimental methods used for electrical characterization of metastability in CIGS and presents mobility measurement method using high frequency admittance spectroscopy and drive level capacitance profiling (DLCP). Also, a novel J-V curve analysis method based on the intensity dependence of \( V_{OC} \) will be introduced and the origin of the diode ideality factor for solar cells will be explained by comparing the intensity dependence of the open circuit voltage and the quasi-Fermi level splitting in the middle of CIGS absorber using numerical simulation SCAPS-1D.
Ch. 4 proposes a detailed energy-configurational coordinate diagram for the metastability in CIGS films to relate changes in the device performance, and observes systematic metastable changes in electronic defect states during the metastable treatments, such as the 1:1 ratio relationship between deep defect densities and free carrier density and changes in hole carrier mobilities as well as electrical properties. Ch.4 also discussed the observation of the "Meyer-Neldel rule" (MNR) behavior of the deep acceptor defect activation energy during metastability, sub-linear power law in time and intensity dependence of defect creation kinetics in CIGS. A two electron capture model is proposed to explain the metastable defect creation in CIGS.

Ch5 presents numerical modeling of metastability in CIGS solar cells using the SCAPS-1D simulation program and discussed the roles of electronic defects and hole carrier mobility in limiting CIGS device performance by comparing experimental results and device modeling regarding metastability in CIGS. This detailed numerical modeling was also found to yield a good agreement for the specially designed bifacial solar cells both qualitatively and quantitatively.

Finally, Ch. 6 concludes with a summary of experimental results. This thesis contribution provides a detailed understanding of metastability in thin film CIGS solar cells, the carrier transport mechanism, the electronic defect states, and the related device performance.
Notes


CHAPTER II

THIN FILM SOLAR CELL BACKGROUND
AND SAMPLES STUDIED

2.1 Electrical properties of semiconductor

Solar cells convert the incoming sunlight into electrical energy by absorbing it in the semiconductor absorber layer. Photogenerated electron-hole pairs in the absorber layer are separated by the electric field gradient before they recombine. The material properties of the semiconductor determine how much photocurrent can be created, and these properties plus the field gradient of the pn junction formed by contacting two types of semiconductors determine how much voltage can be generated. In order to make a good solar cell we need to collect most of the photo-created charge carriers through the electrical contacts. Keeping in mind that minority carriers also need to be collected before they recombine with majority carriers in the space charge region, it is important that semiconductor have good electrical properties, such as long minority carrier diffusion length and high carrier mobility. Below is a brief background of the relevant semiconductor device physics, especially for p-type polycrystalline CIGS thin film solar
cells. More information on important principles and properties of semiconductors and solar cells can be found elsewhere [1-5].

2.2 Quantum mechanical interpretation of carrier transport

From a quantum mechanical perspective, transport mechanisms in semiconductors can be understood by band theory. The electronic band structure of a solid can be described as a continuous distribution of “allowed states” separated by "forbidden gap" of disallowed states. The band of allowed states is a set of solutions of the quantum mechanical eigenstates of electron wave function in the periodic crystal lattice. These states are given by the solution of a Schrödinger equation under a crystal lattice potential \( V(\vec{r}) \), e.g., \( H\Psi_{nk}=E_{nk}\Psi_{nk} \) where \( H \) is a Hamiltonian operator consisting of kinetic energy of electron and \( V(\vec{r}) \). Since \( V(\vec{r}) \) is periodic, \( V(\vec{r}+a)=V(\vec{r}) \), where \( a \) is the unit lattice vector, so this determines the basic function of wave function \( \Psi_{nk} \). This wave function solution in the periodic lattice is called a Bloch function, \( \Psi_{nk}=e^{i\vec{k} \cdot \vec{r}} U_{nk} \). The first part of Bloch function is a plane wave solution and \( U_{nk}(\vec{r}) \) is a periodic wave function in the crystal lattice. The Schrödinger equation indicates there are a set of number \( k \) for an integer index \( n \), and the energy eigenvalue \( E_{nk} \). Since there are such a large number of electrons (~10^{23}) with different eigenstates, the electronic energy structure is that of quasi-continuous allowed band of energy levels in either valence band or conduction band, but suddenly a forbidden energy gap appears in the middle for the semiconducting materials [6, 7].
However, the real situation in polycrystalline semiconductors is more complicated because large chemical fluctuations in stoichiometry and compositional disorder exist. In such a case the properties of these defects often dominates their electronic properties. Therefore, the identification and characterization of the electronic defect states in the forbidden energy gap must be developed to better understand the transport and optical properties in these disordered materials.

2.3 Material properties of polycrystalline CIGS thin film solar cell

Polycrystalline semiconductors maintain a reasonable degree of long range order within their micro-size crystalline grains. However, residual energy levels can exist and extend into this forbidden energy gap due to the polycrystalline nature. Whereas polycrystalline semiconductors have poorer transport and electronic properties compared to their single-oriented crystalline counterparts, polycrystalline CIGS films are found to have better properties than epitaxial single crystal films despite the existence of defects and imperfection at the grain-boundaries. Unlike the disorder-induced density of states (DOS) present in amorphous silicon, the types of defect structures at the grain-boundaries in CIGS and CdTe are believed to be benign to the solar cell operation [8, 9].

A number of sub-bandgap defect states have been identified in polycrystalline CIGS films [10]. These bulk defect states are intrinsically doped and are believed to be highly compensated. Most CIGS samples exhibit a well-characterized deep acceptor state lying 0.3 eV above the valence band. Early experimental results by Heath et. al.
showed the existence of a near mid-gap defect lying 0.8 eV above the valence band of the absorber, regardless of the gallium content [11]. Because mid-gap defects are more detrimental because they contribute more to the recombination, this defect at 0.8 eV above the valence band may become a dominant recombination center in CIGS films with a higher Ga content. The amphoteric nature of vacancy complexes also has been attributed to a possible recombination center through their conversion due to metastabilities in chalcopyrite solar cells [12].

Even the best CIGS materials exhibit a high level of compositional disorder, notably the non-stoichiometric Cu poor phase [5]. This mixed phase of compositional disorder is believed to result in a mixed phase nature at the nano-scale level, leading to a very complicated DOS structure for the CIGS materials. Such complex electronic structures are known to have significant consequences on photo-created carrier recombination processes within the bandgap of the materials so that the DOS structure plays a vital role in determining the electrical properties of the material and the device performance for the disordered materials. Furthermore, the photovoltaic application of CIGS somehow permits a variation of up to 10% in the CIGS stoichiometry to be tolerated without significantly degrading its electronic properties. This leniency regarding compositional disorder is accompanied by a complicated DOS structure and metastable behaviors. Thus researchers have had enormous difficulty in obtaining a fundamental understanding of the basic electronic properties of CIGS materials.

Currently, in the development of CIGS based solar cell technologies, various CIGS industries are exploring alternative methods of material synthesis, such as electro-
deposition, RF sputtering, and ink-jet printing, because of their potential for reducing manufacturing costs and materials usage [13]. To aid in this development, there is a recognized need for more basic material research to better understand the role of defect states in chalcopyrite based thin film solar cells.

2.4 Samples for this study

Materials under study in this work include I-III-VI₂ chalcopyrite alloys commonly referred to as copper indium diselenide (CIS) or copper indium gallium diselenide (CIGS) when gallium is substituted for some of the indium in CIS. In ternary compounds of Cu-chalcopyrites there exist nine possible combinations of elements with a wide range of band gaps from 1.0 eV for CIS to 2.4 eV for copper gallium disulfide. Almost all samples in this thesis work are CIGS quaternary compounds.

All samples studied were deposited at the Institute of Energy Conversion (IEC) using elemental evaporation with no intentional grading of the composition of the films [14]. Devices are deposited on soda lime glass substrates coated with 1 μm thick molybdenum (Mo) as the back ohmic contact. About 2 μm thick CIGS absorber layers were then deposited using single step or bi-layer elemental 4-source evaporation techniques. Several samples were grown at substrate temperatures lower than the usual temperature of 550 °C for the possible application of polyimide substrates or as a tool to understand possible grain size effects on carrier mobilities or device efficiencies.
Fig. 2.1 Cross-sectional SEM image of CIGS thin film solar cells (a) Normal CIGS with 700 nm Mo. (b) Bifacial CIGS solar cell with 40 nm Mo.

Most samples for this study have the typical sandwich structure for a solar cell: Glass/Mo/CIGS/CdS/ZnO/Ni:Al grid. The CdS buffer layers with 30-40 nm thickness were deposited using a chemical bath deposition process. 50 nm undoped ZnO and 500 nm thick ZnO:Al were sputtered to form a transparent conducting oxide (TCO) layer. Finally, a Ni:Al grid was evaporated as the top contacts using an electron beam evaporation technique.

A couple depositions were used to fabricate semi-transparent bifacial CIGS solar cells. These were successfully deposited using thin Mo back contacts that allow light to penetrate from the back side as well as from the front. A 2 μm CIGS layer with a Ga fraction near 30 at.% was deposited on top of a 40 nm thin Mo with sheet resistance of 5 Ω/sq. The device performance of the bifacial CIGS solar cells was almost the same as that of the conventional thick Mo counterpart although thin Mo samples showed larger series resistance and lower fill factor. A particular bifacial CIGS sample #33873.22 had a fairly good efficiency of 12.8 %, although the standard 700 nm thick Mo device 33837.12
with the same bandgap of 1.2 eV had a higher efficiency around 17%. While transmission at wavelengths between 780 nm and 980 nm was only about 4%, illumination through the thin Mo back contact of the bifacial CIGS solar cell, the bifacial samples have allowed us to examine changes in the CIGS bulk absorber properties that exclude effects of charge trapping at the barrier interface and metastable changes in CdS layer.

Device performance as measured by IEC for CIGS, wide-bandgap CISSe and pentenary CIGSSe samples are given in Table 2.1. Electrical characteristics for solar cell operation were measured under AM1.5 solar spectrum. Carrier density, dielectric relaxation time, and hole carrier mobility were obtained by DLCP and high frequency admittance measurements.
Table 2.1. List of electrical characteristics for CIGS, CISSe and CIGSSe samples. Sample properties including substrate temperature during growth, absorber compositions, bandgap, and device performance were measured by IEC. Carrier density, dielectric relaxation time, and hole carrier mobility were obtained by DLCP and high frequency admittance measurements. Spatial non-uniformity in the free carrier density resulted in wide range uncertainty in hole carrier mobility determination.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Tss (°C)</th>
<th>Eg (eV)</th>
<th>Ga (at.%)</th>
<th>η (%)</th>
<th>Voc (V)</th>
<th>Jsc (mA/cm²)</th>
<th>FF (%)</th>
<th>P (×10⁴ cm³)</th>
<th>ρε (ns)</th>
<th>μh (cm²/Vs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIGS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70008</td>
<td>550</td>
<td>1.0</td>
<td>0</td>
<td>9.53</td>
<td>0.41</td>
<td>34.17</td>
<td>65.6</td>
<td>8.8±0.6</td>
<td>2.5±0.2</td>
<td>2.9±0.3</td>
</tr>
<tr>
<td>24469</td>
<td>550</td>
<td>1.0</td>
<td>0</td>
<td>11.3</td>
<td>0.46</td>
<td>36.8</td>
<td>66.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24982</td>
<td>550</td>
<td>1.16</td>
<td>0.27</td>
<td>11.6</td>
<td>0.55</td>
<td>32.4</td>
<td>65</td>
<td>11±3</td>
<td>1.5±0.1</td>
<td>3.9±1.1</td>
</tr>
<tr>
<td>24456</td>
<td>550</td>
<td>1.16</td>
<td>0.27</td>
<td>11.6</td>
<td>0.55</td>
<td>32.4</td>
<td>65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24427</td>
<td>550</td>
<td>1.18</td>
<td>0.29</td>
<td>14.5</td>
<td>0.61</td>
<td>31.7</td>
<td>74.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24934</td>
<td>550</td>
<td>1.18</td>
<td>0.3</td>
<td>14.9</td>
<td>0.63</td>
<td>30.6</td>
<td>76.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24400</td>
<td>550</td>
<td>1.2</td>
<td>0.32</td>
<td>16.1</td>
<td>0.65</td>
<td>33</td>
<td>74.8</td>
<td>8.2±0.5</td>
<td>1.1±0.1</td>
<td>7.2±0.8</td>
</tr>
<tr>
<td>24233</td>
<td>480</td>
<td>1.19</td>
<td>0.32</td>
<td>14.3</td>
<td>0.61</td>
<td>32.3</td>
<td>72.2</td>
<td>5.9±0.8</td>
<td>0.92±0.1</td>
<td>12±2.1</td>
</tr>
<tr>
<td>24264</td>
<td>400</td>
<td>1.2</td>
<td>0.32</td>
<td>11.8</td>
<td>0.6</td>
<td>29.5</td>
<td>65.7</td>
<td>4.8±1.1</td>
<td>0.77±0.0</td>
<td>18±4.0</td>
</tr>
<tr>
<td>33713</td>
<td>550</td>
<td>1.2</td>
<td>0.32</td>
<td>15</td>
<td>0.6</td>
<td>33</td>
<td>67.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24988</td>
<td>550</td>
<td>1.29</td>
<td>0.46</td>
<td>15.2</td>
<td>0.72</td>
<td>29.1</td>
<td>72.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24915</td>
<td>550</td>
<td>1.42</td>
<td>0.65</td>
<td>12.2</td>
<td>0.78</td>
<td>23.6</td>
<td>65.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24912</td>
<td>550</td>
<td>1.53</td>
<td>0.8</td>
<td>8.8</td>
<td>0.82</td>
<td>16.3</td>
<td>65.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bifacial CIGS device</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33873.12</td>
<td>1.2</td>
<td>0.3</td>
<td>17</td>
<td>0.65</td>
<td>33</td>
<td>74.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33873.22</td>
<td>1.2</td>
<td>0.3</td>
<td>12.8</td>
<td>0.59</td>
<td>33.76</td>
<td>64.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33875.23</td>
<td>1.5</td>
<td>0.8</td>
<td>10</td>
<td>0.75</td>
<td>19.28</td>
<td>69.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33875.22</td>
<td>1.5</td>
<td>0.8</td>
<td>9.6</td>
<td>0.74</td>
<td>20.4</td>
<td>63.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wide Bandgap Cu(InₓGa₁₋ₓ)(Se₀.₇S₀.₂S)2 Device</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample</td>
<td>Cu/III</td>
<td>Ga/III</td>
<td>S/VI</td>
<td>Eg (eV)</td>
<td>Eff (%)</td>
<td>Voc (V)</td>
<td>Jsc</td>
<td>FF (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>------</td>
<td>---------</td>
<td>---------</td>
<td>-------</td>
<td>-----</td>
<td>--------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24160</td>
<td>0.91</td>
<td>0</td>
<td>0.33</td>
<td>1.2</td>
<td>9.4</td>
<td>0.48</td>
<td>29.24</td>
<td>67.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pentenary Cu(InₓGa₁₋ₓ)(Se₀.₇S₀.₂S)₂ Device Series</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24439</td>
<td>0.86</td>
<td>0.48</td>
<td>0.23</td>
<td>1.44</td>
<td>13</td>
<td>0.82</td>
<td>21.6</td>
<td>71.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24442</td>
<td>0.80</td>
<td>0.29</td>
<td>0.24</td>
<td>1.32</td>
<td>15</td>
<td>0.73</td>
<td>24.9</td>
<td>79.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Notes


CHAPTER III

EXPERIMENTAL METHODS

3.1 High frequency admittance spectroscopy

The measurements employed in our studies include a set of experimental characterization techniques: (1) high frequency admittance spectroscopy, (2) drive level capacitance profiling, and (3) current-voltage measurements. A schematic experimental setup is illustrated in Fig. 3.1, and a brief introduction of each characterization method follows.

A novel experimental method to probe the electronic properties of carrier transport in working photovoltaic devices has been newly implemented in this work. This method utilized a high frequency admittance bridge covering the frequency up to 80 MHz. We used the high frequency lockin amplifier from Stanford Research covering the frequency range up to 200 MHz (SR844) and an arbitrary waveform synthesizer (Agilent 33250). Although Agilent 33250 limits the system bandwidth coverage only up to 80 MHz, it was a particularly convenient choice because it has a direct-digital-synthesizer (DDS) capability and so can provide an oscillating voltage of variable amplitude on top of a dc bias level without sacrificing 80 MHz bandwidth. The 200 MHz bandwidth
National semiconductor CLC 425 op-amp was configured as a current pre-amplifier. In order to reduce the capacitance signal loss in the high frequency regime, this current pre-amplifier had to be placed together within the sample probe. Another crucial part of measurement instrumentation was a micro-relay that could switch between a calibration capacitor and a sample. Furthermore, it could provide a direct bypass without going through the current pre-amplifier to measure dc current voltage ($J-V$) behavior. The entire high frequency probe assembly including the sample under study, current pre-amplifier circuit, and micro-relay, fit within a compact dimension of $1 \times 2$ cm. All these components were cooled altogether within our LN2 gas flow cryostat. This LN2 cooled gas flow cryostat dewar system enabled the reliable selection of temperature between 90 and 340 K with an accuracy of approximately ±0.1 K. As a result, we were able to probe the high frequency response of the thermally activated admittance in the actual working photovoltaic devices. Data were taken using both GPIB and RS232 interfaces and then recorded by programs written in Visual C++ and Labview 7.0.

3.1.1 Admittance spectroscopy of CIGS and dielectric relaxation

Admittance spectroscopy is a well established technique that has been used to characterize the majority carrier traps present within the solar cell materials. It measures a frequency response of the capacitance and conductance at different temperatures and bias voltages. By analyzing steps and peaks in the capacitance and conductance respectively, we can determine features in the density of states distribution of defect
Fig. 3.1. Schematic of the experimental instrumentation.

states. The capacitance phase originates from the depletion layer in the junction, a region in the device where there is no free carrier which therefore acts as a dc blocking insulator. Conductance phase is the real part of admittance arising from the resistivity of the material, leakage of current, and mostly shunting in the depletion region.
Since admittance measurement is based on the junction capacitance of a pn junction or Schottky diode, admittance spectra can be modeled as an equivalent circuit consisting of the depletion capacitance $C_d$ in series with a parallel combination of the $RC$ circuit in the undepleted region. In Fig. 3.2 typical admittance spectra of CIGS 33400 at 175 K are shown. Clearly visible are two distinctive steps in capacitance that correspond to the contribution from the deep trap states and the free carrier response. The first capacitance step below 10 kHz arises from the deep defect response, coming from a band of deep defect states located roughly 0.3 eV above valence band maximum in the bulk CIGS absorber. Mid-region, between 10 kHz and 1 MHz, exhibits a nearly flat capacitance plateau. It corresponds to the depletion capacitance of the bulk CIGS junction, $C_d = \varepsilon A/w$, where $\varepsilon$ is the dielectric constant of the material, $A$ is the area of the sample, and $w$ is the width of the depletion layer. In addition to the defect related capacitance response freeze-out in admittance spectra, another sharp decrease in capacitance shows the dielectric relaxation above 2 MHz. This high frequency capacitance step can be clearly distinguished from other deep defect responses because it is a nearly temperature independent process and because the capacitance further decreases, and above 20 MHz, reaches down to the geometric capacitance, $C_g = \varepsilon A/t$, where $t$ is the thickness of the device. This high frequency step reflects the dielectric relaxation time of the CIGS layer, $\rho \varepsilon$, where $\varepsilon$ is the dielectric constant and $\rho$ is the resistivity of the CIGS absorber.

We first employed the equivalent circuit analysis to deduce the dielectric relaxation time and hence the resistivity in the undepleted portion of the CIGS layer.
Fig. 3.2. Admittance spectra for CIGS #33400 have been measured at 175 K showing two distinctive steps. Low frequency step arises due to the contribution from the deep trap states and high frequency step corresponds to the dielectric freeze-out of the free carrier response.
An equivalent circuit model is shown in Fig. 3.3. We imagined the CIGS layer to consist of a set of very thin slabs of infinitesimal width, Δx, connected in series with the depletion capacitance, \( C_d \). Each slab consists of a capacitance, \( c = \varepsilon A/\delta x \), in parallel with a resistance, \( r = \rho \delta x / A \), so that the \( rc \) time constant product of this parallel circuit simply equals \( \rho \varepsilon \), the dielectric relaxation time. The dielectric relaxation time is the characteristic time in which a charge motion in the material is able to respond to an external potential perturbation. Note that the shunt resistance at the depletion region can be ignored for simplicity in this modeling because it does not significantly affect the result. The actual dielectric freeze-out in the admittance spectra appeared only above frequencies of roughly 10 MHz since the majority carrier mobility is fairly large in polycrystalline CIGS absorber. In other words, the dielectric relaxation time was on the order of 1 ns, which is a timescale such that the undepleted part of the bulk absorber can not respond to the high frequency perturbation and so behaves as an insulator. The impedance of one of the infinitesimal slab is simply

\[
Z_1 = \frac{r}{1 + i\omega \rho \varepsilon}
\]

(3.1)

where \( \omega \) is an angular frequency. Since there will be a total \( N(1-w/t) \) slices of infinitesimal width, each having impedance of \( Z_1 \) for the undepleted region of CIGS absorber, the total impedance of the semiconductor layer is

\[
Z = \frac{1}{i\omega C_d} + \frac{N(1-w/t)r}{1 + i\omega \rho \varepsilon}
\]

(3.2)

\[
= \frac{\omega(N(1-w/t)rC_d + \rho \varepsilon) - i}{\omega C_d(1 + i\omega \rho \varepsilon)}
\]

(3.3)
Fig. 3.3. Equivalent circuit model. Series of slabs of infinitesimal width $\delta x$, each having a capacitance, $c = \varepsilon A / \delta x$, in parallel with a resistance, $r = \rho \delta x / A$, is connected in series with the depletion capacitance, $C_d = \varepsilon A / w$. The $rc$ time constant product of this parallel circuit equals a dielectric relaxation time constant $\rho \varepsilon$ for the undepleted part of CIGS absorber.

Since capacitance is the imaginary part of the admittance, which is the inverse of the impedance, we readily obtain the frequency response of the capacitance and conductance in this equivalent model as follows:
\[ C = \text{Im}(Y / \omega) = \text{Im}(Z^{-1} / \omega) \]  
\[ = \text{Im}\left( \frac{C_d (1 + i\omega \epsilon)}{\omega(N(1 - w/t)C_d + \omega \epsilon) - i} \right) \]  
\[ = \text{Im}\left( \frac{C_d (1 + i\omega \epsilon)}{\omega(C_d/C_g)(\omega \epsilon)^2 - i} \right) \]  
\[ = C_d \frac{\omega^2 (C_d/C_g)(\omega \epsilon)^2 + 1}{\omega^2 (C_d/C_g)^2 (\omega \epsilon)^2 + 1} \]  
\[ = \begin{cases} 
C_d & \omega \to 0 \\
C_g & \omega \to \infty 
\end{cases} \]  
\[ \text{and } G = C_d \frac{(C_d/C_g - 1)\rho \epsilon \omega^2}{(C_d/C_g)^2 (\omega \epsilon)^2 \omega^2 + 1} \]  

Simple substitution has been used to convert geometric relation into capacitance in this calculation

\[ \frac{t}{w} = \frac{C_d}{C_g} \]  

since,

\[ C_d = \frac{\rho \epsilon}{N w r}, \quad \text{and} \quad C_g = \frac{\rho \epsilon}{N r} \]  

As shown in Eq. 3.8, we note that this equivalent circuit analysis of the parallel rc network model fulfills the boundary condition for both the capacitance and conductance phases as frequency approaches the asymptotic limits of zero or infinity. Capacitance in the low frequency region becomes the depletion capacitance and approaches the
geometric capacitance in the high frequency limit. The conductance phase shows a peak when there is a step in capacitance phase. At both frequency limits the conductance phase disappears to zero. An example of the equivalent circuit analysis to fit actual high frequency admittance data is shown in Fig. 3.4 using Eq. 3.7 and Eq. 3.9. Excellent fits to the admittance data were obtained for two different values of dc bias. The reverse bias admittance spectra were fitted even better due to a reduced contribution from the deep defect response at the lower frequency as the probing edge of the depletion region moved farther away from the junction interface. While the fitted value of $\rho e$ remained constant at 1.15 ns, the peak in conductance moved to a higher frequency as the depletion capacitance decreased. That is, the change in peak position with reverse bias arises because the depletion capacitance decreases as reverse bias is applied. The shift in peak frequency in the conductance phase can be proven analytically using the Kramer-Kronig relationship by taking a second derivative of Eq. 3.7 with respect to angular frequency so that the peak in the conductance phase will occur at the same frequency at the inflection point in the capacitance phase [1]. Specifically,

$$\omega_{\text{peak}} \cong \frac{1}{C_d / C_g \rho e}$$  \hspace{1cm} (3.12)

Furthermore, we have considered the influence of an additional series resistance in the dielectric relaxation model. Although the equivalent circuit analysis with an additional series resistance makes the calculation a bit more complicated, it turns out to modify only the value of the high frequency response in this dielectric relaxation approximation. That is, for an assumed series resistance $R_s$
Fig. 3.4. High frequency capacitance (solid symbols) and conductance (open symbols) data on CIGS sample #33456 at 125 K and two different values of applied bias. In fitting the admittance data at two different biases, same values of $\rho \varepsilon$ were obtained.

\[
C \rightarrow C_g \frac{1}{(1 + \frac{R_C}{\rho \varepsilon} )^2} \quad \text{as} \quad \omega \rightarrow \infty \tag{3.13}
\]

Since the dielectric time constant is in the order of 1 ns, even a small series resistance will significantly modify the capacitance response in the high frequency limit in this second order approximation. As a consequence, any additional series resistance will cause the inferred geometric capacitance to be greatly attenuated around the dielectric relaxation frequency.
3.1.2 Density of states in the bandgap

It has long been known that there exist energy levels, the so-called the density of states (DOS) within the bandgap of semiconductors. We define DOS to be a function of energy, \( g(E) \), such that the \( g(E) \text{d}E \) represents the number of states per unit volume with energies between \( E \) and \( E+\text{d}E \). CIGS related compounds are polycrystalline materials, i.e. materials that contain a variety of crystal orientations with many grain boundaries. Even the highest quality CIGS materials are believed to contain large intrinsic fluctuations in stoichiometry and compositional disorder. Such fluctuations in addition to the polycrystalline nature results in a complicated DOS structure for the CIGS materials.

Standard UV/visible/infrared optical measurements are a typical tool for characterizing the DOS within a thin film solar cell material [2]. Spectroscopic absorption or transmission measurements are often performed to examine the electronic structure of a material. For example, a spectroscopic ellipsometry technique is unique in its ability to measure the complex refractive index or dielectric constants using phase sensitive detection. However, conventional optical measurements fall short of characterizing sub-bandgap DOS and their effect on device performance.

Instead several sub-bandgap absorption measurements have been developed and applied to determine the DOS within the bandgap for amorphous silicon, such as photo-thermal deflection spectroscopy (PDS), constant photocurrent method (CPM),
and transient photocapacitance (TPC) [3]. These measurements can be applied to the thin film solar cells in their working device configuration, as opposed to the bare materials for the typical optical measurement so that features in DOS can be less ambiguously correlated with their device configuration. Although sub-bandgap absorption measurements have many advantages in studying DOS in that they yield both quantitative and spatially resolvable defect distribution, by far more sensitive measurement techniques are required for the detailed study of DOS of CIGS-related materials [4].

Fig. 3.5. Density of states schematic diagram for a-Si:H and CIGS. (1) a-Si:H: Fermi level ($E_F$) is pinned on defects in the conduction bandtail states and carrier density is thus thermally activated at $\Delta E_F = E_C - E_F$. (2) CIGS: Between the $N_A$ defect state and the valence bandtail states, DOS is too small to pin the $E_F$. Thus, $E_F$ changes with temperature to maintain a constant free hole carrier density.
3.1.3 Numerical modeling by SCAPS-1D

Numerical simulations were made with the latest version 2.7 of SCAPS-1D software, a Solar Cell CAPacitance Simulator in 1 Dimension, developed by researchers at University of Gent [5]. The program SCAPS finds numerical solutions for the baseline solar cell structure consisting of several semiconductor layers with different energetic distributions of deep defects states. An example is given in Fig. 3.6.

In addition to calculating the model cell efficiency, we were able to fit the experimentally obtained thermal admittance spectra using SCAPS modeling without donor defect states. High frequency AS at different temperatures was successfully simulated in Fig. 3.7. The acceptor defect with single discrete energy level at 0.3 eV above the valence band was used as a recombination center and fairly good agreement between our simulated results and our experimental data was obtained. Furthermore, the conductance phase can be fitted well simultaneously by applying the Kramers-Kronig relationship to the SCAPS capacitance fit.

A fairly extensive baseline SCAPS model was developed to account for the admittance spectra and current-voltage (\(J-V\)) curves at the same time whose band diagram is shown in Fig. 3.6. This baseline model incorporates the hole carrier mobility information which was found through the nonlinear square fitting of the high frequency admittance spectra using the equivalent circuit analysis of Eq. 3.6 and Eq. 3.8, as previously shown in Fig. 3.4. A single discrete energy distribution for a deep defect was
Fig. 3.6. Band diagram for CIGS solar cell under front illumination of 100 mW/cm² at 300 K.

used in the SCAPS modeling. The measured temperature dependence of admittance spectra (symbols) was then successfully fitted (lines) as shown in Fig. 3.7 under 0 and -1 V bias condition. The parameters used to fit the admittance spectra are listed in Table 3.1. Note that we had to vary slightly the capture cross-section and energy position of the defect state to match the admittance spectra to reproduce the observed temperature dependence. Therefore there is a more complex thermal emission behavior from the defect, such as a thermal barrier to carrier capture. However, we assumed a constant temperature independent carrier density and mobility in the simulation.
Fig. 3.7. Admittance spectra (symbols) for CIGS #33400 as a function of temperature and bias voltage. SCAPS modeling (lines) with single discrete energy distribution of defect states fits well for both 0 and -1 V bias condition.

Table 3.1. SCAPS parameters used to fit admittance spectra in Fig. 3.7

<table>
<thead>
<tr>
<th>Hole mobility $\mu_h$ (cm$^2$/Vs)</th>
<th>Hole carrier density (cm$^{-3}$)</th>
<th>Defect density (cm$^{-3}$)</th>
<th>Defect energy (eV)</th>
<th>Emission prefactor (sec$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>$6 \times 10^{14}$</td>
<td>$2.4 \times 10^{15}$</td>
<td>0.185</td>
<td>$5.5 \times 10^{10}$</td>
</tr>
</tbody>
</table>
Temperature dependence of AS suggests that the conductivity of the CIGS material is nearly temperature independent at least for the lower temperature region below 225 K. Note that the hole mobility and carrier density are temperature independent in SCAPS simulation. Varying the hole carrier density with temperature significantly overshoots depletion capacitance in the high frequency region or affects the dielectric relation frequency significantly.

3.2 Drive level capacitance profiling

Capacitance-voltage (CV) measurements across a semiconductor diode junction are one of the most commonly used techniques to obtain the carrier density and built-in potential \( V_{bi} \). The simplest analysis of an abrupt pn junction assumes a constant carrier density throughout the depletion region in the same manner as in the metal-semiconductor contact [6]. If carrier density is not uniform over the thickness of the semiconductor layer, the differential capacitance method can be used to determine the doping profile, and then the carrier density can be plotted as a function of the depletion width \( w \) from the CIGS/CdS barrier junction, which is given by

\[
w = \sqrt{\frac{2\varepsilon(V_{bi} - V_a)}{qN_A}}
\]  

(3.14)

where \( q \) is the electron charge, \( \varepsilon \) is the dielectric constant of the material, \( V_{bi} \) is the built-in potential, \( V_a \) is the applied bias, \( N_A \) is the charge density in the p-type semiconductor. The corresponding depletion capacitance is then given by
Fig. 3.8. Comparison of CV and DLCP for CIGS #33400 measured at 1 MHz. Voltage bias from -1 V down to 0 V with 0.1 V step.

\[ C = \frac{\varepsilon A}{w} \]  

where \( A \) is the surface area of the sample. Combining Eq. 3.14 and Eq. 3.15, the acceptor density \( N_A \) in the bulk CIGS is given as

\[ N_A = -\frac{C^3}{q\varepsilon A^2} \left( \frac{dC}{dV} \right)^{-1} = \frac{2}{q\varepsilon A^2} \left( -\frac{1}{d(1/C^2)/dV} \right) \]  

However, there is a problem with the CV method if deep defect states exist within the bandgap. This situation introduces an additional capacitance response within the depletion region so that free carrier density can be greatly overestimated even when measured at high frequency and low temperature. Also, CV density will be greatly affected when there are densities of interface states. The effect of such interface states has been simulated previously for the case of a broad Gaussian band of deep acceptor states near the barrier interface [9, 10].
Drive level capacitance profiling (DLCP) measurements can be used to obtain the true free carrier density as a function of position throughout CIGS film. That is because at sufficiently high frequencies and temperatures the DLCP density receives little contribution from the deep trap states. Therefore, in order to determine the shallow acceptor density in the absorber layer of CIGS solar cells, we performed DLCP measurements at frequencies just below the dielectric freeze-out condition. For an accurate determination of the carrier density by this method it is important that the Fermi energy not be pinned within a region of high DOS in the bandgap. Typically, 1 MHz DLCP measurements at 150 K was well below the freeze-out condition. Although both the CV and DLCP typically showed a distinct spatial variation in the shape of profiling, the estimated free carrier density from the DLCP was always lower by a factor of two lower compared to the CV density. We attribute this difference in the different sensitivity of CV and DLCP to the deep trap density at particular measurement condition [8, 11].

Although the conventional CV method had previously been used to obtain the free carrier density, depletion width and deep trap density in CIGS, information about their spatial variation within the pn junction was not easily understood. Indeed, one major group in the CIGS community continues to argue that deep traps must be associated with interface states or at least with an ordered vacancy complex near interface region [12]. These arguments are based on experimental results that indicated that deep trap response can be altered by the surface treatments [13]. However, since the DLCP technique can clearly distinguish the bulk states response
from the interface effects, there is no doubt that interface states cannot account for the DLCP profiles extending far into the bulk region of the CIGS layer.

3.2.1 Determination of the majority carrier mobility

We have been able to deduce hole mobilities in the undepleted region of the CIGS polycrystalline films in the working solar cell configuration [5]. Although hole mobilities of the CIGS have been determined in the traditional manner using the Hall effect in conjunction with resistivity measurements, such measurements require insulating substrates with coplanar contacts geometry. Instead, we were able to deduce that the hole mobility of CIGS material was typically about 10 cm$^2$/Vs at 150 K and was not strongly temperature dependent. The DC conductivity in a semiconductor is given by

$$\sigma = q \rho \mu$$

so that

$$\mu = \frac{\sigma}{q \rho (p \epsilon)}$$

where $\sigma$ is conductivity, $p$ is the free hole carrier density, $\rho$ is resistivity, and $\mu$ is the mobility of the material.

Hole mobilities in CIGS films do not seem to be well correlated to the solar cell performance. Furthermore, hole mobilities for samples grown at lower substrate temperature turned out to be higher [14]. Since lower substrate temperature is
believed to cause more structural disorder in the polycrystalline material, higher hole mobilities for samples grown at lower substrate temperature tends to be contradicted by their lower conversion efficiencies. Therefore, performance of CIGS solar cells is not likely to be mobility-limited, because majority carrier mobilities are high enough to guarantee the electrical transport. However, even high efficiency CIGS solar cells actually suffer a loss in the short circuit current $J_{SC}$ and open circuit voltage $V_{OC}$ due to the recombination in the space charge region if combined with relatively low mobility in practice, especially when the metastable changes take place to modify the rate of recombination process and hole carrier mobility by the conversion of charge state of $V_{Se^{-}}-V_{Cu}$ defect complex [11].

3.2.2 Distinguishing free carrier density from bulk defect states

As shown in Fig. 3.8, 1 MHz DLCP below 200 K is independent of temperature and its spatial variation becomes smaller. In this regime, the DLCP profile indicates the spatial variation of the shallow dopant because most of the deep states can not follow the fast applied perturbation within the time scale of

$$\tau = \frac{1}{\omega} = \frac{1}{v_0} \exp\left(\frac{E_e}{kT}\right)$$

(3.20)

where $\omega$ is angular frequency of the perturbation, $v_0$ is the attempted-to-escape frequency, $E_e$ is the limiting energy for the carrier transport.
3.3 Current-voltage curve characteristics

The current-voltage ($J-V$) curve measurement is the most common characterization technique for determining solar cell performance. Current is measured as a function of applied voltage in both dark and light condition. The light $J-V$ curve is shifted down into the fourth quadrant because the photocurrent gives rise to the power generation. Since CIGS is p-type semiconductor, hole carriers move toward the back contact under illumination. As more forward bias is applied, the current starts to flow in the opposite direction and becomes positive. The forward bias at which no current flows is called the open circuit voltage $V_{OC}$, and when applied voltage is zero, the current is called the short circuit current $J_{SC}$. The power delivered is simply the voltage times the current, with the maximum power density occurring at $P_m = J_m \times V_m$. The fill factor $FF$ is also an important parameter as is the energy conversion efficiency $\eta$. Since it is difficult to measure $\eta$ directly, $FF$ is often used to define the overall performance of a solar cell in the laboratory characterization. Whereas $FF$ is rather immune to the light intensity, $\eta$ increases for the concentrated system because $V_{OC}$ increases logarithmically with the light intensity while $J_{SC}$ is linear to the light intensity. These are defined by

$$FF = \frac{P_m}{V_{OC} J_{SC}} \quad \text{and} \quad \eta = \frac{P_m}{P_{in}}$$

(3.21)
Fig. 3.9. Typical example of $J-V$ curve characteristics under AM1.5 standard illumination condition, 100 mW/cm$^2$ at 25 °C. The fill factor is 67.6 % and the cell efficiency is 15 % for CIGS #33400.

where $P_{in}$ is the input illumination power at typically 1 sun or 100 mW/cm$^2$. A typical $J-V$ curve is shown in Fig. 3.9 at RT under AM1.5 standard 1 sun illumination condition.

3.3.1 Ideal diode equation analysis

The ideal case for the current-voltage under light is given by

$$J = J_0 \left( \exp \left( \frac{qV}{AKT} \right) - 1 \right) - J_{sc}$$

(3.22)

where $J_0$ is the diode current density and $A$ is the ideality factor of the solar cell. In general there are several non-ideal feature that affect $J-V$ curve characteristics for
solar cell operation. These parasitic loss factors include series resistance $R$, shunt conductance $G$, and diode ideality factor $A$. The standard (non-) ideal $J-V$ curve analysis used in this work follows the practical procedure described elsewhere [15]. An example of $J-V$ curve is shown in Fig. 3.10. Typical analysis procedures were performed following four steps and plots:

(a) The raw $J-V$ curves in the dark and under AM1.5 (strong daylight equivalent) illumination

(b) A plot of $dJ/dV$ near $J_{SC}$ to determine the shunt conductance

(c) A plot of $dV/dJ = R + \frac{AKT}{q}(J + J_{SC})^{-1}$ against $(J + J_{SC})^{-1}$

(d) A semi-logarithmic $J-V$ plot against $V - RJ$ to identify $A$ by an alternative way

While typical values for the ideality factor lie in the range between 1.3 and 2 as shown in Fig. 3.10(c), $A$ can be even larger than 2 in most of cases. Higher values of $A$ are often attributed to the presence of the deep defects as recombination centers in the bulk CIGS [16]. Note that there are some discrepancies when determining the ideality factor and other device parameters from the dark and light condition.

We developed a simple experimental alternative method to evaluate the ideality factor $A$ using the light dependence in $V_{OC}$. Assuming that $J_{SC}$ is linearly proportional to the light intensity, the ideality factor can be deduced simply from the
Fig. 3.10. Light and dark $J$-$V$ curve characteristics of typical CIGS cell: (a) standard $J$-$V$ plot (b) shunt characterization (c) derivative resistance plot against $(J+J_{SC})^{-1}$ to determine ideality factor $A$ and series resistance $R$ (d) typical semi-logarithmic plot of $J+J_{SC}$ against $V-RJ$ using $R$ obtained from the fir in (c).

Light intensity dependence of $V_{OC}$. At open circuit condition, ideal $J$-$V$ curve becomes

$$J = J_0 (\exp(\frac{qV_{OC}}{AKT}) - 1) - J_{sc} = 0 \quad (3.23)$$

so that

$$A = \frac{q}{kT} \frac{dV_{OC}}{d \ln(I_{int})} \quad (3.24)$$
where $Int$ is the light intensity which is linearly proportional to $J_{SC}$. As shown in Fig. 3.10(b), semi-logarithmic dependence against light intensity confirms the previously determined value of the ideality factor in Fig. 3.10(c). Fig. 3.11(a) shows the validity of the linear relationship assumption between $J_{SC}$ and light intensity in the modeling.

Fig. 3.11(c) shows the temperature dependence of $V_{OC}$ assuming that the diode current $J_0$ is given by

$$J_0 = J_{00} \exp\left(-\frac{\Phi_b}{AKT}\right)$$

(3.25)

The temperature dependence of the $V_{OC}$ does not show any tendency of saturation at a low temperature regime in SCAPS modeling. Since the offset at zero Kelvin temperature gives the barrier height at the CIGS/CdS interface, a linear fit to the modeling data in Fig. 3.11(c) clearly indicates that the dominant recombination center is in the CIGS absorber layer. This could have two possible consequences. Because SCAPS modeling does not include any additional interface defect, the interface defect state needs to be considered to explain the actual $V_{OC}$ saturation at temperature lower than 200 K, possibly associated with pinning of the electron quasi-Fermi level at the cliff-like conduction band offset at the interface. Second, the linear fit of experimental $V_{OC} \rightarrow E_g/q$ as $T \rightarrow 0$ means that there is not a Fermi level pinning mechanism at the interface states regarding the lack of $V_{OC}$ for the wide bandgap chalcopyrite case. Therefore, a large number of bulk defect states can be predicted to pin the quasi-Fermi level splitting at low temperature.
Fig. 3.11. Intensity and temperature dependence of $V_{OC}$ for the bifacial CIGS #33873.22 and the baseline SCAPS model. (a) Showing $J_{SC}$ is linearly proportional to light intensity. (b) $V_{OC}$ depends logarithmically with light intensity. A linear fit used to determine the diode ideality factor $A$. (c) The temperature dependence of $V_{OC}$ shows that $V_{OC} \rightarrow Eg/q$ (1.22 V for CIGS bandgap) as $T \rightarrow 0$. (d) A comparison of the intensity dependence of $V_{OC}$ and quasi-Fermi level splitting in the middle of CIGS absorber showing the apparent slope difference by a factor of $A$.

Fig. 3.11d shows that the slope of $V_{OC}$ against light intensity is determined by a spatially homogeneous recombination center in the bulk CIGS film. It is helpful to note that the difference between the slopes of the quasi-Fermi levels splitting in the middle of CIGS device is larger by exactly the ideality factor compared to the one of
the intensity dependence of $V_{OC}$. This is true for the following reason: for the quasi-steady-state, the electron density is determined by the condition that the generation rate, $G$, be equal to the recombination rate, $R$, 

$$G = R \propto N_R np$$

(3.26)

where $N_R$ is the density of the recombination center participating a bimolecular recombination process, and that $G$ is proportional to the light intensity. Since the quasi-Fermi level of holes is less susceptible to changes in light intensity, most of the intensity dependence of the quasi-Fermi level splitting comes from the change in the quasi-Fermi level of electrons. The intensity dependence of quasi-Fermi level splitting is readily available from the change in the electron density

$$n = N_C \exp\left(\frac{E_C - E_{Fn}}{kT}\right)$$

(3.27)

$$E_C - E_{Fn} = kT \ln\frac{n}{N_C} \propto kT \ln\frac{G}{pN_R}$$

(3.28)

where $N_C$ is the effective density in the conduction band and $E_{Fn}$ is the quasi-Fermi level of electrons. From the above relation,

$$\frac{d(E_C - E_{Fn})}{d \ln(\text{Int})} = kT$$

(3.29)

In contrast to the intensity dependence of $V_{OC}$, the quasi-Fermi level splitting does not contain any ideality correction factor in thermal energy. That semi-logarithmic intensity dependence of quasi-Fermi level splitting in Eq. 3.29 is obeyed means that bimolecular recombination process takes place at the spatially homogeneous bulk defect states in the CIGS.
3.3.2. Red kink effect in the near-infrared current-voltage curves

We typically measured the \( I-V \) curve characteristics using sources of 780 nm and 980 nm monochromatic near-infrared light at intensity of 50 mW/cm\(^2\) or 100 mW/cm\(^2\). These sources were used in part because normal sources of white light cause additional metastable effects in the CdS buffer layer. The same near-infrared light sources and light intensities were used in light-soaking. However, using such near-infrared light sources also resulted in the so-called “red kink” effect because photon energies lie below the CdS bandgap and so do not produce enough photoconductivity for the carrier transport in the CdS layer [17]. As shown in Fig. 3.12 the absence of sufficient photoconductivity significantly distorted the \( I-V \) curves. It turned out that \( V_{oc} \) did not change even with the red kink effect, only \( FF \) does [18]. Red kink effect can not be understood simply as a series resistance effect. It could rather be interpreted as a back-to-back diode model if there is another diode in reverse direction. However, we found that by adding a very weak UV light at a wavelength of 254 nm the red kink problem can be suppressed without affecting either the short circuit current or the open circuit voltage [11, 18]. It is worth noting that the red kink effect might entail a serious loss mechanism for the application of tandem solar cells.
Fig. 3.12. Red kink effect (open symbols) and UV curing method (solid symbols) for the near-infrared light $I-V$ curves.
Notes


CHAPTER IV

METASTABILITY IN CIGS

4.1 Metastable defect creation in CIGS

For more than a decade the promise of high energy conversion efficiencies inspired photovoltaic research on electronic metastability in CIGS. Photovoltaic devices based on thin film polycrystalline CIGS absorber layers have achieved device efficiencies of more than 19% in the laboratory [1]. However, large scale manufacturing processes obtained much lower efficiencies of around 10%. According to the detailed balance limit of Shockley and Queisser there is yet room for further improvements in efficiency up to 28% [2]. The relationship between electronic properties and their role in limiting device performance still remains an open question. Since a major part of device efficiency is limited by carrier recombination, it is important to understand how the carrier recombination mechanism changes with metastable behavior in CIGS.

Despite a growing amount of research into the material properties of CIGS, metastabilities in CIGS are not well understood. Specifically, questions remain as to whether such behavior reflects poorer bulk properties of the CIGS layer, or whether it is due to interface properties at the junction. Following the summary of our research
objectives, (1) We seek to characterize and understand the nature of electronic metastability in CIGS devices both qualitatively and quantitatively. In particular we wish to understand from where metastability originates, either interface or bulk properties. (2) We seek to find the correlation between metastable changes in the carrier densities and their effects on device performance. Also, we try to identify the detailed physical mechanism underlying metastability in CIGS. We combine experimental studies of device characterization with numerical modeling using SCAPS-1D.

4.1.1 Metastable defect creation and annealing

In order to compare the metastable defect creation and annealing process, the energy barriers of the metastable defect creation and annealing need to be characterized as a function of the temperature at which the sample was light-soaked and annealed. One of the important aspects of the metastability research is that we need to keep the sample below 250 K to minimize thermal annealing of the metastable defects [3]. In order to investigate changes in the bulk CIGS under prolonged light exposure, we used laser diodes as a monochromatic light source at near-infrared wavelengths of 780 nm and 980 nm to obtain fairly uniform light-induced defect profile throughout the CIGS absorber. We tried to keep the light intensity relatively low while $J$-$V$ curves were measured because too much light exposure under the forward bias condition could result in additional bias-induced metastable changes. Since metastabilities can be induced by forward and reverse bias, we were careful to choose the voltage ranges for DLCP and $J$-$V$
Fig. 4.1. Isochronal annealing of the light-induced changes in the high frequency capacitance and DLCP: (a) Set of 125 K capacitance spectra of CIGS #33400 for a sequence of isochronal annealing in the dark at temperature from 200 K to 320 K with 20 K step for 10 minutes. Sample was light-soaked for 3 hours at room temperature (post-LS) using monochromatic light source at 780 nm at 100 mW/cm². After subsequent isochronal annealing, depletion capacitance starts to decrease down to the previous annealed state (pre-LS). (b) Corresponding set of 125 K DLCP after such isochronal anneals.

measurements. Metastable changes were also induced in the dark using a forward current injection up to values of the short circuit current under 1 sun or AM1.5 intensity. Thus we were able to compare the effect of light-induced carrier generation with the effect of electrical current injection.

Using a single 10 minute isochronal anneals at various temperatures and an isothermal anneals at 280 K after several hours of light-soaking, we obtained the energy barrier $E_{bl}$ of the metastable defect relaxation. CIGS sample #33400 was light-soaked at 250 K for 3 hours, and then immediately cooled to 125 K in the dark. After the light-soaking, high frequency capacitance spectra at 125 K were measured for a sequence of isochronal annealing for 10 minutes in the dark at temperature ranging from 200 K to 320 K with 20 K steps.
Fig. 4.2. Energy barriers for light-induced metastability in CIGS: (a) Isochronal annealing of the metastable defect as shown in Fig. 4.1(b) (b) Anneal time for metastable defects at different temperatures (c) Isothermal annealing at 300 K fitted to the exponential decay function with a time constant of 15 minutes (d) Changes in $N_{DL}$ after 3 min light-soaking at different temperatures.

To explain the observed thermally activated annealing process with increasing annealing temperatures in Fig. 4.2(a), a thermally activated anneal rate has been assumed in Fig. 4.2(b),

$$N(T_n) = N(T_{n-1}) \exp\left(-\frac{\Delta t}{\tau_n}\right)$$

(4.1)
\[ \tau_n = \frac{-\Delta t}{\ln \frac{N(T_n)}{N(T_{n-1})}} \]  \hspace{1cm} (4.2)

so, the thermal barrier can be calculated from the Arrhenius equation,

\[ \tau_n = \tau_0 \exp \left( \frac{E_{b1}}{kT} \right) \]  \hspace{1cm} (4.3)

where \( N(T_n) \) is the \( N_{DL} \) at certain temperature \( T_n \), \( \Delta t \) is the isochronal time interval, and \( \tau_n \) is the characteristic anneal time at \( T_n \). Activation energy \( (E_{b1}) \) of 0.3 eV with a time constant of 4 ms was obtained from the dependence displayed in Fig. 4.2(b). As shown in Fig. 4.2(c) the isothermal annealing at 300 K clearly shows that annealing of the metastable states is the thermally activated process. Data were fitted to the exponential decay function of Arrhenius equation with a time constant \( \tau_0 \) of 15 minutes in Fig. 4.2(c). The complementary methods of an isochronal anneal and isothermal anneal shown in Fig. 4.2(a) and Fig. 4.2(c) agree fairly well with a similar anneal time for an arbitrary annealing temperature.

Fig. 4.2(d) shows the changes in the carrier density after light-soaking for three minutes at different temperatures. We measured DLCP at low temperature of 125 K at high frequency of 1 MHz to obtain the free carrier density. We observed a faster rate of defect creation when the sample was light-soaked at a higher temperature although the energy barrier for such temperature dependence was found to be very small. In summary, energy-configurational coordinate diagram for light-induced defect creation and annealing effects with \( E_{b1} \) is shown in Fig. 4.3.
4.1.2 Configurational coordinate change for metastability in CIGS

The schematic diagram in Fig. 4.3 shows the configuration change for metastable defect creation (from $Q_0$ to $Q_1$) and annealing (from $Q_1$ to $Q_0$) in CIGS films [4]. Light- or voltage-induced metastability drives a configuration into the elevated energy state by $\Delta E$ and thermal annealing with an energy barrier $E_{b1}$ brings the metastable configuration $Q_1$ back to the thermodynamically stable coordinate $Q_0$. $E_{b1}$ is estimated to be 0.3 eV according to the isochronal light-soaking and annealing measurements. Note that thermal annealing of metastability in CIGS at room temperature (RT) takes less than an hour (see
Fig. 4.2(c)). However, light-induced metastable defects can be created faster than their annealing rate even at RT although the concurrent annealing rate could become comparable to the creation rate at much higher temperatures.

4.1.3 Light-induced metastability

In Fig. 4.4, we monitor the changes in admittance at 300 kHz at 250 K during light exposure. Although both the capacitance and conductance phases start to increase immediately after light exposure, the conductance phase starts to decrease at high light intensity because the thermal emission rate for defects changes during the metastable defect creation. Changes in admittance persist over a long time period at temperatures below 250 K even after light turned off.

Fig. 4.5 shows how admittance changes after extended hours of infrared light exposure at 250 K. At temperatures below 175 K, depletion capacitance plateau
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**Fig. 4.4.** Persistent photocapacitance (PPC) for CIGS #33400 under light-soaking at 780 nm. Capacitance (a) and conductance (b) were measured at 250 K at 300 kHz.
Fig. 4.5. Comparison of admittance spectra after light-soaking treatment: (a) High frequency capacitance spectra for CIGS #33400 at different temperature before 107 hours light-soaking (pre-LS) (b) Pre-LS conductance/\omega spectra that represents the real part of the admittance data shown in Fig. 4.5(a) (c) both depletion capacitance and deep states related to the capacitance step have increased after 107 hours light-soaking at 250 K (d) conductance phase has also changed as much as in Fig. 4.5(c). Shifts of conductance peaks to the higher frequencies indicate that the activation energy has been decreased after the light-soaking.

increased more than a factor of two after light-soaking, as did the trap-related capacitance step. It is interesting to notice that the conductance phase also changed not only in magnitude but also in the conductance peak position. Shifts in the conductance peak
position indicate that the activation energy has been changed after light-soaking. Note that significant annealing of the light-induced metastable change occurs only at annealing temperatures above 260 K. Also note that the dielectric relaxation time constant did not change at all after light-induced metastability since the peak frequency shifts to the lower value as depletion capacitance increases according to Eq. 3.12. Therefore conductivity in CIGS film tends to be constant during metastable defect creation, on the other hand light-induced metastability causes hole carrier mobility to decrease, as hole carrier density increases as a result.

\[
\sigma = \frac{\varepsilon}{\tau_r} = pe\mu_h
\]  

(4.4)

In the high frequency and low temperature regime, a second activation step in the low temperature region, as shown in Fig. 4.5, indicates the existence of another barrier for hole transport. This step is still unassigned to any other defect activation as far as it belongs to bulk properties of CIGS [5]. To investigate this additional charge response, we attempted to correlate this temperature activated step in capacitance to the hole mobility freeze-out at low temperature due to less than 100 % defect ionization. We were able to fit admittance spectra with a reduction in hole mobility in the SCAPS simulation. However, the temperature dependence of the inferred hole mobility was unacceptably larger than the typical \( T^{3/2} \) dependence. I believe it may be associated with Fermi level pinning in localized regions such as hole barriers at grain boundaries [6, 7]. Since there are more deep-trap states to pin the Fermi level after light-soaking, this could possibly account for the monotonic decrease the thermal defect activation of conduction.
However, pinning of the Fermi level at the deep-trap level tends to be contradicted by the weak temperature dependence of both the hole carrier density, determined from DLCP, and the conductivity, determined from the high frequency admittance dielectric freeze-out condition after metastable defect creation. The origin of the shallow activation step at low temperature could not be explained yet.

4.1.4 Meyer-Neldel rule behavior of the metastability in CIGS

A partial explanation for the observed behavior can be understood in terms of the Meyer-Neldel rule (MNR) [8], which explains why different activation energies associated with a particular metastable trap will have the same emission rate at the so-called “iso-kinetic” temperature as shown in Fig. 4.6(a). Based on the Arrhenius plot analysis, we obtained the activation energies of the deep defect and the capacitance step in the low temperature. We found that the activation energy of the deep defect becomes smaller with increased light-soaking treatments and approaches the shallow activation energy value after prolonged light-soaking, following the MNR line, as shown in Fig. 4.6(b).

A number of explanations physically justifying the MNR in a-Si:H have been proposed; however there is not a widely accepted microscopic model of MNR for CIGS [10, 11]. Yelon, Movaghar and Branz suggested that the origin of MNR might be explained as arising from phonon-assisted electron hopping in a-Si:H [12]. We found
two different activation energies in the thermal admittance spectra in Fig. 4.6 and that only the activation energy of the deep trap states decreased with the light-soaking approaching that of shallow level. This suggests that both thermal activation energies actually might originate from the same defect states and only one actual energy poison for deep trap states could be related to that defect. However, whether this metastability-related MNR behavior is based on two different competing processes or is just a variation in the single defect activation is still unknown. This experimental finding seems to agree with the previously observed continuous shift of the activation energy of the air annealing at 200 °C, although our deep trap states response in bulk CIGS is at odds with the interpretation based upon a continuous distribution of sub-bandgap states near at the interface [13, 14].
4.1.5 Universal 1:1 ratio in metastable defects creation

We next determined a set of high frequency admittance spectra together with a corresponding DCLP profiles obtained at 125 K following light exposures at 250 K for increasing exposure times. After such light exposures, the depletion capacitance and DCLP profiles exhibited a monotonously increasing metastability feature as shown in Fig. 4.7. Significant metastable effects already occurred in the first few minutes and observed light-induced metastable changes continued up to nearly 100 hours of exposure. After about 20 hour exposure, a significant deep trap density starts to cause a curvature of the capacitance spectra in the low frequency region even at low measurement temperature of 125K. Furthermore, the DCLP profiles also start to bend upward near the interface region, indicating inhomogeneous metastable changes near the junction barrier.
Using DLCP and CV characterization methods, we observed changes in the free carrier density $p$ and in the deep defect density $N_T$ after their light-soaking treatments. Since DLCP is insensitive to the response from the deep defect states or interface states at high frequency and low temperature, it directly provides the free carrier response $p$, while the CV profile yields the sum: $p + N_T$. A set of DLCP and CV profiles for a series of metastable states are compared in Fig. 4.8(a). The apparent factor of 2 resulting when the ratio $N_{CV}/N_{DL}$ is taken implies that changes in $p$ and $N_T$ are roughly equal in magnitude. Note that the rate of increase in $N_{CV}$ near the interface region is much faster than that of $N_{DL}$ after a 75 hour light-soaking, perhaps suggesting additional metastable changes near the barrier interface.

One of the important aspects of light-induced defect creation is that there is no hint of saturation in metastable defect creation (see Fig 4.8(b)) up to times where the considerable increase in the free carrier density shrank the depletion width.
Fig. 4.9. Universal 1:1 ratio in metastable defect creation regardless of the method used to create the metastable changes. Light-soaking over a wide range of light intensities at different wavelengths, and even forward bias current injection induced the same rate of increases in the $p$ and $N_T$.

Another striking result of metastability in CIGS is the 1:1 ratio in the changes in $p$ and $N_T$. The universal 1:1 relationship between the increases in $p$ and $N_T$ is clearly shown in Fig. 4.9 where $p = N_{DL}$ and $N_T = N_{CV} - N_{DL}$ when compared at high frequency (1 MHz) and low temperature (125K). The 1:1 ratio relationship between changes in $p$ and $N_T$ was also found to be independent of the method used to create metastability, either by light exposure at different intensities and wavelengths, or by forward current injection at short circuit current equivalent of 32.4 mA/cm$^2$. This relationship suggests that carrier recombination is responsible for the defect creation rather than any direct optical transition. Universal 1:1 ratio even from the forward current electron injection ensures that the capture of electron carrier into the deep electronic defect states initiates the
metastable creation of deep acceptor defect and free hole carrier density in 1:1 ratio, which seems to be consistent with the Lany-Zunger's theoretical model of $V_{\text{Se}}-V_{\text{Cu}}$ defect complex.

4.1.6 Lany-Zunger's theoretical model

It is now well understood that this metastability is a carrier recombination induced process, meaning that a common agent creates metastable defects both for forward current injection and for light exposure [15]. This hypothesis may not be surprising since these treatments show the same characteristic degradation patterns such as persistent photoconductivity (PPC) through the conversion of the recombination center as shown in Fig. 4.4.

Several models have been proposed to explain this metastable effect in CIGS: changes in charge states in vacancy complex of $(V_{\text{Se}}-V_{\text{Cu}})$ and configurational coordinate conversion of In (or Ga) interstitial ordered defect pairs $(\text{In}_{\text{Cu}}-2V_{\text{Cu}})$ into DX centers [16, 17]. We find that our experimental results are generally consistent with the vacancy complex model $(V_{\text{Se}}-V_{\text{Cu}})$. This model implies that the different metastable states observed in CIGS arise from the different charge states of the same defect. The vacancy complex $(V_{\text{Se}}-V_{\text{Cu}})$ or interstitial ordered defect pairs $(\text{In}_{\text{Cu}}-2V_{\text{Cu}})$ share interesting concepts: the capture (or release) of two electrons into each defect complex induces a configuration change in the vacancy complex which results in defect creation (or annealing) [17]. Both models predict PPC through resulting charge state conversion.
following the two electron capture event [18]. The important new feature relative to the isolated point defect is that metastability in these defect complexes accompanies configurational change by capturing two electrons. However, it is not clear how efficient it is to maintain the same lattice formation with a double carriers capture in one defect complex.

We prefer the \((\text{V}_{\text{Se}}-\text{V}_{\text{Cu}})\) vacancy complex model because it accounts in a straightforward way for the experimentally observed 1:1 ratio between the free carrier density \(p\) and the metastable hole trap density \(N_T\). That is, after the positively charged defect complex \((\text{V}_{\text{Se}}-\text{V}_{\text{Cu}})^+\) captures two electrons to becomes the metastable \((\text{V}_{\text{Se}}-\text{V}_{\text{Cu}})^-\) center, two holes are added to the valence band. This metastable state of the negatively charged defect complex \((\text{V}_{\text{Se}}-\text{V}_{\text{Cu}})^-\) can then attract and bind a hole, and resulting in the observed 1:1 ratio between the increase in a neutral acceptor and one free hole. Metastable hole trap states related with \((\text{V}_{\text{Se}}-\text{V}_{\text{Cu}})^-\) in the acceptor-configuration used to be attributed to the important recombination center, thus restricting solar cell device performance [18]. However, our recent studies argue that this acceptor defect is not the only important recombination center [19]. Instead, we believe the donor state \((\text{V}_{\text{Se}}-\text{V}_{\text{Cu}})^+\) is also important as a recombination center. Indeed, since the metastable acceptor states is relatively shallow throughout the wide band gap CIGS alloy system, the donor state is likely the more efficient recombination center if its energy position gets deeper into the mid-gap for the wide band gap CIGS alloy.
4.2.1 Sub-linear time and intensity dependence of defect creation kinetics in CIGS

As shown in Fig. 4.10, metastable defect creation after light soaking at 780 nm appears to follow sub-linear power law dependence with respect to the light-soaking time, $t^{0.22 \pm 0.03}$, and also the light intensity $I^{0.53 \pm 0.06}$. Changes in metastable defect densities were estimated by subtracting the initial value of DLCP density of $7 \times 10^{14}$ cm$^{-3}$ from those at later times. We found that intensity power law exponent was roughly twice bigger than that of the time dependence. Accounting for different rate dependence of defect creation kinetics on time and intensity is the main topic for the next section. Saturation at high light intensity was observed in Fig. 4.10(b) although whether it could be used as a hint of limited precursor sites for the metastable defect creation is doubtful.

Fig. 4.10. Time and intensity dependence of metastable defect creation after light-soaking at 780 nm at 250 K. (a) $\log N_{DL}$ vs $\log (Time)$ follows a power law with an exponent of 0.22±0.03 (b) intensity dependence of metastable defect creation after 1 hour light-soaking. Intensity$^{0.53 \pm 0.06}$ dependence is about twice faster than the time dependence.
4.2.2 Rate equation analysis

The sub-linear time and intensity dependence shown in Fig. 4.10 provides a further test of the metastability mechanism. To evaluate the defect creation kinetics of the light-induced metastability in CIGS, we first considered the simplest rate equation that might describe the metastable defect creation as a result of a one-electron capture as an initiating event. Because the 1:1 ratio between $p$ and $N_T$ indicates that the capture of minority electron carriers into the pre-cursor sites creates the deep traps and excess hole carriers, it can be written as

$$\frac{dN_T}{dt} = C_1 n (N_p - N_T)$$  \hspace{1cm} (4.3)$$

where $C_1$ is the rate equation coefficient, $n$ is electron density in the conduction band, and $N_p$ is the number of precursor sites that can be converted into $N_T$ defects as a result of electron capture. Note that the metastable defect creation kinetics is self-limited since the creation of the new metastable defect is inhibited by the already created metastable defects. Therefore the metastable defect creation rate is inversely proportional to its own metastable density.

The quasi-steady state electron density is determined when the generation rate $G$ (which is proportional to light intensity), is equal to the recombination rate $R$, if we assume a bimolecular recombination process through recombination sites of $N_R$:

$$G = R \propto N_R n p \quad \text{or} \quad n \propto \frac{G}{p N_R}$$  \hspace{1cm} (4.4)$$
Fig. 4.11. Saturation of the metastable defect creation assuming a limited defect density of precursor sites. Simulation results (line) are used to fit the experimental data (symbols) and mid-range fitting (dotted line) shows the time dependence of $t^{0.21}$ close to the experimental result of $t^{0.22 \pm 0.03}$.

As discussed above, $p$ increases in direct proportion to $N_T$ ($p = N_T$) while the overall carrier density in the undepleted part of p-type CIGS absorber does not change much from its dark value under light exposure. Moreover, if we assume that the dominant recombination center $N_R$ is the same metastable defect $N_T$ ($N_R = N_T$) then we have $n \propto G / N_T^2$ and inserting this into Eq. 4.3, we obtain

$$\frac{dN_T}{dt} = C' G \left[ \frac{N_T^2}{N_T^2} \right]$$

(4.5)

If the density of precursor sites is always larger than metastable $N_T$, then integrating Eq. 4.5 leads to the $t^{1/3}$ power law, which is typical for the bimolecular recombination. Although it is a much faster rate than experimentally observed $t^{0.22 \pm 0.03}$, we can get a reasonable fit to experimental data if we assume that an initial value of $N_p$ is close to the final $N_T$ value of $2.1 \times 10^{15}$ cm$^{-3}$ as shown in Fig. 4.11.
4.2.3 Two electron capture model

However, the intensity dependence is at odds with the rate equation dependence of the previous section because Eq. 4.5 fails to account for the twice larger power law exponent in $I^{0.53\pm0.06}$. Instead, it predicts the same rate of time and intensity dependence without respect to the details of any other quantity inside the bracket in Eq. 4.5. Therefore, we consider a different approach in the initial rate equation, namely a two-electron capture model:

That is, we assume that it is the capture of two electrons into the precursor site that initiates the metastable defect creation process [3]. Moreover, we believe this two-electron capture model would be more consistent with the Lany-Zunger model as discussed in the previous section.

If we assume the bimolecular recombination process, an electron density $n$ is

$$n \propto \frac{G}{N_T N_R}$$

(4.7)

since $p = N_T$ according to the observed 1:1 ratio increase during metastable defect creation. Inserting this into Eq. 4.6 give

$$\frac{dN_T}{dt} = C'' G^2 \left[ N_p^2 \left( \frac{1}{N_T^2} - \frac{1}{N_R^2} \right) \right]$$

(4.8)
Now we can account for the approximately 1:2 relationship between the time and intensity dependence in power law exponents of the defect creation kinetics. Solving Eq. 4.8 leads to

\[ N_T \propto (G^2 t)^\alpha \]

(4.9)

where \( \alpha \) lies in the range \( 0.2 \leq \alpha \leq 0.33 \) depending on how much the metastable trap states contribute to the recombination centers. If \( N_R \) is the same metastable defect \( N_T \) \((N_R = N_T)\), then \( \alpha \) should lie close to 0.2, while \( \alpha \) would be 0.33 if \( N_R \neq N_T \) is used. That is, if \( N_T \) is the dominant recombination center then \( \alpha \) should strongly sub-linear, while \( \alpha \) would be typical 1/3 if other processes dominate recombination. The exponent \( \alpha \) plays a weighting factor which depends on what is the dominant recombination center. A reasonable fit can be obtained for \( \alpha \) lying near 0.25 for the obtained experimental kinetics data.

Furthermore, we found another compelling constraint on this rate equation analysis for SCAPS modeling. The most successful mechanism we have found for explaining the observed metastable effects is a conversion of a donor defect into a bulk acceptor. We considered the compensation model in which both donor and acceptor defect play the role of recombination centers in the bulk CIGS. Before describing the details of the experimental results based on the compensated donor-acceptor conversion model analysis in the following chapter, we will present the rate equation analysis of the metastability kinetics based on this model.

The constancy of the sum of donor and acceptor defects stays constant throughout the metastable conversion process suggests that total recombination centers \( N_R = N_p + N_T \) should remain constant also while light-induced metastability occurs. Since Eq. 4.8 has a
same functional form as in Eq. 4.5, integrating Eq. 4.8 with this constraint readily provides the slightly less than 1/3 sub-linear power law dependence as displaced in Fig. 4.11. Furthermore, 1:2 relationship between the time and intensity dependence in exponents of the defect creation equation in Eq. 4.8 is guaranteed for the compensated donor-acceptor conversion model in Eq. 4.11.

\[
\frac{dN_T}{dt} = C_2 \left( \frac{G}{N_T N_R} \right)^2 \left( N_R - 2N_T \right) \tag{4.10}
\]

\[
\frac{dN_T}{dt} \propto C_2 G^2 \left[ \frac{1}{N_T^2} - \frac{2}{N_R^2} \right] \tag{4.11}
\]

As a result, time and intensity dependence for the compensated donor-acceptor conversion model \((N_R = N_p + N_T)\) also agrees with a proposed rate equation model in which the capture of two electrons into the pre-cursor sites \((N_p)\) initiates the metastable creation of a deep trap \((N_T)\) and excess hole carrier. Furthermore, charge balance between the negatively charged vacancy complex and two free holes can provide the 1:1 ratio relationship between the metastable changes in the free hole carriers and deep trap density as predicted by the proposed compensated donor-acceptor conversion model.
Notes


CHAPTER V

MODELING OF METASTABILITY IN CIGS
USING THE COMPENSATED DONOR-ACCEPTOR CONVERSION MODEL

5.1 Metastability in the wide bandgap CIGS

Wide bandgap chalcopyrite solar cells, including CIGS devices with higher Ga/(In+Ga) content, have failed to achieve the expected levels of energy conversion efficiency, primarily due to the open-circuit voltage $V_{OC}$ deficits at higher bandgap energy. [1] There are significant deviations of $V_{OC}$ from the values expected purely from the bandgap $E_g$ increase in wide bandgap solar cells as shown in Fig. 5.1(a). Although $V_{OC}$ up to 1.3 eV agree fairly well with the expected $V_{OC}$ increase for the wide bandgap CIGS, it starts to saturate even with more Ga addition. Typically energy conversion efficiency actually drops rapidly with more than 30 % Ga addition ($E_g \sim 1.2$ eV) as shown in Fig. 5.1(b). Previously, we have studied the effect of the Ga addition on sub-bandgap defect states and found that the admittance response did not vary much and that their deep acceptor densities were within a reasonable variation range regardless of Ga content.
Fig. 5.1 Comparison between the expected CIGS device parameters obtained from SCAPS modeling and the actual experimental results from IEC devices in Table 2.1. (a) $V_{OC}$ deviation from the expected values for wide bandgap CIGS (b) Efficiency drops rapidly for $E_g > 1.3$ eV.

None of the above experimental results is consistent with the ideal modeling case because there is no significant deep defect state other than acceptor state $E_A$ at 0.3 eV above the valence band preventing $V_{OC}$ from increasing as the bandgap increases. Certainly there are many other possible candidates including (1) the optically determined defect located 0.8 eV above the valence band edge, if it acts as a strong recombination center (2) recombination at the interfaces, possibly grain-boundary related defects within the space charge region (SCR), and (3) recombination of carriers via trapping in the bandtails. Our TPC studies found that defect states energy level at 0.8 eV above valence band did not change systematically as the gap was widened with gallium alloying in CIGS devices [2]. As this 0.8 eV defect state approaches further into the mid-gap in the high Ga content CIGS, it would become a more efficient recombination center for the wide bandgap CIGS devices.
However, it is not certain what makes a particular electronic trap behave as a stronger recombination center. To the extent that these defect states are electronically active, they can affect the solar cells performance by acting as recombination centers, modifying the Fermi energy or disrupting their spatial distribution. Recombination is often classified in the literature as sources either interface-related or bulk-related. For example, earlier works discussed the effect of a conduction band offset (CBO) at CdS/CIGS hetero-junction interface [3-7]. Since it is difficult to modify the interface properties without affecting other device parameters, numerical modeling involving the CBO, ordered defect complex (ODC), charged deep acceptor states ($N_A$), and compensated donor acceptor pair (DAP) have been performed. [7-11]. We focus on light-induced metastability to test the bulk nature of recombination mechanism in CIGS solar cells.

5.1.1 Correlation between electronic defects and photovoltaic device performance

A number of defect states that could be responsible for limiting device performance have been observed within the bandgap of polycrystalline CIGS thin films [12-14]. However, it was difficult to link specific defect states or other electronic properties of the film with the solar cell device performance [15]. In this study we have attempted to correlate the electric characteristics of the CIGS devices with electronic defect properties of the bulk absorber layer using our current understanding of metastability in CIGS solar cells. We performed admittance spectroscopy, DLCP, and
TPC, directly on the completed device structure, to provide the hole carrier mobility and carrier densities of the electronic defect states in the CIGS layer. The hole trap density was manipulated in a metastable fashion (light-soaking and thermal annealing) to isolate and thus identify its specific effects on device performance. At the same time, using near-infrared plus UV illumination, we performed $J-V$ measurements to determine device parameters.

We have shown that under infrared illumination or forward bias conditions the density of the sub-bandgap defect located approximately 0.3 eV from the valence band edge and the density of majority carriers could both be increased by a substantial factor and in a 1:1 ratio [16]. Thus, the increase in the hole trap density could be linked to the reductions in the device performance, attributable to the apparently increased level of recombination after light-induced metastability in CIGS.

5.1.2 Metastable changes in $J-V$ curves

Detailed experiments were carried out to compare the changes in the electronic defect states with the changes in the device performance. We measured $J-V$ curve characteristics under near-infrared illumination at 780 nm at 50 mW/cm$^2$ after a series of light-soaking treatments. As shown in Fig. 5.2 observations of systematic changes in $J-V$ curves reveals that $V_{OC}$ did not change appreciably while the free carrier and deep acceptor defect densities increased by a more than factor of 5. Also we were able to
Figure 5.2. Metastable changes in $J$-$V$ curves for CIGS #33713: (a) Light-soaking: experimental $J$-$V$ curves at 300 K using 780 nm monochromatic near-infrared light source at an intensity of 50 mW/cm² (b) Annealing: metastable changes were reversed after device was left several hours in the dark at 300 K.  

reverse these metastable changes after a sample was left in the dark at 300 K for several hours. These changes definitely occurred in the bulk region of the CIGS absorber. Although our measurements gave no indication of interface states, additional changes in the near interface or even at CdS buffer layer by light-soaking treatment cannot be completely ruled out.

In analyzing the $J$-$V$ curves, we used the ideal diode equation to check variations in the series and shunt resistance as the electronic device properties were degraded. The $J$-$V$ curves obtained were fitted according to the Eq. 5.1 with $J_0$, $A$, and $J_{SC}$ as variables. Fig. 5.3 shows the non-linear square fitting (NLSF) of the obtained $J$-$V$ curves after a series of light-soaking treatments. We found that the simple ideal diode equation was sufficient to fit the various metastable states to the ideal equation with the addition of the two variables $J_{SC}$ and $A$. 

We obtained excellent NLSF fits on a series of metastable $J$-$V$ curves were obtained even with no additional dependence of the series resistance $r$ and shunt resistance $R$, therefore neither $r$ nor $R$ appear to play any role in limiting the device performance. Their effects on the ideal diode equation were negligible at least for the high efficiency CIGS solar cells. More attempts were made to check whether variations in $R$ and $r$ were occurring with the light-induced metastability, using typical analysis techniques were used to characterize the $R$ and $r$ as shown Fig. 5.4. $R$ is $dV/dJ$ near $J_{SC}$ and did not vary much with the light-soaking.

\[ J = J_0 \left[ \exp \left( \frac{qV}{AKT} \right) - 1 \right] - J_{SC} \]  \hspace{1cm} (5.1)

\textbf{Fig. 5.3.} Non-linear square fitting (NLSF) of the experimentally obtained $J$-$V$ curves to the ideal diode equation after light-soaking treatments. Data (symbols) and NLSF fit (lines).
Slopes in Fig. 5.4(a) are equal to $A k T / q$ and the intercept of the linear fit gives $r$ as was already shown in Fig. 3.10(c). Both $R$ and $r$ were difficult to determine using the $dV/dJ$ vs $(J + J_{sc})^{-1}$ (derivative resistance plot) method although $A$ showed increasing slopes with the light-soaking treatments. Adjusted $J-V$ curves also showed a clear tendency of increasing $A$ with longer light soaking treatments in Fig. 5.4(b). Note that the humps in the $J-V$ curves between 0.2 and 0.4 V are commonly related to the amount of integrated recombination loss and seem to be correlated with an increased degree of recombination after light-soaking treatments. Indeed, the increase in their ideality factors $A$ seems to account well for the significant changes in the bulk recombination after light-soaking. Thus, the metastable state of non-ideal diode behavior could be gradually expressed by an ideality factor $A$.

Although these results are consistent with the bulk nature of recombination in CIGS layer, it is still puzzling how to interpret $A>2$ with longer light-soaking treatments.
because $A=2$ already means that most of the recombination is occurring within the space-charge region (SCR) of the bulk CIGS layer [16, 17]. Further changes in $A$ above a value of 2 might indicate that there might be more than SCR recombination to account for metastable changes in $J-V$ curves [18]. A higher level of tunneling-enhanced recombination at the interface could be responsible for such complex recombination because the comparison of CV and DLCP suggested a somewhat higher degree of interface defect state localized near the barrier interface after long hours of light-soaking as shown in Fig. 4.7(a). Since we have characterized diode ideality factors in many ways, we summarized them in Fig. 5.5.

![Fig. 5.5. Variation of the ideality factors $A$ with the light-soaking treatments. Diode ideality factor $A$ were characterized by various $J-V$ characterization methods as described in above section.](image-url)
5.1.3 SCAPS modeling of metastability

Detailed numerical modeling was carried out to simulate the changes in the $J$-$V$ curves along with the changes in the electronic defect states. Baseline SCAPS parameters for CIGS are listed in Table 5.1. Most input parameters refer to the earlier work of Gloeckler et. al. with a couple changes in accord with our experimental data [27]. Note that our baseline model does not include CdS/CIGS band offsets at the interface and both the 0.3 eV acceptor and 0.6 eV (or above) donor have single discrete defect distributions with a fairly large capture cross-section, $\sigma_h$ or $\sigma_e$. Most adjustments in the baseline parameter sets are generally consistent with admittance spectroscopy and DLCP results while defect properties in the CIGS and other layer are used to fit the data.

As was shown in the $J$-$V$ curves for a series of metastable states after light-soaking in Fig. 5.2(a), we observed decreases in $J_{SC}$ and $FF$, but no significant change in $V_{OC}$. To determine the origin of the metastable degradation more precisely as well as its relationship to the bulk nature of the deep acceptor defect states as the dominant recombination center, we attempted to model these metastability effects using only the deep acceptor as a recombination center in Fig. 5.6(a).

We assumed the observed metastable deep acceptor defect (located at 0.3 eV above the valence band) as the only dominant recombination center, as shown in Fig. 5.6. Based on the experimental data, the free carrier density (shallow acceptor density) and the deep acceptor density were incrementally increased in a 1:1 ratio. We could not
Fig. 5.6. SCAPS simulation with the deep acceptor as the dominant recombination center: (a) matching the changes in $J_{SC}$ and $FF$ in the experimental $J-V$ curves well except that $V_{OC}$ does not remain constant. (b) SCAPS simulation assuming varying electron capture cross-sections $\sigma_e$ for different light-soaking states. $\sigma_e$ was extremely large to keep $V_{OC}$ constant.

match the experimental $J-V$ curves with the deep acceptor states as the only recombination center. Although the decrease in $J_{SC}$ and $FF$ are well correlated with the narrowing of depletion width due to the increase of the free carrier density, $V_{OC}$ did not remain constant unless we assume an extremely large capture cross-section $\sigma_e$ ($\approx 10^{-12}$ cm$^2$) and decreased its value monotonically as a function of light-soaking time. Since $V_{OC}$ is mostly determined by the recombination rate, the recombination rate would be required to remain nearly constant to keep $V_{OC}$ constant. Thus, in order to keep the recombination rate constant as the deep acceptor (hole trap) defect increases, $\sigma_e$ would then have to be changed from $10^{-12}$ cm$^2$ to $2 \times 10^{-13}$ cm$^2$. Such a change in $\sigma_e$ is unphysical, as is its magnitude for the deep acceptor state near the valence band.

The failure of SCAPS modeling with the deep acceptor state as the dominant
Fig. 5.7. Effect of light-soaking treatments on device parameters: (a) Changes in the depletion width and short circuit current with the extended hours of the light-soaking. (b) Measured values of $J_{SC}$ at 300 K vs. the light-soaking time. Quadratic fit to the $J_{SC}$ (solid line) can be well fitted with the calculated photo-generated current collection assuming minority diffusion length of 0.2 $\mu$m.

recombination center indicated that we need another recombination center to compensate the increased recombination rate of the deep acceptor state, as the deep acceptor defect density increased with the light-soaking treatments. That is, we needed to keep the total recombination rate balanced through an inter-conversion of this new recombination center into the deep acceptor state. Before we go further into these details, we will continue investigating metastable changes in $J$-$V$ device parameters in the next section.

5.1.4. Relationship between $J$-$V$ device parameters

We investigated whether metastable behavior in $J$-$V$ curves could be readily explained by a more fundamental parameter. We found that the decrease in $J_{SC}$ was directly related to the decrease in the depletion width plus the minority carrier diffusion
length as shown in Fig. 5.7(a). The experimentally observed decrease in $J_{SC}$ was correctly simulated even with the deep acceptor recombination only, signifying simply that $J_{SC}$ decreases as the depletion width decreases with the light-soaking. Since the carrier density increases almost by a factor of five, the depletion width decreases more than a factor of two as shown in the Fig. 5.7(a). The variation of depletion width was calculated from the high frequency depletion capacitance measurement at 150 K. Hence, we were able to correlate the changes in $J_{SC}$ to a reduction in photo-carrier collection due to the shrinking of the depletion region.

The relative magnitude of carriers collected within approximately one diffusion length ($L$) from the edge of the depletion width $w$ will be given [21] by

$$I_{L, w} \propto 1 - \frac{\exp(-\alpha w)}{\alpha L + 1}$$

(5.1)

where $\alpha$ is the optical absorption coefficient. We used an absorption coefficient of slightly smaller than $6 \times 10^4$ cm$^{-1}$ to fit the decrease in the $J_{SC}$ [25]. As shown in Fig. 5.7, the variation of $w$ and $J_{SC}$ were observed in logarithmic time scale. Changes in $J_{SC}$ after the extended light-soaking treatments were fitted well with the calculated photo-generated current collection (dotted lines) assuming minority diffusion length of 0.2 μm in Eq. 5.1. A recent study of carrier collection in the semi-transparent ZnO:Al back contact of CIGS thin film solar cell seems to support our estimation of the minority carrier diffusion length in the CIGS layer [22, 23].

Furthermore, we investigated whether the metastable changes in $J_{SC}$ would be directly related to the decrease in depletion width and associated decrease in photo-
Fig. 5.8. Relationship between $FF$ and hole carrier mobility (a) Sensitivity map for the baseline CIGS model (b) FF dependence on hole carrier mobility.
generated carrier collection during both the light-soaking and annealing processes. If the metastable changes for both the degradation and annealing processes are governed by the changes in the carrier density, the values of $FF$ and $J_{SC}$ would be controlled by a single parameter, such as the depletion width.

We attempted to simulate the metastable changes in $FF$ with changes in $p$ and $N_T$ while keeping $V_{OC}$ constant in the SCAPS modeling. However, we found that simple Schockley-Read-Hall (SRH) type recombination using a single defect could not account for the experimentally observed features in $J-V$ curves, such as $FF$ losses. While $FF$ was one of the most important parameters of our metastability study in CIGS, it is also difficult to control without affecting other device parameters at the same time. Fig. 5.8(a) shows how vulnerable $FF$ is to the changes made in the modeling parameters. It seems clear that the changes only in $p$ and $N_A$ can not adequately account for the $FF$ loss. Given the constant $V_{OC}$ during the metastability in CIGS, $\mu_h$ appears to be better correlated with $FF$, although several parameters could be adjusted to account for the similar change in $FF$. Note that $FF$ drops rapidly as $\mu_h$ decreases below $3 \, \text{cm}^2/\text{Vs}$ in Fig. 5.8(b).

We monitored the changes in the device parameters both during the light-soaking and the subsequent annealing processes. As shown in Fig. 5.9, $FF$ deteriorated and recovered about three times faster than $I_{SC}$ for both the light-soaking and the annealing kinetics in a semi-logarithmic fashion. We suspect the cubic nature in the $I-V$ curve at the maximum power point where $(I_m-V_m^3)$ is determining the different rate of metastable changes in $I_{SC}$ and $FF$. 


Fig. 5.9. Metastable $FF$ and $J_{SC}$ changes for CIGS #33713 at 300 K: semi-logarithmic plot of $FF$ (a) and $J_{SC}$ (b). Sample has been light-soaked for 4 hours at 100 mW/cm$^2$ and kept in the dark for recovery. Annealing process begins after 4 hours of light-soaking.

If $FF$ and $J_{SC}$ are related by such a rate in kinetics, then the changes in $FF$ and $J_{SC}$ might be governed by a single entity, such as the depletion width. Moreover, there should be only 1:1 correspondence between $FF$ and $J_{SC}$ if they are controlled by the same single parameter. However, the $FF$ vs. $J_{SC}$ in Fig. 5.10(a) shows different trajectories for the light-soaking and the annealing. Also the fact that there is not much reverse bias effect on the photo-current collection in the $I-V$ curves after a series of light soaking indicates that there are more than a single mechanism is occurring with the light-induced metastable deep trap creation in addition to the changes in the carrier density. Therefore, while change in the carrier collection length accounts for many of the observed changes in device performance, another kind of mechanism is required to explain some of the other metastable changes in the device parameters.

Changes in $J_{SC}$ seem to correlate well with the hole carrier mobility $\mu_h$ for both the light-soaking and annealing processes. Keeping in mind that conductivity of the CIGS
layer did not change with the metastable defect creation, $\mu_h$ is inversely proportional to the free carrier density $p$ during the light-soaking and annealing processes. Thus, the decrease in $\mu_h$ might be causing the reduction in the carrier collection that leads to the decrease in $I_{SC}$. Since most of the changes in $I_{SC}$ tended to occur after there were significant decreases in $\mu_h$ below a critical value of 3.5 cm$^2$/Vs, there were two different regimes in Fig. 5.10(b). Note that for lower mobility a clear relationship exists between $I_{SC}$ and $\mu_h$ for both light-soaking and annealing processes. In fact, we have previously observed a correlation between $I_{SC}$ and Urbach energy $E_U$, in a series of samples grown under varying conditions. Therefore, the degree of structural disorder represented by the $\mu_h$ could be linked to the reduction in the carrier collection during the light-induced metastability in CIGS.
5.2. Detailed modeling of metastability in CIGS solar cells

5.2.1 Compensated donor-to-acceptor conversion model

We investigated a number of microscopic scenarios based on the idea that a constant $V_{OC}$ is related to a constant recombination rate. We attempted to model the lack of changes in $V_{OC}$ using the compensated donor-acceptor conversion model coupled with a small decrease in the electron density in the CdS layer $n_{CdS}$. The defect observed at 0.8 eV above the valence band from the TPC studies was assumed to be the donor defect and was included as a second recombination center in this modeling. Since the conversion from the donor into the deep acceptor will generate an extra free (hole) carrier, this donor defect state would be consistent with the Lany-Zunger’s complex divacancy model and the TPC-revealed mid-gap defect state. It has been proposed that the structural reorganization of the specific defect site is the root cause of the metastability in CIGS: the $V_{Se}$-$V_{Cu}$ defect complex [19, 20]. By including the donor defect states as a second recombination center, we were then able to successfully model both the decrease in $J_{SC}$ and the lack of change in $V_{OC}$ at the same time as shown in Fig. 5.11(b). Note that the shallow acceptor density needs to be compensated by the donor density in this model as follows.

$$p = N_A^{\text{shallow}} - N_D$$ (5.2)
Fig. 5.11. SCAPS modeling of light-induced metastability in CIGS (a) Experimental J-V curves during the light-soaking at 780 nm at 300 K. (b) SCAPS simulation of the compensated donor-acceptor conversion model with decrease in n_{CdS} change.

Because adding donor will decrease the total number of free hole carriers, the shallow acceptor density needs to increase by the same amount of added donor so that the total free (hole) carrier density should be same to maintain the charge neutrality condition.

We investigated a number of equivalent models by maintaining a proper level of compensation between the donor type of defect and the shallow acceptor state according to Eq. 5.2. As shown in the Fig. 5.12, we found that the energy position of the donor defect and its defect density can affect the other device parameters so that the proper values of donor defect have been adopted for the actual modeling. A donor defect near mid-gap (E_D between 0.6 and 0.8 eV) with a reasonable compensation level compared to the shallow acceptor density was chosen to fit the experimental J-V curves.

Finally, SCAPS modeling with both deep acceptor N_A and deep donor N_D as recombination centers showed a good agreement with our experimental J-V data assuming a more reasonable electron capture cross-section \( \sigma_e \) of \( 5 \times 10^{-13} \text{ cm}^2 \) for the deep
**Fig. 5.12.** $V_{OC}$ dependence on the donor defect state. The product of $N_D$ and $\sigma_e$ were constant to keep the recombination rate same for different level of $N_D$ compensation. $N_D$ of $3 \times 10^{15}$ cm$^{-3}$, $\sigma_e$ of $10^{-13}$ cm$^2$, and $E_D$ between 0.6 and 0.8 eV (circle) have been used for the actual SCAPS modeling.

acceptor defect. Furthermore, according to the Schockley-Read-Hall (SRH) formalism [24], this value of $\sigma_n$ is consistent with the previous determined value of minority (electron) diffusion length $L$ of 0.2 μm obtained in section 5.1.4; Specifically,

$$L = \sqrt{\frac{kT}{q}} \cdot \mu_n \tau_n \approx 0.2 \mu m$$  \hspace{1cm} (5.3)

$$\tau_n = \frac{1}{\sigma_n \cdot N_D \cdot v_{th}} \approx 1 \times 10^{-9} s$$  \hspace{1cm} (5.4)

where $\mu_n$ is the electron mobility, $\tau_n$ is the minority carrier lifetime (the mean time before an electron recombines with a hole), $\sigma_n$ is the capture cross-section for electron, $N_D$ is donor defect density and $v_{th}$ is the thermal velocity for electron.
Table 5.1 Baseline SCAPS parameters for modeling

<table>
<thead>
<tr>
<th>Layer properties</th>
<th>CIGS</th>
<th>CdS</th>
<th>ZnO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$ (µm)</td>
<td>2</td>
<td>0.05</td>
<td>0.2</td>
</tr>
<tr>
<td>$E_g$ (eV)</td>
<td>1.2</td>
<td>2.4</td>
<td>3.3</td>
</tr>
<tr>
<td>$\epsilon/\epsilon_0$</td>
<td>13.6</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$N_{CB}$ (cm$^{-3}$)</td>
<td>2x10$^{18}$</td>
<td>2.2x10$^{18}$</td>
<td>2.2x10$^{18}$</td>
</tr>
<tr>
<td>$N_{VB}$ (cm$^{-3}$)</td>
<td>2.2x10$^{18}$</td>
<td>1.8x10$^{19}$</td>
<td>1.8x10$^{19}$</td>
</tr>
<tr>
<td>$\mu_n$ (cm$^2$/Vs)</td>
<td>50</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$\mu_h$ (cm$^2$/Vs)</td>
<td>5</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>$N_A^{shallow}$, $N_D^{shallow}$ (cm$^{-3}$)</td>
<td>3x10$^{15}$</td>
<td>9x10$^{17}$</td>
<td>9x10$^{17}$</td>
</tr>
<tr>
<td>$\alpha$ (1/cm eV$^{1/2}$)</td>
<td>1x10$^{5}$</td>
<td>1x10$^{5}$</td>
<td>1x10$^{5}$</td>
</tr>
<tr>
<td>Single-distributed defect states</td>
<td>Donor</td>
<td>Acceptor</td>
<td>mid-gap</td>
</tr>
<tr>
<td>$\sigma_e$ (cm$^2$)</td>
<td>5x10$^{-13}$</td>
<td>5x10$^{-13}$</td>
<td>10$^{17}$</td>
</tr>
<tr>
<td>$\sigma_h$ (cm$^2$)</td>
<td>10$^{-15}$</td>
<td>10$^{-15}$</td>
<td>10$^{12}$</td>
</tr>
<tr>
<td>$E_{D_0}, E_A$ (eV)</td>
<td>$E_F+0.6$ (or above)</td>
<td>$E_F+0.3$</td>
<td>$E_F+1.2$</td>
</tr>
<tr>
<td>$N_{D_0}, N_A$ (cm$^{-3}$)</td>
<td>2.5x10$^{15}$</td>
<td>1.5x10$^{15}$</td>
<td>10$^{18}$</td>
</tr>
</tbody>
</table>

However, we were not able to account for all of the features in the experimentally observed changes in $J$-$V$ curves. We attributed the observed loss in $J_{SC}$ and $FF$ to the decrease in $\mu_h$. Since the total number of recombination centers was kept constant by the inter-conversion between the donor and acceptor defects, $\mu_h$ no longer had as large an impact on the $FF$ in the SCAPS modeling as before. Instead, we found that the electron carrier density in the CdS layer might play the role of reducing $FF$ without affecting other device parameters as shown in table 5.1. In fact, we observed the red kink effect due to a limited photoconductivity in the CdS layer. With this additional assumption about the modeling, we were able to find a good agreement between this model and the experimental $J$-$V$ curves after a series of light-soaking as shown in Fig.
Table 5.2 SCAPS parameters for the compensated donor-to-acceptor conversion model. $P$ and $N_A^{deep}$ were determined experimentally. Throughout the metastable changes $P=N_A^{shallow}-N_D$ was in 1:1 ratio with $N_A^{Deep}$.

<table>
<thead>
<tr>
<th>($\times10^{15}$ cm$^{-3}$)</th>
<th>$N_A^{shallow}$</th>
<th>$P$</th>
<th>$\mu_n$</th>
<th>$N_D$</th>
<th>$N_A^{deep}$</th>
<th>$n_{CdS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-LS</td>
<td>3</td>
<td>0.5</td>
<td>5</td>
<td>2.5</td>
<td>1.5</td>
<td>9.5$\times10^{17}$</td>
</tr>
<tr>
<td>1 min</td>
<td>3</td>
<td>0.7</td>
<td>3.6</td>
<td>2.3</td>
<td>1.7</td>
<td>9.1$\times10^{17}$</td>
</tr>
<tr>
<td>8 min</td>
<td>3</td>
<td>0.9</td>
<td>2.7</td>
<td>2.1</td>
<td>1.9</td>
<td>8.9$\times10^{17}$</td>
</tr>
<tr>
<td>1 h</td>
<td>3</td>
<td>1.1</td>
<td>2.2</td>
<td>1.9</td>
<td>2.1</td>
<td>8.8$\times10^{17}$</td>
</tr>
<tr>
<td>4 h</td>
<td>3</td>
<td>1.3</td>
<td>2</td>
<td>1.7</td>
<td>2.3</td>
<td>8.7$\times10^{17}$</td>
</tr>
</tbody>
</table>

5.6(a). Baseline modeling parameters and additional changes for the compensated donor-to-acceptor conversion model are listed in Table 5.1 and 5.2.

5.3. Bifacial CIGS solar cells

5.3.1 Metastability in the bifacial CIGS solar cells

As discussed above, we have explored a number of microscopic scenarios for how the metastable changes in the CIGS absorbers might actually be taking place. Based on the idea of a constant recombination rate indicated by a constant $V_{OC}$ during the metastability, the Lany/Zunger divacancy conversion model, and the TPC indicated defect at $E_F + 0.8$ eV, we proposed the compensated donor-acceptor conversion model. In this section we demonstrate that we are not only able to account for the metastable effects observed on standard CIGS devices, but also on specially prepared bifacial CIGS solar cells. In the latter devices, it was possible to examine the $I-V$ characteristics using either front-side illumination or back-side illumination. While we measured $I-V$
Figure 5.13. SCAPS modeling demonstrating the reverse bias $I-V$ curve behavior of bifacial CIGS #33873.22 device (a) Experimental front-side $I-V$ after 8 hr light-soaking at 980 nm at 250 K (b) SCAPS simulation for front side (c) Experimental back-side $I-V$ after 8-hr light-soaking at 980 nm at 250 K (d) SCAPS simulation for back side.

characteristics using illumination from both sides of the device, all our light-soaking was carried out through the front side because there was almost 20 times attenuation through the 40 nm thick Mo back contact.

Fig. 5.13(a) and (c) show experimental $I-V$ curves taken after a series of light-soaking treatments under 780 nm light for both front-side and back-side illumination. These data were measured under the same 50 mW/cm$^2$, near-infrared illumination with a
small additional amount of 254 nm UV light, as described in section 3.3.2. As shown in Fig. 5.13(b) and (d), the donor-acceptor conversion model showed good agreement with light-soaking data for both front and back-side $I-V$ curves on our bifacial sample using the same baseline modeling parameter set. We were again able to fit the decrease in $I_{SC}$ and the lack of change in $V_{OC}$ using the compensated donor-acceptor conversion model. Furthermore, we were able to match the reverse-bias $I-V$ curves for the annealed and light-soaked states. Note that there is large gradient in current collection under the reverse bias voltage for the back-side $I-V$ curves.

Because photo-generated charge carriers can be collected when they are created within one diffusion length from the edge of the depletion region of the device, reverse bias voltage increases carrier collection for the back side $I-V$ curve as shown in Fig 5.13(c). Since the number of photons absorbed decays exponentially from the illuminated side of the device, the effect of the increased depletion width effect is negligible for front-side illumination because the depletion width ($\sim 1 \mu m$) is already large compared to the absorption length of the light ($\sim 0.16 \mu m$ for 780 nm light and $\sim 0.38 \mu m$ for 980 nm light) [25]. On the other hand, there are very few carriers to be collected outside the depletion width for back-side illumination. Since most carriers are generated near the back surface at zero bias, a substantial increase in carrier collection should be observed under reverse bias. Because we can match both front and back-side $I-V$ data of the bifacial CIGS solar cells even in the reverse bias, we used the compensated donor-acceptor conversion model to predict a device performance based on the variation in the key electronic properties in the last section of this chapter.
5.3.2 Temperature and intensity dependence of I-V curves

We further investigated the temperature dependence of I-V curves of the bifacial CIGS solar cells to learn more about the source of metastability. Fig. 5.14 shows the temperature dependence of the $V_{OC}$ under both front- and back-side illumination for several different light intensities. It is generally accepted that $V_{OC}$ is equal to the splitting of the quasi-Fermi levels that occurs under open circuit conditions [35], that is,

$$qV_{oc} = (E_{Fn} - E_{Fp}) = (E_c - E_v) + kT \ln \left( \frac{np}{N_c N_v} \right)$$ (5.5)

$$V_{oc} = \Phi_b / q + kT / q \cdot \ln \left( \frac{p}{N_c N_v} \right) \ln(n) \approx \Phi_b / q - kT / q \cdot \ln(J'/J_L)$$ (5.6)

where $E_{Fn}$ is the electron quasi-Fermi energy, $E_{Fp}$ is the hole quasi-Fermi energy, $\Phi_b$ is the barrier height, $J_L$ is the photocurrent which is proportional to light intensity, $J'$ is used to make an argument in the logarithm dimensionless and electron density $n$ is assumed to be proportional to $J_L$. If the dominant recombination pathway is governed by Schockley-Read-Hall type defect in the bulk CIGS layer, $\Phi_b$ is equal to $E_g/q$ in the limit of $T \rightarrow 0$.

The bulk nature of the observed metastabilities in CIGS rather than interface effects is thus supported by the temperature dependence of the $V_{OC}$. We found that indeed $V_{OC} \rightarrow E_g/q$ as $T \rightarrow 0$ for the front-side illumination independent of light intensities, which indicates that the dominant recombination in the device takes place in the bulk of the absorber layer rather than at the interfaces.

Saturation of the front-side $V_{OC}$ near 0.8 V was observed below 200 K. For CdTe solar cells, $V_{OC}$ saturation used to be attributed to pinning of the quasi-Fermi level at the interface or bandtail recombination [26]. Since the electron quasi-Fermi level $E_{Fr}$ cannot
Figure 5.14. Temperature-dependence of $V_{OC}$ for bifacial CIGS #33873.22 device at 980nm. (a) Front-side illumination showed $V_{OC} \rightarrow E_g/q$ as $T \rightarrow 0$. (b) Back-side barrier heights were shifted down by 0.1 V.

increase any further beyond the conduction band of the CdS layer at the interface, such pinning of quasi-Fermi level splitting in the low temperature could be argued qualitatively. Also, a high number of charged defects at the CdS/CIGS interface has been proposed to limit $V_{OC}$ in the wide bandgap chalcopyrite solar cells [27]. However, we were not able to simulate the experimentally observed $V_{OC}(T)$ limitation below 200 K even with large number of interface states and a negative conduction band offset (CBO) in our modeling. One of the compelling ideas for the $V_{OC}(T)$ limitation is that $V_{OC}$ may not exceed the built-in potential $V_{BI}$ at the semiconductor junction. If the hole quasi-Fermi level $E_{Fp}$ cannot move any closer to $E_V$ in order to maintain certain level of hole free carrier density $p$ as temperature goes down and $E_{Fn}$ is pinned at the conduction band of the CdS layer at the interface, the maximum allowable $V_{OC}$ is further limited by $V_{BI}$ [28]. In fact, a typical value of $V_{BI}$ can be estimated from the simple relation between depletion width $w (\sim 1 \ \mu m)$ and free carrier density $p (\sim 10^{15} \ \text{cm}^{-3})$,
Fig. 5.15. Energy band diagram showing pinning of electron quasi-Fermi level at CIGS/CdS interface at 300 K. $V_{OC}(T)$ does not saturate in the SCAPS modeling.

$$V_{BR} = \frac{q\mu w^2}{2e} \approx 0.8V$$ (5.7)

For back-side illumination, the barrier height was found to be 0.1 eV lower than $E_g$, slightly lower than the 1.2 eV bandgap value. There are several possible explanations for the decrease. Electrons generated by back side illumination have to diffuse back to be collected by the field gradient in the depletion region. Since absorption length of 980 nm light is relatively short (~0.38 µm), there exists additional electron carrier diffusion current toward the depletion region. The principle of detailed balance requires that there should be a hole drift current to cancel part of this diffusion current under open circuit conditions and so reduce the barrier potential across the device. Also, blocking the second junction at the Mo back contact can give rise to the reduction in the barrier height.
Fig. 5.16. Temperature dependence of $V_{OC}$ for bifacial CIGS, CISS and CIGSS devices. Temperature dependences of $V_{OC}$ start to saturate at temperature below 200 K. Linear extrapolations of $V_{OC}$ at temperature above 240 K lead to $\Phi_b \approx E_g/q$ at 0 K for CIGS solar cells.

In a working solar cell, unless the back contact is perfectly ohmic, the metal work function will result in a second junction barrier at the back contact. When the device is illuminated from the back side, this junction could create a small electric field near the back contact, reducing the potential across the device.

The temperature dependences of $V_{OC}$ for several wide-bandgap chalcopyrite solar cells measured under 1 sun intensity are summarized in Fig 5.16. Most devices showed a pronounced roll-over feature at a low temperature region regardless of bandgap. Linear fits based on relatively linear regions in temperatures between 240 K and 300 K gave well-behaved intercepts of $\Phi_b$ at 0 K which matched the bandgap energies for these devices. Different levels of saturation of the $V_{OC}$ were observed for different devices. A
pinning of the electron quasi-Fermi level either by a high degree of charged defects at the CdS/CIGS interface or by the positive CBO (cliff-like) at the CdS/CIGS interface may be responsible for the \( V_{OC} \) saturation observed at low temperature.

5.3.3 \( I-V \) curve roll-over at low temperatures

Fig. 5.17 shows a set of white light-illuminated \( I-V \) curves at different temperatures for CISS #24160 before and after light-soaking at RT using white light. White light-soaking for 12 hours at RT improves current collection above the \( V_{OC} \). Temperature dependence of \( V_{oc} \) shows a clear indication of saturation at low temperatures, although there is a hint of recovery after the light treatment. \( V_{OC} \) at a low temperature region were observed to increase by about several tens of meV after a light-soaking treatment. The variation in the barrier height \( \Phi_b \) used to be ascribed to explain this roll-over for the CdTe solar cells [31]. Reversed polarity of the back contact diode can limit the hole current flow especially at low temperatures. We were able to simulate such roll-over effects in \( I-V \) curves in the SCAPS modeling simply by using the back contact barrier height \( \Phi_b \) of 0.24 eV. Barrier height at 0 K for both curves turned out to be equal to the band gap of CISS in Fig.5.18, which indicates that major recombination occurs through the bulk CISS layer, not at the interface.
Figure 5.17. Temperature dependence of white $I/V$ for CISS #24160 (a) before light-soaking (b) after light-soaking for 12 hours at RT

Fig. 5.18. Temperature dependence of $I$-$V$ curves for CISS #24442. (a) Dark $I$-$V$ curves (b) White light $I$-$V$ curves
5.4 Mobility limitation on the CIGS device performance

We were able to determine the majority hole carrier mobility $\mu_h$ abound 3-22 cm$^2$/Vs in the CIGS layer through high frequency AS measurements. While the traditional characterization method requires Hall and coplanar resistivity measurements on the specially prepared insulating substrate, our high frequency AS measurement technique can be applied upon the working solar cell configuration. As light-soaking treatments reduce $\mu_h$ below the critical value of 3 cm$^2$/Vs, we found a significant drop in the device performance. Since $\mu_h$ seems to serve a good metric for device performance during the metastable degradation process even for the high performance CIGS solar cells, we hope to explore whether there is a critical mobility limit on device performance.

As pointed out by Schiff et. al. for a-Si:H solar cells, a-Si:H is likely a low mobility solar cell in which drift mobility ranging around $10^{-2}$ cm$^2$/Vs is by far lower than a critical mobility of about 1 cm$^2$/Vs for a good carrier transport [32]. Bandtail trapping is likely the root cause in reducing the effective mobility of the carriers in a-Si:H, since the mobile carriers get trapped and become immobile in the bandtail states [33]. Therefore, CIGS is also on the brink of efficiency limitation even with relatively higher mobility if significant levels of recombination centers exist in the bulk CIGS [34].

Considering that electron mobility is typically larger for most solar cells, the hole carrier mobility $\mu_h$ is likely limiting the device performance in CIGS as shown in Fig. 5.19. As $\mu_h$ drops below the critical value of 3 cm$^2$/Vs in the modeling, a significant
Fig. 5.19. Effect of hole mobility on CIGS device performance obtained from SCAPS modeling as $\mu_h$ varies from 0.05 to 50 cm$^2$/Vs (a) Significant $J$-$V$ curve changes occurs if $\mu_h$ drops below the critical value of 3 cm$^2$/Vs (b) $FF$ (filled symbols) and efficiency $\eta$ (open symbols) dependences on $\mu_h$. 

decrease in the device performance is apparent in the $J$-$V$ curves. Note that $V_{OC}$ does not stay constant while $\mu_h$ decreases below the critical mobility limit; contrary to the initial assumption that only the recombination process determines $V_{OC}$ at the interface. Overall, $\mu_h$ seems to play an important role in determining $\eta$ as $\mu_h$ drops below the critical value whereas $\eta$ becomes saturated even with larger value of $\mu_h$. 
Notes


CHAPTER VI

SUMMARY AND CONCLUSIONS

The research in this thesis aimed for directed toward gaining a detailed understanding of the metastability in the CIGS based solar cells. My experimental results were based on high frequency admittance spectra (AS) and J-V measurements on the high performance IEC CIGS solar cells. Numerical simulations based on SCAPS-1D illustrated the role of bulk defect states, free hole carrier density, and hole carrier mobility on the device performance while metastable changes were made in CIGS thin films.

Metastability studies on working device configurations have distinct advantages over the conventional research techniques on sub-bandgap defect states with many samples because: (1) metastability research does not require a repeatable series of samples and (2) it can be studied while many other device parameters are kept constant (e.g. chemical composition, grain-boundary, and buffer/interface layer) so that changes in the CIGS bulk absorber properties can be less ambiguously correlated to the electronic sub-bandgap defect states. Using metastable changes in CIGS to investigate the effects of the defect states on device performance, we found that metastability can be driven either by light-soaking or by applying forward dc voltage bias. The density of the electronic defect states located at 0.3 eV above the valence band and the density of the
majority (hole) carrier density were observed to increase in a 1:1 ratio regardless of methods used to create them. The metastable defect creation kinetics follows a sub-linear power law in time and intensity. This indicates that electronic properties in CIGS degrade due to the capture of electrons, as is consistent with the theoretical model $V_{Cu} - V_{Se}$ defect complex suggested by Lany and Zunger. However, a comparison of CV and DLCP profiles indicated that a considerably high density of deep defect states is localized near the barrier interface after light-soaking treatments.

From the AS and DLCP measurement results at varying temperatures and at different reverse biases, we were able to deduce the majority hole carrier mobility $\mu_h$ to vary over the range 3-22 cm$^2$/Vs. We were not able to find any correlation between $\mu_h$ and the cell efficiencies within this range. However, we did find that there was a significant drop in the device performance if the metastable degradation resulted in a $\mu_h$ smaller than 3.5 cm$^2$/Vs. A significant drop in device performance was likewise found when $\mu_h$ was chosen to be below the critical value of about 3 cm$^2$/Vs in the SCAPS modeling.

We found that there were two different activation energies in the thermal admittance spectra and that the activation energy of deep trap states decreased with the light-soaking treatments following the Meyer-Neldel rule. Further light-soaking treatments caused the activation energy of the deep trap states to eventually saturate at the activation energy of the shallow acceptor level. Both thermal activation energies seem to originate from the same defect states. Also note that different metastable states have the same emission rate at the iso-kinetic temperature around RT.
We were able to account for the metastable changes in $J_{SC}$ with the changes in carrier collection length. Changes in $J_{SC}$ after extended light-soaking treatments were well accounted for by the reduced photo-generated current collection ratio assuming minority diffusion length of 0.2 µm. As the majority hole carrier density increases with light-soaking, the depletion width decreases and so does the carrier collection. However, another kind of mechanism is required to explain metastable changes in $FF$. Since different rates of $FF$ and $J_{SC}$ changes were not be controlled by a single parameter, such as depletion width, we attribute this instead to the more fundamental parameter, $\mu_h$. The overlap of $J_{SC}$ vs. $\mu_h$ for both the degradation and annealing processes demonstrates such $\mu_h$ effects on device performance. Numerical modeling shows that device performance parameters, such as $FF$ and $\eta$, significantly decrease if $\mu_h$ drops below a critical mobility value of 3 cm$^2$/Vs.

Temperature dependence of $V_{OC}$ suggests that the dominant recombination center is in the bulk CIGS layer, not at the interface. It is of high interest that $V_{OC}$ does not change at all with near-infrared light-soaking while other device parameters, such as $J_{SC}$ and $FF$, degrade upon light-soaking treatments and anneal back in the dark at RT. Saturation of $V_{OC}$ is observed below 200 K for all chalcopyrite solar cells, including wide bandgap CIGS devices with higher Ga fractions.

We considered a number of microscopic models to obtain a detailed understanding of the electronic properties during the metastability in CIGS. For example, we attempted to understand the lack of any change in $V_{OC}$ during metastable changes using the compensated donor-acceptor conversion model. Adding a donor defect at 0.8
eV above the valence band as an additional recombination center possibly explains the lack of change in $V_{OC}$. Using this compensated donor-acceptor conversion model, we were able to account for the metastable effects observed not only on the standard CIGS devices but also on specially prepared bifacial CIGS solar cells. However, this assumption needs to be further tested experimentally for other high bandgap alloys produced by other types of compositional alloying.
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